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## EDWARD H. COURTENAY.

In the publication of the following Treatise on the Differential and Integral Calculus by Edward H. Courtenay, two Institutions have an equal interest- the Military Academy where he was graduated in the year 1821, and the University of Virginia, where he died in the Fall of 1853.

Mr. Courtenay was born in the City of Baltimore, on the 19th of November, 1803. He entered the Military Academy as a cadet in September, 1818, and was the youngest member of the Class of that year.

The Course of Study embraced a term of four years. In three years Mr. Courtenay made himself highly proficient in all the branches, and was graduated at the head of his class, in July, 1821.

In his initiatory examination he made a strong impression on the mind of the examiner, who remarked, when the examination was concluded, that "a boy from Baltimore, of spare frame, light complexion and light hair, would certainly take the first place in his class."

We transcribe the following record from the Register of the United States Military Academy.
"Edward H. Courtenay - Promoted But. Second Lieut., Corps of Engineers, July 1, 1821.-Secnnd Lieut. July 1, 1821. -Acting Asst. Professor of Natural and Experimental Philosophy, Military Academy, from July 23, 1821, to Sept.

1, 1822 ; and Asst. Professor of Engineering, from Sept 1, 1822, to Aug. 31, 1824.-Acting Professor of Natural and Experimental Philosophy, Military Academy, from Sept. 1. 1828, to Feb. 16, 1829 ; and Professor, from Feb. 16, 1829, to Dec. 31, 1834.-Resigned Lieutenancy of Engineers, Feb. 16, 1829 ; and Professorship of Natural and Experimental Philosophy, Dec. 31, 1834.-Professor of Mathematics, University of Pennsylvania, from 1834 to 1836.-Division Engineer, New York and Erie Railroad, 1836-37.-Civil Engineer, in the service of United States, employed in the construction of Fort Independence, Boston Harbor, from 1837 to 1841.*—Chief Engineer of Dry Dock, Navy Yard, Brooklyn, N. Y., 1841-42.-Professor of Mathematics, University of Virginia, since 1842.-Author of Elementary Treatise on Mechanics, translated from the French of M. Boucharlat, with additions and emendations, designed to adapt it to the use of the Cadets of the U. S. Military Academy," 1833.-Degree of A. M., conferred by University of Pennsylvania, 1834; and of LL.D., by Hampden Sidney College, Va., 1846."

[^0]The author of this notice examined Mr. Courtenay when he entered the Military Academy, was associated with him in the Academic Board, and knew him intimately in all the situations which he subsequently filled; and yet feels quite incompetent to do justice to the memory of so perfect a man and so dear a friend.

The painter who has a faultless form to delineate or a perfect landscape to transfer to the canvas, is embarrassed by the very perfection of his subject. He has nothing to put in opposition to the beautiful-no shading that can give full effect to the living light. Characters which afford strong contrasts are easily drawn-it is the perfect character which it is difficult to sketch.

The intellectual faculties of Professor Courtenay were blended in such just proportions, that each seemed to aid and strengthen all the others. He examined the elements of knowledge with a microscopic power, and no distinction was so minute as to elude the vigilance of his search. He compared the elements of knowledge with a logic so scrutinizing that error found no place in his conclusions;-and he possessed, in an eminent degree, that marked characteristic of a great mind, the power of a just and profound generalization.

His mind was quick, clear, accurate and discriminating in its apprehensions-rapid, and certain, in its reasoning processes, and far-reaching and profound in its general riews. It was admirably adapted both to acquire and use knowledge.

The intellectual faculties, however, are but the pedestal
and shaft of the column-the moral and social faculties are its entablature or crowning glory. It is these faculties which shed over the whole character a soft and attractive radiance, exhibiting in a favorable light the majesty of intellect and the divine attributes of truth, justice and beneficence.

It was the ardent desire and steady aim of Professor Courtenay, during his whole life, to be governed by these principles, and there are few cases in which the ideal and the actual have been bronght more closely together. Modest and unassuming in his manners even to diffidence, he was bold, resolute and firm in asserting and maintaining the right. Liberal in his judgments of others, he was exacting in regard to himself. He could discriminate, reason, and decide justly even when his own interests were involved in the issue. His love of truth and justice was stronger than his love of self or of friends.

His intercourse with others was marked by the gentlest courtesies. He was an attentive and eloquent listener. Differences of opinion, appeared to excite regret rather than provoke argument, and his habitual respect for the opinions, wishes and feelings of others, imparted an indescribable charm to his manners.

As a professor he was a model. He was clear, concise, and luminous in his style and methods. Laborious in the preparation of his lectures, even to the minutest facts, he was at all times prepared to impart information. His manner, as a teacher, was highly attractive. He never by look, act, word, or emphasis disparaged the efforts or undervalued the acquirements of his pupils. His pleasant smile and kind
voice, when he would say, "Is that answer perfestly correct?" gave hope to many minds struggling with the difficulties of science and have left the impression of affectionate recollection on many hearts.

At the Military Academy, on the banks of the Hudson, where Mr. Courtenay was educated, and where he first labored to advance the interest of instruction and science, his name is recorded on the list of distinguished graduates, and honorably enrolled among the most eminent Professors of that Institution. There his labors and memory will live long together.

At the University of Virginia he has left a name equally dear to that distinguished Faculty of which he was an ornament and to the many pupils whom he there tatight. When these, in later years, shall revisit their Alma Mater, to revive sarly and cherished recollections-to strengthen the bonds of early friendships and renew their resolves to be good and great, they will find that a wide space has been made vacant. They will realize in sorrow that a favorite professor has been transferred from the halls of instruction to the grove of pines which borders the town, and which contains the remains of the revered dead. Thither they will go, in the twilight of the evening, to visit the grave of a man of science-their able teacher and faithful friend. In reviewing his life and contemplating his character, they will exclaim-
"Mark the perfect man and behold the upright; for the end of that man is peace."

[^1]
## NOTICE.

The following work was left by Professor Courtenay, in manuscript, in a highly finished condition ; and yet, it must be regretted that it could not receive the final corrections of the author. A premature death, at the meridian of life, placed the work in other hands, and any slight inaccuracies of language which may now appear, would doubtless have been corrected, if the sheets could have passed under the eye of the author.

It is a cause of thankfulness, however, that the work was entirely completed by Professor Courtenay; and in its publication the plan, language, and even the punctuation, have been followed with a fidelity due to the memory of a friend.

The work will be found more full and extensive than any which has yet appeared in this country on the same subject; and the part which relates to the Caleulus of Variations will be especially acceptable to the Americar public.

It is perhaps not improper to add, that the Publishers have generously offered to publish the work on very favorable terms, and that the profits, whutever they may be, will go to the family of the author.
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## differential calculus．

## CHAPTER I．

## FIRST PRINCIPLES．

1．In all mathematical calculations，the quantities which are presented for our consideration belong to one of two remarkable classes ：namely，constant quantities，which are such as preserve the same values throughout the limits of one investigation；or variable quantities，which may assume successively different values， the number of such values being unlimited．

The first letters of the alphabet，as $a, b, c$ ，\＆c．，are usually employed to denote constant quantities，and the last letters $z, y, x$ ， \＆c．acre used，to represent such quantities as are variable．

2．When two quantities $x$ and $y$ are mutually dependent upon each other，so that a knowledge of the value of one will lead to that of the other，they are said to be functions of each other． Thus，in the equations

$$
y=a x, \quad y=b x^{2}+c x+e, \quad y=a x^{3}+b x^{2}-c x+e,
$$

the value of $y$ is determined as soon as that of $x$ is known；and accordingly $y$ is said to be a function of $x$ ．

In like manner，an assumed value of $y$ will fix the correspond－ ing values of $x$ ，and therefore $x$ is a function of $y$ ．There is this difference，however，between the two cases：when the value
of $x$ is assumed, that of $y$ is obtained by a si nple substitution; whereas the determination of the value of $x$ from that of $y$ requires the solution of an equation. Hence, $y$ is called an explicit function of $x$, but $x$ is said to be an implicit function of $y$.

The general fact that $y$ is an explicit function of $x$ is written thus :

$$
y=F x, \quad \text { or } \quad y=\varphi x
$$

when the character $F$ or $\varphi$ stands as the representative of certain operations to be performed on the quantity $x$, the result of which operations will be a quantity equal in value to $y$. And when we wish to imply that the values of $x$ and $y$ are connected by an unresolved equation, or that $y$ is an implicit function of $x$, we write

$$
F^{\prime}(x, y)=0, \quad \text { or } \quad \varphi(x, y)=0
$$

For the purpose of illustration, let there be taken the three equations

$$
\begin{gather*}
y=a x+b \\
y=a x^{2}+b x+c \\
y=a x^{3}+b x^{2}+c x+e \tag{3}
\end{gather*}
$$

and suppose $x$ to receive an increment $h$ in each equation, con verting it into $x+h$, and causing $y$ to assume a new value $y_{1}$. Then if the form of each function, or value of $y$, be supposed to remain unchanged, the three equations (1), (2), and (3), will beccme respectively

$$
\begin{gather*}
y_{1}=a(x+h)+b  \tag{t}\\
y_{1}=a(x+h)^{2}+b(x+h)+c  \tag{5}\\
y_{1}=a(x+h)^{3}+b(x+h)^{2}+c(x+h)+e
\end{gather*}
$$

and
Subtracting (1) from (4) we obtain

$$
\begin{equation*}
y_{1}-y=a h \tag{7}
\end{equation*}
$$

From (2) and (5) we get

$$
\begin{equation*}
y_{1}-y=a\left(2 x h+h^{2}\right)+b h \tag{8}
\end{equation*}
$$

And from (3) and (6)

$$
y_{1}-y=a\left(3 x^{2} h+3 x h^{2}+h^{3}\right)+b\left(2 x h+h^{2}\right)+c h \quad(9) .
$$

From (7) wee leduce, by division,

$$
\frac{y_{1}-y}{h}=a \quad \text { (10) }
$$

from (8)

$$
\begin{aligned}
& \frac{y_{1}-y}{h}=a(2 x+h)+b \\
& =2 a x+a h+b ; \quad
\end{aligned}
$$

and from (9)

$$
\begin{equation*}
\frac{y_{1}-y}{h}=a\left(3 x^{2}+3 x h+h^{2}\right)+b(2 x+h)+c \tag{12}
\end{equation*}
$$

The results, (10), (11), and (12), express the ratio between the increment $h$ assigned to $x$, and the corresponding increment $y_{1}-y$ imparted to $y$. The values of this ratio, in the three examples selected, present remarkable differences.

In the first example, this ratio retains the same value $a$, what ever may be the value assigned to the increment $h$. In the second example it consists of two parts,
one

$$
=2 a x+b
$$

entirely independent of $h$, and the other $=a h$,
which varies with $h$. If the value of $h$ be supposed to diminish, the ratio

$$
\begin{equation*}
2 a x+b+a h \tag{11}
\end{equation*}
$$

will become more and more nearly equal to $2 a x+b$; and, finally, when $h$ becomes indefinitely small, the ratio is reduced to this latter value.

The corresponding increments $h$ and $y_{1}-y$, when indefinitely
small, are called the differentials of the quantities $x$ and $y$, and the limiting value of the ratio

$$
\frac{y_{1}-y}{h}
$$

is called the differential coefficient, because it is the multiplier of the diffirential of $x$ necessary to produce the differential of $y$.

The differentials of $x$ and $y$ are written $d x$ and $d y$, the character $d$ being the symbol of an operation to be performed on $x$ or $y$, not a factor: and the differential coefficient is written $\frac{d y}{d x}$.

Moreover, one of the variables (usually $x$ ) is called the independent variable, its increment $d x$ (although small) being arbi trary; while the other $y$, whose increment $d y$ depends on that of $x$, is called the dependent variable or simply the function.

In the third example, the ratio

$$
\frac{y_{1}-y}{h}
$$

reduces, at the limit when $h=0$, to

$$
\frac{d y}{d x}=3 a x^{2}+2 b x+c .
$$

These examples illustrate ${ }^{\circ}$ the fact that two indefinitely small quantities may yet have a finite ratio; and they suffice to show that the form of the differential coefficient, which is usually a function of $x$, will depend very materially on the form of the original function $y$.
(3.) The considerations just presented analytically admit of geometrical illustration. For, whatever may be the relation between $x$ and $y$, the former may be regarded as the abscissa, and the latter as the ordinate of a plane curve; and the determination of the relation between the corresponding increments of $x$ and $y$, is reduced to finding the change in the length of the ordinate produced by an arbitrary change in the length of the abscissa.

It is the chief object of the Differential Calculus to investigate the laws of increase of functions having various forms, when such changes are produced by an arbitrary change in the value of the independent variable upon which the values of the functions depend.

Geometrical considerations will also point out very clearly how it happens that a given augmentation of the variable $x$ will, in different stages of its magnitude, produce widely different increments of the function $y$.

Referring to the annexed diagram, it will be apparent that near the vertex $C$ of the curve $C P E$, a slight
 increase in the value of the abscissa $x$ will produce a comparatively large increase in the value of the ordinate $y$; but when the tangent to the curve forms a smaller angle with the axis $O X$, as at $P$, the same increment in $x$ will produce a much smaller increase of $y$; and if the tangent be nearly parallel to $O X$, the increment received by $y$ will be very small in comparison with that given to $x$. Finally, by continuing to increase $x$, the ordinate $y$ may first cease to increase, and may afterwards actually decrease, or the increment of $y$ may become negative; and these different results will occur without any change in the form of the function $y$.
4. One of the first inquiries presented for consideration is the determination of the general form of the function $F(x+h)$; for, since we desire to compare

$$
y=F x \quad \text { with } \quad y_{1}=F(x+h)
$$

it is important to know what form $F(x+h)$ will assume when ex. panded into a series of terms involving $x$ and $h$. Hence the following

Proposition. To determine the general form of the development of any function of the algebraic sum of two quantities, such as $F(x+h)$, arranged according to the powers of the second $h$.

1st. There must be one term in the development of the form $F x$, and the other terms must contain $h$. For, since the development is supposed to be general, and therefore true for all values $h$, it ought to be applicable when $h=0$, in which case the undeveloped function $F(x+h)$ reduces to $F x$. This condition will be satisfied by supposing the first term in the development to be $F x$, and all the succeeding terms to contain powers of $h$, since the supposition $\xi=0$ will then give rise to an equation, $F x=F x$, which is identically true. And no other conceivable form of development would lead to this result.
We may therefore write

$$
\begin{equation*}
F(x+h)=F x+A h^{a}+B h^{b}+C h^{e}+\& c . \tag{1}
\end{equation*}
$$

in which the coefficients $A, B, C, \& c$., will usually be functions of $x_{3}$ and the exponents $a, b, c, \& c$., undetermined constants.

2d. None of the exponents, $a, b, c, \& c$., can be negative. For if there could be a term of the form

$$
B h^{-b} \quad \text { or } \quad \frac{B}{h^{b}}
$$

it would become infinite when $h=0$, thus rendering the developed expression infinite, while the undeveloped expression would become simply $F x$, and this latter would probably be finite.
$\therefore 3 \mathrm{~d}$. None of the exponents can be fractional. For if there could be a term of the form

$$
E h^{\frac{\vdots}{i}} \quad \text { or } \quad E \sqrt[2]{h^{r}}
$$

such term would have as many different values as there are units in $s$; that is, it would have $s$ values; and each of these valises
could be combined in succession with the aggregate of the other terms of the series.

Now if each of these other terms, except the first term $F x$, be supposed to have but one value, the sum of all the terms containing $h$ will have $s$ different values. And if $F x$ be susceptible of $n$ dif. ferent values, the entire development will admit of $n \times s$ valués, since each value of $F x$ may be combined, in succession, with each value of the remaining terms.

But $F(x+h)$ being of the same form with $F x$, must have the same number $n$ of values. Thus, for example, if

$$
F(x+h)=(x+h)^{\frac{1}{3}}, \quad \text { then } \quad F x=x^{\frac{1}{3}}
$$

and both will have three values.
If

$$
\begin{gathered}
P(x+h)=a(x+h)^{2}+b(x+h)^{\frac{1}{5}} \\
F x=a x^{2}+b x^{\frac{1}{5}}
\end{gathered}
$$

and both will have five values, \&c.
Thus, in the case supposed above, where there was one fractional exponent, $F(x+h)$ would have $n$ values when undeveloped, but $n \times s$ values when developed-a manifest absurdity.

We conclude therefore that the exponents $a, b, c$, \&c., in the general development, must be positive integers; and in order to make the development include every possible case, we write

$$
F(x+h)=F x+A h+B h^{2}+C h^{3}+D h^{4}, \& \mathrm{c} .
$$

meluding every power of $\%$. If in any particular case some of these terms should be unnecessary, it will suffice to suppose the corresponding coefficients $A, B, C, \& c$., to reduce to zero.

We have a familiar example of the expansion of $F(x+h)$ in the well known binomial theorem. Thus, if

$$
\begin{gathered}
F(x+h)=(x+h)^{n}=x^{n}+n x^{n-1} h \\
+\frac{n(n-1)}{1.2} \cdot x^{n-2} h^{2}+\frac{n(n-1)(n-2)}{1.2 .3} x^{n-3} h^{3}+\& \mathrm{c} .
\end{gathered}
$$

we shall have

$$
\begin{gathered}
F x=x^{n}, A=n x^{n-1}, B=\frac{n(n-1)}{1.2} x^{n-2} \\
C=\frac{n(n-1)(n-2)}{1.2 .3} x^{n-3}, \& c .
\end{gathered}
$$

Ghere $A, B, C, \& c$., are functions of $x$.
The following are likewise examples of the development as ap. plied to particular cases.
2. Let $\quad F x=(a+x)^{\frac{1}{2}}+b x^{n}$ : then

$$
F(x+h)=(a+x+h)^{\frac{1}{2}}+b(x+h)^{n}
$$

which expressions, when expanded by the binomial theorem, give

$$
\begin{aligned}
F(x+h)= & (a+x)^{\frac{1}{2}}+\frac{1}{2}(a+x)^{-\frac{1}{2}} h-\frac{1}{8}(a+x)^{-\frac{\frac{\pi}{2}}{2}} h^{2}+\& \mathrm{c} \\
+b x^{n} & +n b x^{n-1} h+\frac{n(n-1)}{1.2} b x^{n-2} h^{2}+\& \mathrm{c} \\
= & F x+\left[n b x^{n-1}+\frac{1}{2}(a+x)^{-\frac{1}{2}}\right] h \\
& +\left[\frac{1}{2} b n(n-1) x^{n-2}-\frac{1}{8}(a+x)^{-\frac{8}{2}}\right] h^{2}+\& c
\end{aligned}
$$

Which corresponds with the general form,

$$
\begin{aligned}
& 3 \text { Let } F x=\log x: \text { then } \\
& \begin{aligned}
F(x+h) & =\log (x+h)=\log \left[x\left(1+\frac{h}{x}\right)\right]=\log x+\log \left(1+\frac{h}{x}\right) \\
& =\log x+M\left(\frac{h}{x}-\frac{h^{2}}{2 x^{2}}+\frac{h^{3}}{3 x^{3}}-\frac{h^{4}}{4 x^{4}}+\& c .\right)
\end{aligned}
\end{aligned}
$$

Where $M$ denotes the modulus of the system of logarithms.

$$
\therefore F(x+h)=F x+\frac{M}{x} \cdot h-\frac{M}{2 x^{2}} h^{2}+\frac{M}{3 x^{3}} h^{3}-\frac{M}{4 x^{4}} h^{4}+\& c
$$

Which also corresponds to the general form.

It may be well to observe, that although the form of the development of $F(x+h)$ is always such as has been indicated while $x$ retains its general value, yet it is possible (in some cases) to assign certain particular values to $x$ which shall cause the development in this form to become impossible.

Thus, if in the second of the above examples, we put $x=-a$ the true development of $F^{\prime}(x+h)$ will become eimply

$$
F(x+h)=h^{\frac{1}{2}}+b(-a)^{n}+b n(-a)^{n-1} h+\& \mathrm{c} \cdot
$$

in which one fractional exponent appears.
The same supposition causes all the coefficients involving negative powers of $a+x$ to become infinite in the general expansion. If will be shown hereafter that the particular cases in which the general development is inapplicable, are always indicated by some of the terms of the development becoming infinite. At present it is sufficient to remark that the number of such cases is compara tively small, and that they will receive a special examination.
5. From the development of $F(x+h)$, we derive a direct and general method of finding the differential of any proposed function

$$
y=F x
$$

For, if we give to $x$ an increment $h$, we shall have

$$
\begin{gathered}
y_{1}=F(x+h)=F x+A h+B h^{2}+C h^{3}+\& c . \\
\therefore y_{1}-y=F(x+h)-F x=A h+B h^{2}+C h^{3}+\& c . \\
\therefore \frac{y_{1}-y}{h}=A+B h+C h^{2}+\& c .
\end{gathered}
$$

And by passing to the limit, when $h=0$, we get

$$
\frac{d y}{d x}=A, \quad \text { whence } \quad d y=A d x
$$

Thus it appears that the coefficient $A$ of the 1st power of $h$ in the development of $F(x+h)$ is the differential coefficient of the proposed function, and this multiplied by $d x$ gives the required differential of $y$.

It will be found convenient, however, to furm rules for dif. ferentiating functions of the various forms likely to arise, and th this investigation we proceed next.

## CHAPTERII. <br> differentiation of algebrato functions.

6. Prop. To differentiate the product of two functions of a single variable.

Let

$$
u=y z
$$

where $y$ and $z$ are given functions of the same independent variable $x$, and let $x$ take an increment $h$, converting $u, y$, and $z$, into $u_{1}, y_{1 s}$ and $z_{1}$. Then, since $y_{1}$ and $z_{1}$ will each be a function of $x+h_{0}$. we shall have

$$
\begin{gathered}
y_{1}=y+A h+B h^{2}+C h^{3}+\& c . \\
z_{1}=z+A_{1} h+B_{1} h^{2}+C_{1} h^{3}+\& \mathrm{c} . \\
\text { and } \begin{array}{r}
\therefore u_{1}=y_{1} z_{1}=y z+\left(A z+A_{1} y\right) h+\left(B z+B_{1} y+A A_{1}\right) h^{2} \\
\\
+\left(C z+C_{1} y+A B_{1}+A_{1} B\right) h^{3}+\& c . \\
\therefore \frac{u_{1}-u}{h}=\frac{y_{1} z_{1}-y z}{h}=A z+A_{1} y+\left(B z+B_{1} y+A A_{1}\right) h \\
\\
\quad+\left(C z+C_{1} y+A B_{1}+A_{1} B\right) h^{2}+\& c_{0}
\end{array}
\end{gathered}
$$

and when $h=0$, this becomes

$$
\begin{gathered}
\frac{d u}{d x}=A z+A_{1} y \cdot=\frac{d y}{d x} \cdot z+\frac{d z}{d x} \cdot y \\
A=\frac{d y}{d x} \quad \text { and } \quad A_{1}=\frac{d z}{d x}
\end{gathered}
$$

And by multiplying by $d x$, we get

$$
d u=z d y+y d z
$$

Thus the differential of the product yz of two functions is found by multiplying each function by the differential of the other function, and adding the results.
7. Prop. To differentiate the product of several functions of a single variable.

1 st. Let $u=v y z$, where $v, y$, and $z$, are functions of the independent variable $x$.

Put $\quad \dot{y} z=s ; \quad$ then $\quad u=v s$,
and by the last proposition,

$$
d u=v d s+s d v ; \quad \text { and also } \quad d s=y d z+z d y
$$

Sabstituting the values of $s$ and $d s$ in that of $d u$, there result,

$$
d u=v(y d z+z d y)+y z d v=v y d z+v z d y+y z d v
$$

2d. Let

$$
u=s v y z
$$

Put $y z=w$; then $u=s v w$,
$\therefore d u=s v d w+s w d v+v w d s=s v(y d z+z d y)+s y z d v+v y z_{1}(s$,
or, $\quad d u=s v y d z+s v z d y+s y z d v+v y z d s ;$
and the same method could be applied to the product of a greater number of functions.

Hence we have the following rule for the differential of the product of several functions :

Multiply the differential of each factor by the continued product of all the other fuctors, and add the results.
8. Prop. To differentiate a fraction whose numerator and denominator are functions of a single variable.

Let $\quad u=\frac{y}{z}$, where $y$ and $z$ are functions of $x$.

Then $y=u z$, and this differentiated by the rule for products, gives.

$$
\begin{gathered}
d y=u d z+z d u=\frac{y}{z} \cdot d z+z d u \\
\therefore z d y=y d z+z^{2} d u \\
d u=\frac{z d y-y d z}{z^{2}}
\end{gathered}
$$

Thus the rule is as follows:
Multiply the differential of the numerator by the denominator, and the differential of the denominator by the numerator; subtract the second product from the first, and divide the remainder by the sruare of the denominator.
9. Prop. To differentiate a power of a single variable.

1st. Let $u=x^{n}$, where $n$ is a positive integer.
Regarding $x^{n}$ as the product $x . x . x . x$, \&c., of $n$ equal factors each $=x$, and applying the rule for differentiating a product, we get

$$
\begin{gathered}
d u=x^{n-1} d x+x^{n-1} d x+x^{n-1} d x+\& c ., \text { to } n \text { terms. } \\
\cdot \cdot d u=n x^{n-1} d x
\end{gathered}
$$

and the rule in this case is the following:
Multiply the given power ( $\mathrm{x}^{\mathrm{n}}$ ) by the exponent (giving $\mathrm{n} \mathrm{x}^{\mathrm{n}}$ ) ; then diminish the exponent by unity (giving $n \mathrm{x}^{\mathrm{n}-1}$ ) ; and finally, nultiply by the defferential of the root (producing $n x^{n-1} d x$ ).

2d. Now suppose the exponent $n$ to be a positive fraction $\frac{a}{c}$
Then

$$
u=x^{\stackrel{\bullet}{6}}
$$

$\therefore u^{c}=x^{a}$, where the exponents $a$ and $c$ are both positive integers.
Hence, by the application of the rule just established for such cases, we have

$$
c u^{c-1} d u=a x^{a-1} d x
$$

$\therefore d u=\frac{a x^{a-1}}{c u^{c-1}} d x=\frac{a}{c} \cdot \frac{x^{a-1}}{\left(\frac{a}{\left.x^{\frac{a}{e}}\right)^{c-1}}\right.} d x=\frac{a}{c} x^{a-1-a+\frac{a}{e}} d x=\frac{a}{c} x^{\frac{a}{-1}} d x$
and the rule for differentiating the power is the same as when the exponent is a positive integer.

3d. Let the exponent be a negative integer, or $u=x^{-n}$

Then

$$
u=\frac{1}{x^{n}}=\frac{x}{x^{n+1}}
$$

and this differentiated by the rule for fractions, gives

$$
d u=\frac{x^{n+1}-(n+1) x^{n+1}}{x^{2 n+2}} d x=-\frac{n d x}{x^{n+1}}=-n x^{-n-1} d x
$$

And the rule is still the same.
4th. Let the exponent be a negative fraction, or let $u=x^{-\frac{0}{!}}$.
Then $u^{c}=x^{-a}$, and by the first and third eases,

$$
\begin{gathered}
c u^{c-1} d u=-a x^{-a-1} d x, \quad \text { or, } \quad d u=-\frac{a}{c} \cdot \frac{x^{-a-1}}{u^{c-1}} d x . \\
\therefore d u=-\frac{a}{c} \cdot \frac{x^{-a-1} d x}{\left(x^{-\frac{a}{c}}\right)^{c-1}}=-\frac{a}{c} x^{-\frac{a}{c}-1} d x
\end{gathered}
$$

and the formula is still the same.
We might have deduced the rule for differentiating a power, as alike applicable to all cases, by employing the binomal theorem; for, sinee the second term in the development of $(x+h)^{n}$, is $n x^{n-1} h$, for all values of $n$,
we must have $\quad \frac{d\left(x^{n}\right)}{d x}=n x^{n-1}, \quad$ or, $\quad d\left(x^{n}\right)=n x^{n-1} d x$.
It is intended, however, to demonstrate the truth of the binomial theorem by the aid of the differential calculus, and hence the necessity of establishing the rules for differentiation, without reference to that theorem.

Remark. If the function which it is proposed to differentiate contain a constant factor, such factor will appear in the differential.

Thus $d(a x)=a d x$, for when $x$ takes the increment $h$, the function $\boldsymbol{a x}$ becomes

$$
u_{1}=a(x+h) \quad \text { and } \quad \therefore \frac{u_{1}-u}{h}=u \quad \text { and } \quad \frac{d u}{d x}=a .
$$

Similarly if $u=a . F x$, where $F$ denotes any function, then

$$
u_{1}=a F^{\prime}(x+h) \quad \text { and } \quad d u=a d(F x) .
$$

10. Prop. To differentiate the algebraic sum of several functions. of a single variable.

Let

$$
u=A s+B v-C y+D z
$$

where $s, v, y$, and $z$, are functions of $x$.
Then when $x$ takes the increment $h$,
As becomes $A s_{1}=A\left(s+A_{1} h+B_{1} h^{2}+C_{1} h^{3} \& c\right.$. $)$.
$B v$ becomes $B v_{1}=B\left(v+A_{2} h+B_{2} h^{2}+C_{2} h^{3} \& c.\right)$.
$C y$ becomes $C y_{1}=C\left(y+A_{3} h+B_{3} h^{2}+C_{3} h^{3} \& c.\right)$.
$D z$ becomes $D z_{1}=D\left(z+A_{4} h+B_{4} h^{2}+C_{4} h^{4} \& c.\right)$.
$\therefore u$ becomes $u_{1}=A s+B v-C y+D z$

$$
+\left(A A_{1}+B A_{2}-C A_{3}+D A_{4}\right) h+\& c
$$

$$
\therefore d u=\left(A A_{1}+B A_{2}-C A_{3}+D A_{4}\right) d x
$$

But $\quad A_{1} d x=d s, \quad A_{2} d x=d v, \quad A_{3} d x=d y, \quad A_{4} d x=d z$.

$$
\therefore d u=A d s+B d v-C d y+D d z .
$$

And the rule is as follows:
Differentiate the terms successively, and take the algebraic sum of the result.
Remark. If a constant be connected with a variable quantity by the sign + or - , such constant will disappear by differentiation.

Thus, when we have $u=a+F x$, then

$$
\begin{gathered}
u_{1}=a+F(x+h)=a+F x+A h+B h^{2}, \& c . \\
=u+A h+B l^{2}, \& c .
\end{gathered}
$$

$\therefore d u=A d x$, the constant $a$ having disappeared.

## EXAMPLES.

11. 12. To differentiate

$$
y=4 x^{3}+7 x^{2}-8 x+5
$$

Applying the rule for powers to each term we obtain

$$
\begin{gathered}
d y=4 \times 3 x^{2} d x+7 \times 2 x d x-8 d x=\left(1 \cdot x^{2}+14 x-8\right) d x . \\
\therefore \cdot \frac{d y}{d x}=12 x^{2}+14 x-8
\end{gathered}
$$

2. 

$$
y=a x^{2}(b x+c)=a b x^{3}+u c x^{2}
$$

Differentiating this as a product, we get

$$
d y=2 a x(b x+c) d x+a x^{2} b d x=\left(3 u b x^{2}+2 u c x\right) d x
$$

Or by first performing the multiplication indicated, and then dif ferentiating as a sum, the same result is obtained.

$$
\therefore \frac{d y}{d x}=3 a b x^{2}+2 u c \cdot x
$$

3. 

$$
y=\frac{4 x^{3}}{\left(b+x^{2}\right)^{3}} .
$$

Differentiating by the rules for fractions and powers, we obtan

$$
\begin{gathered}
d y=\frac{12 x^{2}\left(b+x^{2}\right)^{3} d x-3\left(b+x^{2}\right)^{2} \times 4 x^{3} \times 2 \cdot x}{\left(b+x^{2}\right)^{6}} \\
=\frac{1 \cdot x^{2}\left(b+x^{2}\right)-24 x^{4}}{\left(b+x^{2}\right)^{4}} d x=\frac{1 \cdot 2 x^{2}\left(b-x^{2}\right)}{\left(b+x^{2}\right)^{4}} d x \\
\therefore \frac{d y}{d x}=\frac{12 x^{2}\left(b-x^{2}\right)}{\left(b+x^{2}\right)^{4}} \\
y=\sqrt{a+b x^{2}}=\left(a+b x^{2}\right)^{\frac{1}{2}} .
\end{gathered}
$$

4

$$
\begin{gathered}
y=\sqrt{a+b x^{2}}=\left(a+b x^{2}\right)^{\frac{1}{2}} \\
d y=\frac{1}{2}\left(a+b x^{2}\right)^{-\frac{1}{2}} \times 2 b x d x . \cdot \frac{d y}{d x}=\frac{b \cdot x}{\sqrt{a+b x^{2}}}
\end{gathered}
$$

5. $\quad u=x\left(1+x^{2}\right)\left(1+x^{3}\right)$.

$$
\begin{aligned}
\frac{d u}{d x} & =\left(1+x^{2}\right)\left(1+x^{3}\right)+x\left(1+x^{3}\right) \times 2 x+x\left(1+x^{2}\right) \times 3 x^{2} \\
& =1+x^{2}+x^{3}+x^{5}+2 x^{2}+2 x^{5}+3 x^{3}+3 x^{5} \\
& =1+3 x^{2}+4 x^{3}+6 x^{5}
\end{aligned}
$$

6. $\quad u=\sqrt{x+\sqrt{1+x^{2}}}=\left[x+\left(1+x^{2}\right)^{\frac{1}{2}}\right]^{\frac{1}{2}}$

$$
\begin{gathered}
\frac{d u}{d x}=\frac{1}{2}\left[x+\left(1+x^{2}\right)^{\frac{1}{2}}\right]^{-\frac{1}{2}} \times\left[1+\left(1+x^{2}\right)^{-\frac{1}{2}} x\right] \\
=\frac{\frac{1}{2}\left(x+\sqrt{\left.1+x^{2}\right)}\right.}{\sqrt{x+\sqrt{1+x^{2}}} \times \sqrt{1+x^{2}}}=\frac{\sqrt{x+\sqrt{1+x^{2}}}}{2 \sqrt{1+x^{2}}} \\
u=b x^{\frac{8}{8}} \quad \frac{d u}{d x}=\frac{8}{3} b x^{\frac{5}{3}} .
\end{gathered}
$$

7. 
8. $u=\frac{c}{x^{6}}-b=c x^{-6}-b . \quad \frac{d u}{d x}=-6 c x^{-7}=-\frac{6 c}{x^{7}}$.
9. $\quad u=\sqrt[3]{x} \cdot \sqrt{\sqrt{x}+1}=x^{\frac{1}{3}}\left(x^{\frac{1}{2}}+1\right)^{\frac{1}{2}}$.

$$
d u=\frac{1}{3} x^{-\frac{2}{8}}\left(x^{\frac{1}{2}}+1\right)^{\frac{1}{2}} d x+\frac{1}{2} x^{\frac{1}{8}}\left(x^{\frac{1}{2}}+1\right)^{-\frac{1}{2}} \times \frac{1}{2} x^{-\frac{1}{2}} d x
$$

$\therefore \frac{d u}{d x}=\frac{\left(x^{\frac{1}{2}}+1\right)^{\frac{1}{2}}}{3 x^{\frac{2}{8}}}+\frac{1}{4 x^{\frac{1}{8}}\left(x^{\frac{1}{2}}+1\right)^{\frac{1}{2}}}=\frac{7 x^{\frac{1}{2}}+4}{12 \sqrt[3]{x^{2}} \sqrt{x^{\frac{1}{2}}+1}}$.
10. $u=\frac{\sqrt{1+x}+\sqrt{1-x}}{\sqrt{1+x}-\sqrt{1-x}}=\frac{(\sqrt{1+x}+\sqrt{1-x})^{2}}{2 x}$

$$
=\frac{1+\sqrt{1-x^{2}}}{x}
$$

$\frac{d u}{d x}=\frac{-x^{2}\left(1-x^{2}\right)^{-\frac{1}{2}}-\left(1+\sqrt{1-x^{2}}\right)}{x^{2}}=-\frac{1+\sqrt{1-x^{2}}}{x^{2} \sqrt{1-x^{2}}}$.
11. $u=\frac{x}{x+\sqrt{1+x^{2}}}=\frac{x\left(x-\sqrt{1+x^{2}}\right)}{x^{2}-\left(1+x^{2}\right)}=x \sqrt{1+x^{2}}-x^{2}$.

$$
\begin{aligned}
& \frac{d u}{d x}=\sqrt{1+x^{2}}+x^{2}\left(1+x^{2}\right)^{-\frac{1}{2}}-2 x=\frac{1+2 x^{2}-2 x \sqrt{1+x^{2}}}{\sqrt{1+x^{2}}} \\
& 12 . \\
& u=\sqrt[4]{\left[a-\frac{b}{\sqrt{x}}+\sqrt[3]{\left(c^{2}-x^{2}\right)^{2}}\right]^{3}} \\
& =\left[a-b x^{-\frac{1}{2}}+\left(c^{2}-x^{2}\right)^{\frac{2}{3}}\right]^{\frac{8}{4}} \\
& \frac{d u}{d x}=\frac{3}{i}\left[a-b x^{-\frac{1}{2}}+\left(c^{2}-x^{2}\right)^{\frac{2}{3}}\right]^{-\frac{1}{4}} \times\left[\frac{1}{2} b x^{-\frac{8}{2}}-\frac{2}{3}\left(c^{2}-x^{2}\right)^{-\frac{1}{3}} \cdot 2 x\right] \\
& =\frac{\frac{3 b}{2 x \sqrt{x}}-\frac{4 x}{\sqrt[3]{c^{2}-x^{2}}}}{\sqrt[4]{x-\frac{b}{\sqrt{x}}+\sqrt[3]{\left(c^{2}-x^{2}\right)^{2}}}}
\end{aligned}
$$

18. $u=\sqrt{a+x+\sqrt{a+x+\sqrt{a+x}}}$ \&c., continued inden nitely.

Here $\quad u=\sqrt{a+x+u} \quad$ and $\quad \therefore u^{2}=a+x+u$, or, $\quad u^{2}-u=a+x, \quad \therefore u=\frac{1}{2}+\sqrt{a+x+\frac{1}{4}}$,

$$
\therefore \frac{d u}{d x}=\frac{1}{\sqrt{4 a+4 x+1}}
$$

The functions considered hitherto are called algebraic functions, because they require only the performance of the common algebraic operations of addition, subtraction, multiplication, division, raising of powers, and extraction of roots. There is a second and very extensive class of functions, in which the variable enters as an exponent, or in connection with logarithms, sines, cosines, tangents, circular arcs, \&c., of which the following are examples: $\alpha^{\mathcal{L}}, x^{x}$, $\log x, \sin x,(\cos x)^{\sin x}, \sin ^{-1} x,(\log x)^{\tan x}, \& c$. These are called transcendental functions, and they will be considered in the next chapter.

## $\left(\begin{array}{c}\text { LI BRAGI } \\ \text { UNIVERSITY OF } \\ \text { CALAFUHAIA. }\end{array}\right)$

## CHAPTER III.

TRANSCENDENTAL FUNCTIONS.
12. Prop. To -differentiate $u=\log x$.

Let $x$ take the increment $h$, converting $u$ into

$$
u_{1}=\log (x+h)
$$

Then $u_{1}=\log (x+h)=\log \left[x\left(1+\frac{h}{x}\right)\right]=\log x+\log \left(1+\frac{h}{x}\right)$.
or $\quad: u_{1}=u+M\left(\frac{h}{x}-\frac{h^{2}}{2 x^{2}}+\frac{h^{3}}{3 x^{3}}-\frac{h^{4}}{4 x^{4}} \& c.\right)$
where $M$ is the modulus of the system.

$$
\therefore \frac{d u}{d x}=\frac{d(\log x)}{d x}=\frac{M}{x} \quad \text { and } \quad d u=\frac{M}{x} d x
$$

Hence the rule is as follows :
Multiply the differential of the variable by the modulus of the sys term in which the logarithm is taken, and divide the product by the variable.

If the logarithms belong to the Naperian system whose modulus is equal to unity, we shall have

$$
d(\log x)=\frac{d x}{x}
$$

As the essential properties of logarithms are the same in all systerms, while the form of the differential is simplest in the Naperian system, the logarithms employed throughout the Calculus will
always be the Naperian, unless the contrary is distinctly specified, and the rule for differentiating a logarithm will be simply this:

Divide the differential of the quantity by the quantity itself.
13. Prop. To differentiate an exponential function as $u=a^{x}$, the base $a$ being constant.

Passing to logarithrns we have

$$
\log u=x \log a
$$

$$
\therefore d(\log u)=d(x \log a) \quad \text { or } \quad \frac{d u}{u}=\log a \cdot d x
$$

$\cdot d u=\log a \cdot u \cdot d x=\log a \cdot a^{x} \cdot d x \quad$ and $\quad \frac{d u}{d x}=\log a \cdot a^{x}$.
And the rule for differentiating an exponential is this:
Multiply the exponential $\left(\mathrm{a}^{\mathrm{x}}\right)$ by the differential of the exponent (dx), and that product by the Naperian logarithm of the base $(\log a)$.

Cor. If $a=e$, the Naperian base, we shall have $\log e=1$;

$$
\therefore d\left(e^{x}\right)=e^{x} d x, \quad \text { and } \quad \frac{d\left(e^{x}\right)}{d x}=e^{x}
$$

Remark. The rule for differentiatirg logarithmic functions will often be found useful, even when the original function is algebraic, since by passing to logarithms we may give the function a simpler form.

Examples af Logarithmic and Exponential Functions.
14. 1. Let

$$
u=\log \left(x+\sqrt{1+x^{2}}\right)
$$

$$
\begin{gathered}
d u=\frac{d\left(x+\sqrt{1+x^{2}}\right)}{x+\sqrt{1+x^{2}}}=\frac{1+\left(1+x^{2}\right)^{-\frac{1}{2}} x}{x+\sqrt{1+x^{2}}} d x \\
=\frac{x+\sqrt{1+x^{2}}}{\left(x+\sqrt{\left.1+x^{2}\right)} \sqrt{1+x^{2}}\right.} d x=\frac{d x}{\sqrt{1+x^{2}}} \cdot \cdot \frac{d u}{d x}=\frac{1}{\sqrt{1+x^{2}}} .
\end{gathered}
$$

2. 

$$
u=x\left(a^{2}+x^{2}\right) \sqrt{a^{2}-x^{2}}
$$

Passing to logarithms we have

$$
\begin{gathered}
\log u=\log x+\log \left(a^{2}+x^{2}\right)+\frac{1}{2} \log \left(a^{2}-x^{2}\right) \\
\therefore \frac{d u}{u}=\frac{d x}{x}+\frac{d\left(a^{2}+x^{2}\right)}{a^{2}+x^{2}}+\frac{1}{2} \frac{d\left(a^{2}-x^{2}\right)}{a^{2}-x^{2}} \\
\quad=\frac{d x}{x}+\frac{2 x d x}{a^{2}+x^{2}}-\frac{x d x}{a^{2}-x^{2}}
\end{gathered}
$$

$$
\therefore \frac{d u}{d x}=\left(a^{2}+x^{2}\right) \sqrt{a^{2}-x^{2}}+2 x \sqrt{a^{2}-x^{2}}-\frac{x^{2}\left(a^{2}+x^{2}\right)}{\sqrt{a^{2}-x^{2}}}
$$

$$
=\frac{a^{4}+a^{2} x^{2}-4 x^{4}}{\sqrt{a^{2}-x^{2}}}
$$

3. 

$$
u=\log \frac{\sqrt{x^{2}+1}-x}{\sqrt{x^{2}+1}+x}
$$

Multiplying numerator and denominator by the numerator we have

$$
\begin{aligned}
& u=\log \frac{2 x^{2}+1-2 x \sqrt{x^{2}+1}}{x^{2}+1-x^{2}}=\log \left(2 x^{2}+1-2 x \sqrt{x^{2}+1}\right) \\
& \frac{d u}{d x}=\frac{4 x-2 \sqrt{x^{2}+1}-2 x^{2}\left(x^{2}+1\right)^{-\frac{1}{2}}}{2 x^{2}+1-2 x \sqrt{x^{2}+1}}=-\frac{2}{\sqrt{x^{2}+1}} . \\
& \text { 4. } \quad u=x^{a \sqrt{-1}} . \text { Then } \log u=a \sqrt{-1} \log x .
\end{aligned}
$$

$$
\therefore \frac{d u}{u}=a \sqrt{-1} \frac{d x}{x}
$$

and

$$
d u=a \sqrt{-1} \cdot x^{a \sqrt{-1}} \cdot \frac{d x}{x}=a \sqrt{-1} x^{a \sqrt{-1}-1} d x
$$

Thus the rule for differentiating a power is still the same, when the exponent is imaginary
5. $\quad u=x^{x}$. Then $\log u=x \log x$.

$$
\begin{gathered}
\therefore \frac{d u}{u}=\log x \cdot d x+x \cdot \frac{d x}{x}=(\log x+1) \mathrm{d} x \\
\therefore \frac{d u}{d x}=x^{x}(\log x+1)
\end{gathered}
$$

6. 

$$
u=x^{x^{2}}
$$

This signifies that $x$ is raised to a power whose exponent is $x^{z}$, and it must not be confounded with $\left(x^{x}\right)^{x}$, which latter implies that $x^{*}$ is raised to the $x^{t h}$ power.

Then $\log u=x^{x} \log x \cdot \cdot \frac{d u}{u}=\log x(\log x+1) x^{x} d x+x^{x} \frac{d x}{x}$

$$
\therefore \frac{d u}{d x}=x^{x^{x}} \cdot x^{x}\left[\log x(\log x+1)+\frac{1}{x}\right]
$$

7. $u=e^{x^{x}}$ where $e$ is the Naperian base.

$$
\log u=x^{z} \log e=x^{z} \cdot \therefore \frac{d u}{d x}=e^{x^{z}} \cdot x^{z}(\log x+1)
$$

8. $\quad u=x^{e^{x}}$. Then $\log u=e^{x} \log x$

$$
\therefore \frac{d u}{d x}=x^{e^{x}}\left(\log x+\frac{1}{x}\right) e^{x} .
$$

9. $u=\log (n x)$. Then $\quad d u=\frac{d(n x)}{n x}=\frac{d x}{x}$.

This result is the same as when $u=\log x$, as might have been anticipated since $\log (n x)=\log n+\log x$, and $\log n$ is constant.
10. $u=\log (\log x)$. Then $d u=\frac{d(\log x)}{\log x}=\frac{d x}{x \cdot \log x}$

$$
\therefore \frac{d u}{d x}=\frac{1}{x \log x}
$$

11. $u=(\log x)^{n}=\log { }^{n} x$. Then $d u=n \log { }^{n-1} x \cdot d(\log x)$

$$
\therefore \frac{d u}{d x}=\frac{n \cdot \log { }^{n-1} x}{x} .
$$

12. $u=e^{\log \sqrt{a^{2}+x^{2}}}$. Then $\log u=\log \sqrt{a^{2}+x^{2}}$

$$
\therefore u=\sqrt{a^{2}+x^{2}}=\left(a^{2}+x^{2}\right)^{\frac{1}{2}} \quad \text { and } \quad \frac{d u}{d x}=\frac{x}{\sqrt{a^{2}+x^{2}}} .
$$

13. $\quad u=e^{\log ^{n} x} \quad d u=e^{\log ^{n} x} \cdot d\left(\log ^{n} x\right)$

$$
\therefore \frac{d u}{d x}=\frac{n}{x} \cdot e^{\log ^{n} x} \cdot \log ^{n-1} x
$$

14. 

$$
u=\frac{1}{4} x^{4} \log ^{2} x-\frac{1}{8} x^{4} \log x+\frac{1}{32} x^{4}
$$

$\frac{d u}{d x}=x^{3} \log ^{2} x+\frac{1}{2} x^{3} \log x-\frac{1}{2} x^{3} \log x-\frac{1}{8} x^{3}+\frac{1}{8} x^{3}=x^{3} \log ^{2} x$.
15.

$$
\begin{aligned}
u= & e^{x}\left(x^{4}-4 x^{3}+12 x^{2}-24 x+24\right) \\
\frac{d u}{d x}= & e^{x}\left(x^{4}-4 x^{3}+12 x^{2}-24 x+24\right) \\
& +e^{x}\left(4 x^{3}-12 x^{2}+24 x-24\right)=e^{x} \cdot x^{4}
\end{aligned}
$$

## Trigonometrical Functions.

15. The trigonometrical functions $\sin x, \cos x, \tan x$, \&c. will next be considered, but the determination of the forms of their differentials will be ficilitated by the following

Prop. The limit to the ratios $\frac{\operatorname{arc}}{\sin }, \frac{\operatorname{arc}}{\text { chord }}$, and $\frac{\operatorname{arc}}{\text { tang }}$, when the arc is diminished indefinitely, is unity.

$$
\text { Proof. Since } \frac{\sin }{\tan }=\frac{\cos }{\text { radius }}=\frac{\mathrm{rad}-\text { versin }}{\mathrm{rad}}=1-\frac{\text { versin }}{\text { rad }}
$$

and since the last term in this equality can be rendered smaller than any assignable quantity by taking the arc sufficiently small, it follows that the limit to the ratio $\frac{\sin }{\tan }$ is unity.

But both the chord $A B$ and the arc $A B$
 are intermediate in value between the sine $B D$ and the tangent $A T$. Hence at the limit, when the are is indefinitely small,

$$
\frac{\operatorname{arc}}{\sin }=\frac{\operatorname{arc}}{\text { chord }}=\frac{\operatorname{arc}}{\tan }=\frac{\sin }{\tan }=1 .
$$

16. Prop. To differentiate $y=\sin x$.

In the well known trigonometrical formula,
make

$$
\sin a-\sin b=2 \sin \frac{1}{2}(a-b) \cos \frac{1}{2}(a+b)
$$

$a=x+h$
Then

$$
\begin{aligned}
& \frac{1}{2}(a-b)=\frac{1}{2} h, \quad \text { and } \\
& \therefore \sin (x+h)-\sin x=2 \sin \frac{1}{2} h \cdot \cos \left(x+\frac{1}{2} h\right) . \\
& \therefore \frac{\sin (x+h)-\sin x}{h}=\frac{2 \sin \frac{1}{2} h \cdot \cos \left(x+\frac{1}{2} h\right)}{h} \\
& \therefore=\frac{\sin \frac{1}{2} h}{\frac{1}{2} h} \cdot \cos \left(x+\frac{1}{2} h\right) .
\end{aligned}
$$

But at the limit when $h=0$,

$$
\frac{\sin \frac{1}{2} h}{\frac{1}{2} h}=1, \quad \text { and } \quad \cos \left(x+\frac{1}{2} h\right)=\cos x .
$$

$$
\therefore \frac{d y}{d x}=\frac{d(\sin x)}{d x}=\cos x, \quad \text { and } \quad d(\sin x)=\cos x \cdot d x
$$

17. Prop. To differentiate $y=\cos x$.

Here

$$
y=\cos x=\sin \left(\frac{1}{2} \pi-x\right)
$$

where $\pi=$ semi-circumference of the circle whose radius $=1$.
$\therefore d y=d \sin \left(\frac{1}{2} \pi-x\right)=\cos \left(\frac{1}{2} \pi-x\right) \cdot d\left(\frac{1}{2} \pi-x\right)=-\sin x d x$

$$
\therefore \frac{d y}{d x}=\frac{d \cos x}{d x}=-\sin x ;
$$

the negative sign prefixed to the value of this ratio signifies that the cosine decreases as the arc increases.
18. Prop. To differentiate $u=\tan x$.

$$
\begin{gathered}
d u=d(\tan x)=d \frac{\sin x}{\cos x}=\frac{\cos x \cdot d \sin x-\sin x \cdot d \cos x}{\cos ^{2} x} \\
=\frac{\cos ^{2} x+\sin ^{2} x}{\cos ^{2} x} d x=\frac{d x}{\cos ^{2} x}=\sec ^{2} x \cdot d x . \\
\therefore \frac{d u}{d x}=\frac{d \tan x}{d x}=\sec ^{2} x .
\end{gathered}
$$

19. Prop. To differentiate $u=\cot x$.

$$
\begin{gathered}
d u=d(\cot x)=d \tan \left(\frac{1}{2} \pi-x\right)=\sec ^{2}\left(\frac{1}{2} \pi-x\right) \cdot d\left(\frac{1}{2} \pi-x\right) \\
=-\operatorname{cosec}^{2} x \cdot d x \\
\therefore \cdot \frac{d u}{d x}=\frac{d \cos x}{d x}=-\operatorname{cosec}^{2} x .
\end{gathered}
$$

20. Prop. To differentiate $u=\sec x$.

Here $u=\sec x=\frac{1}{\cos x} . \therefore d u=d \frac{1}{\cos x}=\frac{-d \cos x}{\cos ^{2} x}=\frac{\sin x \cdot d u}{\cos ^{2} x}$ or, $d u=\tan x \cdot \sec x \cdot d x \quad$ and $\quad \therefore \frac{d u}{d x}=\frac{d \sec x}{d x}=\tan x \cdot \sec x$
21. Prop. To differentiate $u=\operatorname{cosec} x$.

$$
\begin{aligned}
d u & =d(\operatorname{cosec} x)=d \sec \left(\frac{1}{2} \pi-x\right) \\
& =\tan \left(\frac{1}{2} \pi-x\right) \sec \left(\frac{1}{2} \pi-x\right) d\left(\frac{1}{2} \pi-x\right) \\
& =-\cot x \cdot \operatorname{cosec} x d x . \\
\therefore \frac{d u}{d x} & =\frac{d \operatorname{cosec} x}{d x}=-\cot x \cdot \operatorname{cosec} x .
\end{aligned}
$$

22. Prop. To differentiate $u=\operatorname{versin} x$.

$$
\begin{gathered}
d u=d(\operatorname{versin} x)=d(1-\cos x)=\sin x d x \\
\therefore \frac{d u}{d x}=\frac{d \operatorname{versin} x}{d x}=\sin x .
\end{gathered}
$$

23. Prop. To differentiate $u=\operatorname{coversin} x$.

$$
\begin{aligned}
& d u=d(\operatorname{coversin} x)=d \cdot \operatorname{versin}\left(\frac{1}{2} \pi-x\right)=\sin \left(\frac{1}{2} \pi-x\right) d\left(\frac{1}{2} \pi-x\right) \\
& =-\cos x \cdot d x . \quad \therefore \frac{d u}{d x}=\frac{d \operatorname{coversin} x}{d x}=-\cos x .
\end{aligned}
$$

24. In each of these expressions, $x$ represents the length of an arc described with a radius equal to unity, and the radius does not appear in the formulæ: but it is necessary to remember that, in each case, $R=1$ must be understood to enter into the formula as often as may be required to make the two members of the equation homogeneous.

## Geometrical Illustration.

25. The results just obtained may be illustrated geometrically in such a manner as to convey a more precise view of the comparative small changes imparted to the several trigonometrical functions, by an arbitrary small change in the are upon which they depend.

Thus let $a b$ represent an are $x$ described with $\mathrm{rad}=1$, and $b b_{1}=d x$ a small increment given to $x$. Then
$e b=\sin x, c e=\cos x, a t=\tan x, c t=\sec x$, $s b_{1}=d \cdot \sin x, s b=d \cdot \cos x, t t_{1}=d \cdot \tan x$, $r t_{1}=d . \sec x$.

Also when $b b_{1}$ is diminished continually, the small figures $b s b_{1}$ and $t r t_{1}$ will continu-
 ally approach to the forms of right angled triangles, becoming in definitely near to such forms at the limit. Moreover, the two small triangles will then be similar to cbe. Hence we shall have the proportions
$c b: c e:: b b_{1}: b_{1} s$ or $1: \cos x:: d x: d \sin x=\cos x d x$.
$c b: e b:: b b_{1}: b s$ or $1: \sin x:: d x: d \cos x=\sin x d x$.
The latter result should be written $d \cos x=-\sin x . d x$, because the cosine diminishes as the arc increases.

Again we have the proportions
and $\left.c b: c t:: b b_{1}: r t\right\}$ or $1^{2}: \sec ^{2} x:: d x: d \tan x$.

$$
\because d \tan x=\sec ^{2} x d x
$$

$$
\left.\begin{array}{rl}
\text { Also } c a: a t:: r t: r t_{1} \\
c b: c t:: & b b_{1}: r t
\end{array}\right\} \begin{aligned}
& \therefore c a \times c b: a t \times c t:: b b_{1}: r t_{1} . \\
& \\
& \\
& \\
& \text { or } 1^{2}: \tan x \cdot \sec x:: d x: d \sec x=\tan x . \sec x . d x .
\end{aligned}
$$

In the same manner, expressions for $d \cot x, d \operatorname{cosec} x, \& c$., could be obtained.

## Circular Functions.

26. We will now consider the circular functions, $\sin ^{-1} x, \tan ^{-1} x_{0}$ \&c., which expressions are read, the arc whuse sine is $x$, the arc whose tangent is $x, \& c$.

In these cases, it is the are which is the function, or dependent variable, the independent variable being the sine, or the tangent, \&c.
27. Prop. To differentiate $y=\sin ^{-1} x$.

Since this notation is intended to imply that $y$ is the are whose sine is equal to $x$, we must have as an equivalent relation

$$
x=\sin y
$$

$\therefore d x=\cos y . d y \quad$ and $\quad \frac{d y}{d x}=\frac{1}{\cos y}=\frac{1}{\sqrt{1-\sin ^{2} y}}=\frac{1}{\sqrt{1-x^{2}}}$

$$
\therefore \quad \frac{d \sin ^{-1} x}{d x}=\frac{1}{\sqrt{1-x^{2}}}
$$

28. Prop. To differentiate $y=\cos ^{-1} x$.

Here

$$
x=\cos y, \quad \therefore d x=-\sin y \cdot d y
$$

$$
\begin{aligned}
\therefore \frac{d y}{d x}= & -\frac{1}{\sin y}=-\frac{1}{\sqrt{1-\cos ^{2} y}}=-\frac{1}{\sqrt{1-x^{2}}} \\
& \therefore \frac{d \cos ^{-1} x}{d x}=-\frac{1}{\sqrt{1-x^{2}}} .
\end{aligned}
$$

29. Prop. To differentiate $u=\tan ^{-1} x$.

$$
\begin{gathered}
x=\tan u, \\
\therefore \frac{d u}{d x}=\frac{1}{\sec ^{2} u}=\frac{1}{1+\tan ^{2} u}=\frac{1}{1+x^{2}} \\
\therefore \frac{\sec ^{2} u \cdot d u}{d x}=\frac{1}{1+x^{2}} .
\end{gathered}
$$

30. Prop. To differentiate $u=\cot ^{-1} x$.

$$
\begin{gathered}
x=\cot u, \\
\therefore \frac{d u}{d x}=-\frac{1}{\operatorname{cosec}^{2} u}=-\frac{1}{1+\cot ^{2} u}=-\frac{1}{1+x^{2}} \\
\therefore \frac{d \cot ^{-1} x}{d x}=-\frac{1}{1+x^{2}} .
\end{gathered}
$$

31. Prop. To differentiate $u=\sec ^{-1} x$.

$$
\begin{gathered}
x=\sec u, \quad \therefore d x=\tan u \cdot \sec u \cdot d u \\
\therefore \frac{d u}{d x}=\frac{1}{\tan u \cdot \sec u}=\frac{1}{\sec u \sqrt{\sec ^{2} u-1}}=\frac{1}{x \sqrt{x^{2}-1}} \\
\therefore \frac{d \sec ^{-1} x}{d x}=\frac{1}{x \sqrt{x^{2}-1}} .
\end{gathered}
$$

32. Prop. To differentiate $u=\operatorname{cosec}^{-1} x$.

$$
\begin{gathered}
x=\operatorname{cosec} u, \quad \therefore d x=-\cot u \cdot \operatorname{cosec} u \cdot d u \\
\therefore \frac{d u}{d x}=-\frac{1}{\cot u \cdot \operatorname{cosec} u}=-\frac{1}{\operatorname{cosec} u \sqrt{\operatorname{cosec}^{2} u-1}} \\
=-\frac{1}{x \sqrt{x^{2}-1}} \\
\quad \therefore \frac{d \operatorname{cosec}^{-1} x}{d x}=-\frac{1}{x \sqrt{x^{2}-1}} .
\end{gathered}
$$

33. Prop. To differentiate $u=\operatorname{versin}^{-1} x$.
$x=\operatorname{versin} u \quad \therefore d x=\sin u . d u=\sqrt{2 \operatorname{versin} u-\operatorname{versin}^{2} u} d u$
or,

$$
\therefore \frac{d u}{d x}=\frac{1}{\sqrt{2 \text { versin } u-\operatorname{versin}^{2} u}}=\frac{1}{\sqrt{2 x-x^{2}}}
$$

,

$$
\frac{d \operatorname{versin}-1 x}{d x}=\frac{1}{\sqrt{2 x-x^{2}}}
$$

34. Prop. To differentiate $u=\operatorname{coversin}^{-1} x$.

$$
x=\operatorname{coversin} u
$$

$\therefore d x=-\cos u \cdot d u=-\sqrt{2 \operatorname{coversin} u-\operatorname{coversin}^{2} u} . d u$

$$
\therefore \frac{d u}{d x}=-\frac{1}{\sqrt{2 \text { coversin } u-\text { coversin }^{2} u}}=-\frac{1}{\sqrt{2 x-x^{2}}}
$$

or,

$$
\frac{d \operatorname{coversin}^{-1} x}{d x}=-\frac{1}{\sqrt{2 x-x^{2}}}
$$

35. The differentiation of trigonometrical and circular functions will now be illustrated by examples.
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## EXAMPLES.

1. 

$$
u=3 \sin ^{4} x
$$

$$
\begin{gathered}
d u=3 \times 4 \sin ^{3} x \cdot d \sin x=12 \sin ^{3} x \cdot \cos x \cdot d x \\
\cdot \cdot \frac{d u}{d x}=12 \sin ^{3} x \cdot \cos x
\end{gathered}
$$

2. 

$$
u=\cos n x
$$

$$
d u=-\sin n x \cdot d(n x)=-n \sin n x . d x
$$

$$
\therefore \frac{d u}{d x}=-n \sin n x
$$

3. 

$$
u=\tan ^{n} n x .
$$

$$
\begin{gathered}
d u=n \tan ^{n-1} n x \cdot d \tan n x=n^{2} \tan ^{n-1} n x \cdot \sec ^{2} n x \cdot d x \\
\therefore \frac{d u}{d x}=n^{2} \tan ^{n-1} n x \cdot \sec ^{2} n x .
\end{gathered}
$$

4. 

$$
u=\sin 3 x \cdot \cos 2 x
$$

$$
d u=(3 \cos 3 x \cdot \cos 2 x-2 \sin 3 x \cdot \sin 2 x) d x
$$

$\therefore \frac{d u}{d x}=3 \cos 3 x \cdot \cos 2 x-2 \sin 3 x \cdot \sin 2 x=\cos 3 x \cos 2 x+2 \cos 5 x$
5. $\quad u=(\sin x)^{x}$. Then $\log u=x \cdot \log (\sin x)$
$\therefore \frac{d u}{u}=[\log (\sin x)+x \cot x] d x \cdot \cdot \frac{d u}{d x}=(\sin x)^{x} \cdot[\log (\sin x)+x \cot x]$,
6. $\quad u=(\cos x)^{\operatorname{siL} x}$. Then $\log u=\sin x \log (\cos x)$

$$
\therefore \frac{d u}{d x}=(\cos x)^{\sin x}[\cos x \log (\cos x)-\sin x \tan x] .
$$

7. $u=\sin (\cos x), \quad d u=\cos (\cos x) d \cos x$.

$$
\therefore \frac{d u}{d x}=-\sin x \cdot \cos (\cos x)
$$

## TRANSCENDENTAL FUNCTIONS.

$$
u=\sin ^{-1} \frac{x}{\sqrt{1+x^{2}}}
$$

$$
\begin{gathered}
\frac{d \frac{x}{\sqrt{1}} \frac{\overline{x^{2}}}{x^{2}}}{\sqrt{1} \cdot \frac{\left(1+x^{2}\right)^{\frac{1}{2}}-x^{2}\left(1+x^{2}\right)^{-\frac{1}{2}}}{\left(1+x^{2}\right.}}=\frac{\left(1-\frac{x^{2}}{1+x^{2}}\right)^{\frac{1}{2}}}{} d x \\
\therefore \frac{d u}{d x}=\frac{1}{1+x^{2}} .
\end{gathered}
$$

9. 

$$
u=\log \tan x
$$

$$
\frac{d u}{d x}=\sec ^{2} x=: \frac{1}{\tan 2}=\frac{2}{\sin x \cdot \cos x}=\frac{2}{\sin 2 x} .
$$

10. $u=\log \sqrt{\frac{1+\sin \pi}{1-\sin 2}} \div \frac{1}{2} \log (1+\sin x)-\frac{1}{2} \log (1-\sin x)$.

$$
\frac{d u}{d x}=\frac{1}{2}\left[\frac{\cos x}{1+\sin x}+\frac{\cos x}{1-\sin 2}\right]=\frac{\cos x}{1-\sin ^{2} x}=\frac{1}{\cos x}
$$

11. 

$$
u=\sin ^{-1}\left(5 x-4 x^{3}\right)
$$

$$
\frac{d u}{d x}=\frac{3-12 x^{2}}{\sqrt{1-\left(3 x-4 x^{3}\right)^{3}}}=\frac{3}{\sqrt{1-x^{2}}} .
$$

12. 

$$
u=\log (\cos x+\sqrt{-1} \cdot \sin x)
$$

$$
\frac{d u}{d x}=\frac{\sqrt{-1} \cdot \cos x-\sin x}{\cos x+\sqrt{-1 \cdot \sin x}}=\sqrt{-1}
$$

13. 

$$
\begin{gathered}
u=\frac{1}{\sqrt{a^{2}-b^{2}}} \cdot \cos ^{-1}\left(\frac{b+a \cdot \cos x}{a+b \cdot \cos x}\right) \\
d u=-\frac{1}{\sqrt{a^{2}-b^{2}}} \cdot \frac{d\left(\frac{b+a \cdot \cos x}{a+b \cdot \cos x}\right)}{\sqrt{1-\left(\frac{b+a \cdot \cos x}{a+b \cdot \cos x}\right)^{2}}}
\end{gathered}
$$

$$
=\frac{a \sin x(a+b \cos x)-b \sin x(b+a \cos x)}{\left(a^{2}-b^{2}\right)^{\frac{1}{2}}(a+b \cos x)\left[(a+b \cos x)^{2}-(b+a \cos x)^{2}\right]^{\frac{1}{2}}} d x
$$

$$
\begin{aligned}
\therefore \frac{d u}{d x} & =\frac{\left(a^{2}-b^{2}\right) \sin x}{\left(a^{2}-b^{2}\right)^{\frac{1}{2}}(a+b \cos x)\left[\left(a^{2}-b^{2}\right)\left(1-\cos ^{2} x\right)\right]^{\frac{1}{2}}} \\
& =\frac{1}{a+b \cos x}
\end{aligned}
$$

14. 

$$
u=e^{x} \cos x
$$

$$
\frac{d u}{d x}=e^{x} \cos x-e^{x} \sin x=e^{x}(\cos x-\sin x)
$$

15. 

$$
u=\tan ^{-1}\left(\sqrt{1+x^{2}}-x\right)
$$

$$
\frac{d u}{d x}=\frac{\left(1+x^{2}\right)^{-\frac{1}{2}} x-1}{1+\left(\sqrt{1+x^{2}}-x\right)^{2}}=-\frac{1}{2\left(1+x^{2}\right)}
$$

16. 

$$
u=\log \sqrt{\sin x}+\log \sqrt{\cos x}
$$

$$
\frac{d u}{d x}=\frac{1}{2}\left(\frac{\cos x}{\sin x}-\frac{\sin x}{\cos x}\right)=\frac{1}{\tan 2 x} .
$$

17. $\quad u=\log \sqrt[4]{\frac{1+x}{1-x}}+\frac{1}{2} \tan ^{-1} x$.

$$
=\frac{1}{4} \log (1+x)-\frac{1}{4} \log (1-x)+\frac{1}{2} \tan ^{-1} x .
$$

$$
\frac{d u}{d x}=\frac{1}{4(1+x)}+\frac{1}{4(1-x)}+\frac{1}{2\left(1+x^{2}\right)}=\frac{1}{1-x^{4}} .
$$

18. 

$$
u=\frac{e^{a x}(a \sin x-\cos x)}{a^{2}+1}
$$

$$
\begin{aligned}
\frac{d u}{d x} & =\frac{1}{a^{2}+1}\left[a e^{a x}(a \sin x-\cos x)+a e^{a x} \cos x+e^{a x} \sin x\right] \\
& =e^{a x} \sin x
\end{aligned}
$$

## CHAPTER IV.

## gUCCESSIVE DIFFERENTIATION.

36 When we differentiate a function $u=F x$, the differential coefficient $\frac{d u}{d x}$ will usually be itself a function of $x$, and will therefore admit of being differentiated. This will simply be equivalent to examining the comparative rates of increase of the independent variable $x$ and the variable ratio $\frac{d u}{d x}$. This differentiation will give rise to a second differential coefficient, which may also be a function of $x$, and this, in its turn, being differentiated will give a third differential coefficient, \&c.
37. To illustrate this subject, let $u=x^{3}$ be the proposed function. The first differential coefficient,

$$
\frac{d u}{d x}=3 x^{2}
$$

second differential coefficient,

$$
=\frac{d\left(\frac{d u}{d x}\right)}{d x}=6 x
$$

third differential coefficient,

$$
=\frac{d \frac{d \frac{d u}{d x}}{d x}}{d x}=6 .
$$

As the third differential coefficient in this example proves con-
stant, the fourth and all succeeding differential ccrefficients will be equal to zero.
38. The preceding notation of successive differential coefficiente being inconvenient, it is replaced by the following:

For

$$
\frac{d \frac{d u}{d x}}{d x}, \text { we write } \frac{d^{2} u}{d x^{2}} \text {; }
$$

$$
d \frac{d \frac{d u}{d x}}{\frac{d x}{d x}} \text { we write } \frac{d^{3} u}{d x^{3}}, \& c .
$$

the symbols $d^{2}, d^{3}$, \&c., indicating the repetition of the process of differentiation twice, thrice, \&c., and not the formation of a power.

On the contrary, the expressions $d x^{2}, . d x^{3}, \& c$. , represent powers of $d x$. The second differential coefficient $\frac{d^{2} u}{d x^{2}}$ may be obtained immediately from the first differential coefficient $\frac{d u}{d x}$, by differentiating this latter as though $d x$ was constant, (thus producing $\frac{d^{2} u}{d x}$ ) and then dividing the result by $d x$.

Now since the law according to which the independent variable $x$ changes, in different stages of its magnitude, is entirely arbitrary, we adopt, as most simple, that law by which the successive increments of $x$ are supposed equal ; that is, we make $d x$ constant.

The same supposition will enable us to derive each successive differential coefficient from the preceding coefficient by a similar process of differentiation and division.

## EXAMPLES.

$$
\begin{aligned}
& \text { 39. 1. } \quad u=x^{n} . \quad \frac{d u}{d x}=n x^{n-1}, \quad \frac{d^{2} u}{d x^{2}}=n(n-1) x^{n-2} \\
& \frac{d^{3} u}{d x^{3}}=n(n-1)(n-2) x^{n-3}, \frac{d^{4} u}{d x^{4}}=n(n-1)(n-2)(n-3) x^{n-1} \& c .
\end{aligned}
$$

This operation will terminate when $n$ is a positive integer; but if $n$ be a negative integer or a fraction, the number of variable differential coefficients will be unlimited.
2. $\quad y=\log x . \quad \frac{d y}{d x}=\frac{1}{x}, \quad \frac{d^{2} y}{d x^{2}}=-\frac{1}{x^{2}}, \quad \frac{d^{3} y}{d x^{3}}=\frac{1.2}{x^{3}} ;$
$\frac{d^{4} y}{d x^{4}}=-\frac{1.2 .3}{x^{4}}$ and by analogy $\frac{d^{n} y}{d x^{n}}= \pm \frac{1.2 .3 \ldots(n-1)}{x^{n}}$.
the upper sign will apply when $n$ is odd, and the lower when $n$ is even.
3.

$$
u=\sin x
$$

$$
\frac{d u}{d x}=\cos x, \quad \frac{d^{2} u}{d x^{2}}=-\sin x, \quad \frac{d^{3} u}{d x^{3}}=-\cos x, \quad \frac{d^{4} u}{d x^{4}}=\sin x
$$

and the succeeding differential coefficients will recur in the same order.
4.

$$
y=\cos x
$$

$$
\frac{d y}{d x}=-\sin x, \quad \frac{d^{2} y}{d x^{2}}=-\cos x, \quad \frac{d^{3} y}{d x^{3}}=\sin x, \quad \frac{d^{4} y}{d x^{4}}=\cos x
$$

and the coefficients will now recur in the same order.
5.

$$
u=\tan x
$$

$\frac{d u}{d x}=\sec ^{2} x, \frac{d^{2} u}{d x^{2}}=2 \sec ^{2} x \cdot \tan x, \frac{d^{3} u}{d x^{3}}=4 \sec ^{2} x \tan ^{2} x+2 \sec ^{4} x, \& c$.
Here the law of formation of the successive coefficients is not obvious.
6.

$$
u=a^{\varepsilon}
$$

$$
\frac{d u}{d x}=a^{x} \cdot \log a, \quad \frac{d^{2} u}{d x^{2}}=a^{x} \cdot \log ^{2} a, \quad \frac{d^{3} u}{d x^{3}}=a^{x} \cdot \log ^{3} a, \& \mathrm{c} \cdot
$$

the law of the coefficients being very evident.
7. $\quad \therefore \quad u=e^{\boldsymbol{x}}$.

$$
\frac{d u}{d x}=e^{\dot{x}}, \frac{d^{2} u}{d x^{2}}=e^{x}, \quad \frac{d^{3} u}{d x^{3}}=e^{x}
$$

the coefficients being all equal.
8.

$$
u=\sin (n x)
$$

$$
\frac{d u}{d x}=n \cos (n x), \frac{d^{2} u}{d x^{2}}=-n^{2} \sin (n x), \& c
$$

The formation of successive differential coefficients will be found extremely useful in the expansion of functions by the methods which will be explained in the chapters immediately succeeding.

## L，I BRARY <br> UNIVERNITVの日 CALIF゙いたNIA．

## CHAPTER V．

## MACLAURIN＇S THEOREM．

40．The theory of Maclaurin is a very general and useful formula for the development or expansion of a function of a single variable， in a series involving the positive ascending powers of that variable， when such development is possible．

41．Prop．If $y=F x$ ，where $F x$ denotes such a function of $x$ as can be expanded in a series containing the positive ascending powers of $x$ ，then will the form of the development be the following：

$$
y=(y)+\left(\frac{d y}{d x}\right) \frac{x}{1}+\left(\frac{d^{2} y}{d x^{2}}\right) \frac{x^{2}}{1.2}+\left(\frac{d^{3} y}{d x^{3}}\right) \frac{x^{3}}{1.2 .3}+\& \mathrm{c}
$$

in which the parentheses are used to denote the particular values of the quantities $y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c c$ ．，enclosed therein，when $x$ is taken equal to zero．

Proof．By hypothesis，$y$ can be expressed in the form

$$
\begin{equation*}
y=A+B x+C x^{2}+D x^{3}+E x^{4}+\& c \tag{1}
\end{equation*}
$$

in which $A, B, C, \& c$ ．，are unknown constants．

$$
\begin{aligned}
& \therefore \frac{d y}{d x}=B+2 C x+3 D x^{2}+4 E x^{3}+\& c . \\
& \frac{d^{2} y}{d x^{2}}= 2 C+2.3 D x+3.4 E x^{2}+\& c \\
& \frac{d^{3} y}{d x^{3}}= 2.3 D+2.3 .4 E x+\& c . \\
& \frac{d^{4} y}{d x^{4}}= 2.3 .4 E+\& c \cdot \\
& \& c . \quad \& c . \\
& 4
\end{aligned}
$$

Now making $x=0$ in each of these expressions, we obtain

$$
\begin{gathered}
(y)=A, \quad\left(\frac{d y}{d x}\right)=B, \quad\left(\frac{d^{2} y}{d x^{2}}\right)=2 C, \quad\left(\frac{d^{3} y}{d x^{3}}\right)=2.3 D, \\
\left(\frac{d^{4} y}{d x^{4}}\right)=2.3 .4 E, \& c ., \& c . \\
\cdot " . A=(y), \quad B=\left(\frac{d y}{d x}\right), \quad C=\frac{1}{2}\left(\frac{d^{2} y}{d x^{2}}\right)=\frac{1}{1 \cdot 2}\left(\frac{d^{2} y}{d x^{2}}\right) \\
D=\frac{1}{1.2 .3}\left(\frac{d^{3} y}{d x^{3}}\right), \quad E=\frac{1}{1.2 .3 .4}\left(\frac{d^{4} y}{d x^{4}}\right), \& c ., \& c .
\end{gathered}
$$

These values, being substituted in (1), reduce it to the form

$$
\begin{align*}
y= & (y)+\left(\frac{d y}{d x}\right) \frac{x}{1}+\left(\frac{d^{2} y}{d x^{2}}\right) \frac{x^{2}}{1 \cdot 2}+\left(\frac{d^{3} y}{d x^{3}}\right) \frac{x^{3}}{1 \cdot 2 \cdot 3}, \\
& +\left(\frac{d^{4} y}{d x^{4}}\right) \frac{x^{4}}{1.2 .3 \cdot 4}+\& c ., \tag{2}
\end{align*}
$$

which agrees with the enunciation.
This formula, called Maclaurin's Theorem, may be written thus

$$
\begin{align*}
F x= & (F x)+\left(\frac{d F x}{d x}\right) \frac{x}{1}+\left(\frac{d^{2} F x}{d x^{2}}\right) \frac{x^{2}}{1.2}+\left(\frac{d^{3} F x}{d x^{3}}\right) \frac{x^{3}}{1.2 .3} \\
& +\left(\frac{d^{4} F x}{d x^{4}}\right) \frac{x^{4}}{1.2 .3 .4}+\& c ., \tag{3}
\end{align*}
$$

or again, if we represent the 1 st, $2 \mathrm{~d}, 3 \mathrm{~d}, \& \mathrm{c}$., differential coefficients, which are functions of $x$, by $F_{1} x, F_{2} x, F_{3} x$, \&c., the formula may be written

$$
\begin{align*}
F x= & F 0+F_{1} 0 \frac{x}{1}+F_{2} 0 \frac{x^{2}}{1.2}-F_{3} 0 \frac{x^{3}}{1.2 .3} \\
& +F_{4} 0 \frac{x^{4}}{1.2 .3 .4}+\& c . \tag{4}
\end{align*}
$$

## EXAMPLES.

42. 43. To expand $f\left(\dot{y}=(a+x)^{n}\right.$.

Here $\frac{d y}{d x}=n(a+x)^{n-1}, \quad \frac{d^{2} y}{d x^{2}}=n(n-1)(a+x)^{n-2}$,

$$
\begin{aligned}
& \frac{d^{3} y}{d x^{3}}=n(n-1)(n-2)(a+x)^{n-3} \\
& \frac{d^{4} y}{d x^{4}}=n(n-1)(n-2)(n-3)(a+x)^{n-4}, \& c ., \& c .
\end{aligned}
$$

Hence, when

$$
x=0
$$

$$
\begin{aligned}
& f(y)=a^{n}, \quad\left(\frac{d y}{d x}\right)=n a^{n-1}, \quad\left(\frac{d^{2} y}{d x^{2}}\right)=n(n-1) a^{n-2}, \\
& \left(\frac{d^{3} y}{d x^{3}}\right)=n(n-1)(n-2) a^{n-3}, \\
& \left(\frac{d^{4} y}{d x^{4}}\right)=n(n-1)(n-2)(n-3) a^{n-1}, \& c c, \& c .
\end{aligned}
$$

And, therefore, by substitution in Maclaurin's formula,

$$
\begin{aligned}
y= & (a+x)^{n}=a^{n}+n a^{n-1} x+\frac{n(n-1)}{1.2} a^{n-2} x^{2} \\
& +\frac{n(n-1)(n-2)}{1.2 .3} a^{n-3} x^{3} \\
& +\frac{n(n-1)(n-2)(n-3)}{1.2 .3 .4} a^{n-4} x^{4}+\& c .
\end{aligned}
$$

Thus we have a simple proof of the binomial theorem, applicable to all values of the exponent, whether positive or negative, integral or fractional, real or imaginary.
2. To develop

$$
y=\log (1+x)
$$

the modulus of the system being $M$,

$$
\begin{aligned}
\frac{d y}{d x}=\frac{M}{1+x}, \quad \frac{d^{2} y}{d x^{2}} & =-\frac{M}{(1+x)^{2}}, \quad \frac{d^{3} y}{d x^{3}}=\frac{1.2 M}{(1+x)^{3}}, \\
\frac{d^{4} y}{d x^{4}} & =-\frac{1.2 .3 M}{(1+x)^{4}}, \quad \& c .
\end{aligned}
$$

$\therefore$ when

$$
x=0, \quad(y) \doteq \log 1=0
$$

$\left(\frac{d y}{d x}\right)=\frac{M}{1},\left(\frac{d^{2} y}{d x^{2}}\right)=-\frac{M}{1},\left(\frac{d^{3} y}{d x^{3}}\right)=\frac{1.2 M}{1},\left(\frac{d^{4} y}{d x^{4}}\right)=-\frac{1.2 .3 M}{1}, \& c$.
And by substituting these values in Maclaurin's $\mathbf{f}$. rmula, we have

$$
y=\log (1+x)=M\left(x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\frac{1}{4} x^{4}+\& \mathrm{c} .\right)
$$

which is the fundamental theorem used in the computation of loga rithms, and is, indeed, that which was employed in deducing the rule for differentiating logarithms.

$$
\text { 3. To expand } \quad y=\sin x
$$

Here

$$
F x=\sin x
$$

$$
\therefore F_{1} x=\cos x, \quad F_{2} x=-\sin x, \quad F_{3} x=-\cos x, \quad F_{4} x=\sin x
$$

and the succeeding coefficients recur in the same order.

$$
\begin{aligned}
\therefore F^{\prime} 0=\sin 0=0, & F_{1} 0=\cos 0=1, \quad F_{2} 0=0, \quad F_{3} 0=-1, \\
& F_{4} 0=0, \quad F_{5} 0=1, \quad \& c .
\end{aligned}
$$

$\therefore$ by substitution in (4) the third form of Maclaurin's theorem, we have

$$
\sin x=x-\frac{x^{3}}{1.2 .3}+\frac{x^{5}}{1.2 .3 \cdot 4 \cdot 5}-\frac{x^{7}}{1.2 .3 \cdot 4 \cdot 5 \cdot 6.7}+\& c .
$$

This series converges very rapidly when $x$ is small.

$$
\text { 4. To expand } \quad y=\cos x
$$

$F x=\cos x, F_{1} x=-\sin x, F_{2} x=-\cos x, F_{3} x=\sin x, F_{4} x=\cos x$, and the succeeding coefficients recur in the same order,

$$
\begin{gathered}
\therefore F^{\prime} 0=1, F_{1} 0=0, F_{2} 0=-1, F_{3} 0=0, F_{4} 0=1, F_{5} 0=0, \& c . \\
\quad \therefore \cos x=1-\frac{x^{2}}{1.2}+\frac{x^{4}}{1.2 \cdot 3 \cdot 4}-\frac{x^{6}}{1.2 \cdot 3 \cdot 4 \cdot 5 \cdot 6}+\& c
\end{gathered}
$$

## 5. To develop <br> $$
y=a^{x}
$$

Employing Naperian logarithms, we have
$F x=a^{x}, \quad F_{1} x=a^{x} . \log a, \quad F_{2} x=a^{x} \cdot \log ^{2} a, \quad F_{3} x=a^{x} . \log ^{3} a, d c$.
$\therefore F 0=1, F_{1} 0=\log a, F_{2} 0=\log ^{2} a, F_{3} 0=\log ^{3} a, F_{4} 0=\log ^{4} a, \& a$

$$
\begin{aligned}
\therefore a^{x}=1 & +\log a \frac{x}{1}+\log ^{2} a \frac{x^{3}}{1.2}+\log ^{3} a \frac{x^{3}}{1.2 .3} \\
& +\log ^{4} a \frac{x^{4}}{1.2 .3 .4}+\& c
\end{aligned}
$$

This is called the exponential theorem.
Cor. If $a=e$ the Naperian base, then $\log \alpha=\log e=1$,

$$
\therefore e^{x}=1+\frac{x}{1}+\frac{x^{2}}{1.2}+\frac{x^{3}}{1.2 .3}+\frac{x^{4}}{1.2 .3 .4}+\& c
$$

and if $x=1$ also,

$$
e^{x}=e=1+\frac{1}{1}+\frac{1}{1.2}+\frac{1}{1.2 \cdot 3}+\frac{1}{1.2 \cdot 3 \cdot 4}+\& c
$$

a formula for the Naperian base.
Cor. If $x=1$, but. $a$ not equal $e$, then
$a=1+\log a+\frac{1}{1.2} \log ^{2} a+\frac{1}{1.2 \cdot 3} \log ^{3} a+\frac{1}{1.2 \cdot 3 \cdot 4} \log ^{4} a+8 \alpha$.
a formula for a number in terms of its Naperian logarithm.
Prop. To express the sine and cosine of an are in terms of imaginary exponentials.

In the series giving the value of $e^{x}$, put successively

$$
\begin{gathered}
z \sqrt{-1}, \quad \text { and }-z \sqrt{-1} \text { for } x \\
\therefore e^{z \sqrt{-1}}=1+\frac{z \sqrt{-1}}{1}-\frac{z^{2}}{1.2}-\frac{z^{3} \sqrt{-1}}{1.2 .3}+\frac{z^{4}}{1.2 .3 .4} \\
+\frac{z^{5} \sqrt{-1}}{1.2 .3 .4 .5}-\& c
\end{gathered}
$$

$$
\begin{gathered}
\text { and } \\
e^{-z v^{-1}}=1-\frac{z \sqrt{-1}}{1}-\frac{z^{2}}{1.2}+\frac{z^{3} \sqrt{-1}}{1.2 .3} \\
+\frac{z^{4}}{1.2 .3 .4}-\frac{z^{5} \sqrt{-1}}{1.2 .3 .4 .5}-\& c . \\
\therefore e^{z \sqrt{-1}}+e^{-z \sqrt{-1}}=2\left[1-\frac{z^{2}}{1.2}+\frac{z^{4}}{1.2 .3 .4}-\& c .\right] \\
e^{z \sqrt{-1}}-e^{-z \sqrt{-1}}=2 \sqrt{-1}\left[z-\frac{z^{3}}{1.2 .3}+\frac{z^{5}}{1.2 .3 .4 .5}-\& c .\right]
\end{gathered}
$$

But the first series within the [] is the development of $\cos z$, and the second that of $\sin z$,

$$
\begin{aligned}
\therefore \cos z & =\frac{e^{z \sqrt{-1}}+e^{-z \sqrt{-1}}}{2}, \cdots(A) \\
\quad \sin z & =\frac{e^{z \sqrt{-1}}-e^{-z} \sqrt{-1}}{2 \sqrt{-1}}, \cdots(B)
\end{aligned}
$$

These singular formulæ, discovered by Euler, are very useful in the higher branches of analysis, especially in the development of functions.

Cor. If we divide $(B)$ by $(A)$, there will result

$$
\tan z=\frac{e^{z} \sqrt{-1}-e^{-z \sqrt{-1}}}{\sqrt{-1}\left[e^{z \sqrt{-1}}+e^{-z \sqrt{-1}}\right]}=\frac{e^{2 z \sqrt{-1}}-1}{\sqrt{-1}\left[e^{2 z \sqrt{-1}}+1\right]} . \cdots(C) \text {. }
$$

Cor. If we make $z=x \sqrt{-1}$ in $(A),(B)$, and $(C)$, we can express the sine, cosine, and tangent of an imaginary are in terms of real exponentials; thus :

$$
\begin{gather*}
\sin (x \sqrt{-1})=\frac{e^{-x}-e^{x}}{2 \sqrt{-1}} \cdots(D), \cos (x \sqrt{-1})=\frac{e^{-x}+e^{x}}{2} \cdots \\
\tan (x \sqrt{-1})=\frac{e^{-2 x}-1}{\sqrt{-1}\left(e^{-2 x}+1\right)}=\frac{1-e^{2 x}}{\sqrt{-1}\left(1+e^{2 x}\right)}
\end{gather*}
$$

Cor. If we square $(A)$ and $(B)$ and add, there will result $\cos ^{2} z+\sin ^{2} z=\frac{e^{2 z \sqrt{-1}}+2+e^{-2 z \sqrt{-1}}-e^{2 z \sqrt{-1}}+2-e^{-2 z} \sqrt{-1}}{4}=1$. And similarly $\sin ^{2}(x \sqrt{-1})+\cos ^{2}(x \sqrt{-1})=1$; two results obviously correct.
43. The applications of Maclaurin's theorem are often much restricted by the great labor necessary in forming the successive differential coefficients. This may sometimes be avoided by expanding the first differential coefficient by some of the algebraic processes. For example,

To expand

$$
u=\tan ^{-1} x
$$

Here

$$
\frac{d u}{d x}=\frac{1}{1+x^{2}},
$$

which gives by actual division, the quotient

$$
\begin{gathered}
1-x^{2}+x^{4}-x^{6}+x^{8}-\& c . \\
\therefore F_{1} x=\tan ^{-1} x, \\
F_{1} x=1-x^{2}+x^{4}-x^{6}+x^{8}-\& c . \\
F_{2} x=-2 x+4 x^{3}-6 x^{5}+8 x^{7}-\& c . \\
F_{3} x=-2+3.4 x^{2}-5.6 x^{4}+7.8 x^{6}-\& c . \\
F_{4} x=2.3 .4 x-4.5 .6 x^{3}+6.7 .8 x^{5}-\& c . \\
F_{5} x=2.3 .4-3.4 .5 .6 x^{2}+5.6 .7 .8 x^{4}-\& c . \\
F_{6} x=-2.3 .4 .5 .6 x+4.5 .6 .7 .8 x^{3}-\& c . \\
F_{7} x=-2.3 .4 .5 .6+3.4 .5 .6 .7 .8 x^{2}-\& c . \\
F_{8} x=2.3 .4 .5 .6 .7 .8 x-\& c . \\
\& c ., \\
\quad \& c . \\
\therefore F 0=\tan ^{-1} 0=0, \quad F_{1} 0=1, \quad F_{2} 0=0, \quad F_{3} 0=-1.2, \\
F_{4} 0=0 \quad F_{5} 0=1.2 .3 .4, \quad F_{6} 0=0, \\
F_{7} 0=-1.2 .3 .4 .5 .6, \quad F_{8} 0=0, \& c .
\end{gathered}
$$

Therefore, by substitution in Maclaurin's formula,

$$
F x=\tan ^{-1} x=x-\frac{1}{3} x^{3}+\frac{1}{5} x^{5}-\frac{1}{7} x^{7}+\frac{1}{9} x^{9}-\& c .
$$

If, in this furmula, we make $u=\frac{1}{4} \pi=$ arc of $45^{\circ}$,
then

$$
\begin{gathered}
x=\tan 45^{\circ}=1 \\
\therefore \frac{1}{4} \pi=\left(1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\& c .\right) \\
\pi=4\left(1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\& c .\right)
\end{gathered}
$$

a formula for determining the ratio of the diameter to the circumference of a circle.

This series converges so very slowly, that even a tolerably accurate approximation to the value of $\pi$ cannot be deduced from it, without employing a great number of terms.
44. Prop. To deduce Euler's more convergent series for the ratio of the diameter to the circumference.

If in the trigonometrical furmula

$$
\tan (a+b)=\frac{\tan a+\tan b}{1-\tan a \cdot \tan b}
$$

we put $\quad a+b=\frac{1}{4} \pi, \quad$ then $\quad \tan (a+b)=1$,

$$
\therefore 1-\tan a \cdot \tan b=\tan a+\tan b ;
$$

whence we deduce $\quad \tan b=\frac{1-\tan a}{1+\tan a}$.
And, therefore, if any value be assigned to $\tan a$, that of $\tan b$ can be determined.

$$
\text { Let } \begin{aligned}
\tan a & =\frac{1}{2}, \quad \text { then } \quad \tan b=\frac{1-\frac{1}{2}}{1+\frac{1}{2}}=\frac{1}{3} . \\
\therefore & \frac{1}{4} \pi=\tan ^{-1} \frac{1}{2}+\tan ^{-1} \frac{1}{3} .
\end{aligned}
$$

But $\quad \tan ^{-1} \frac{1}{2}=\frac{1}{2}-\frac{1}{3}\left(\frac{1}{2}\right)^{3}+\frac{1}{5}\left(\frac{1}{2}\right)^{5}-\frac{1}{7}\left(\frac{1}{2}\right)^{7}+\& c$.
and

$$
\begin{aligned}
\tan ^{-1} \frac{1}{3} & =\frac{1}{3}-\frac{1}{3}\left(\frac{1}{3}\right)^{3}+\frac{1}{5}\left(\frac{1}{3}\right)^{5}-\frac{1}{7}\left(\frac{1}{3}\right)^{7}+\& c . \\
\therefore \frac{1}{4} \pi & =\frac{1}{2}-\frac{1}{3.2^{3}}+\frac{1}{5 \cdot 2^{6}}-\frac{1}{72^{7}}+\& c . \\
& +\frac{1}{3}-\frac{1}{3.3^{3}}+\frac{1}{5 \cdot 3^{3}}-\frac{1}{7.3^{7}}+\& c .
\end{aligned}
$$

By taking six terms in the first set, and four in the second, and multiplying by 4, we get the common approximation,

$$
\pi=3.1416
$$

Cor. We might extend this method, obtaining series still more convergent. For if we take four arcs $c_{1}, c_{2}, c_{3}$, and $c_{4}$, such that $c_{1}+c_{2}=\tan ^{-1} \frac{1}{2}$ and $c_{3}+c_{4}=\tan ^{-1} \frac{1}{3}$. Then $c_{1}+c_{2}+c_{3}+c_{4}=\frac{1}{4} \pi$, and if we assume the values of $\tan c_{2}$ and $\tan c_{3}$, those of $\tan c_{2}$ and $\tan c_{4}$ can be determined. Moreover, the values of $\tan c_{1}, \tan c_{2}$. $\tan c_{3}$, and $\tan c_{4}$, can all be repdered less than $\frac{1}{3}$, and therefore tho series for determining $\frac{1}{4} \pi$ will be more convergent.
45. Prop. To obtain more convergent series for the value of $\pi$.

If in the formula $\quad \tan 2 a=\frac{2 \tan a}{1-\tan ^{2} a}$,
we put

$$
\begin{aligned}
\tan a & =\frac{1}{5}, \text { then } \\
\tan 2 a & =\frac{2 \times \frac{1}{5}}{1-\frac{1}{25}}=\frac{5}{1 .}
\end{aligned}
$$

and
$\therefore \operatorname{an} 4 a=\frac{2 \tan 2 a}{1-\tan ^{2} 2 a}=\frac{2 \times \frac{5}{12}}{1-\frac{25}{144}}=\frac{120}{119}$.

Now this result is very little greater than unity, and therefore $4 a$ must be slightly greater than $45^{\circ}$.

Put

$$
4 a-\frac{1}{4} \pi=z
$$

where $z$ is a very small arc.
Then $\quad \tan z=\tan \left(4 a-\frac{1}{4} \pi\right)=\frac{\tan 4 a-\tan \frac{1}{4} \pi}{1+\tan 4 a \cdot \tan \frac{1}{4} \pi}$

$$
\begin{gathered}
=\frac{\frac{120}{119}-1}{1+\frac{120}{119}}=\frac{1}{239} . \\
\therefore \frac{1}{4} \pi=4 \tan ^{-1} \frac{1}{5}-\tan ^{-1} \frac{1}{239} \\
=4\left(\frac{1}{5}-\frac{1}{3.5^{3}}+\frac{1}{5.5^{5}}-\frac{1}{7.5^{7}}+\frac{1}{9.5^{9}}-\& c .\right) \\
-\left(\frac{1}{239}-\frac{1}{3.239^{3}}+\frac{1}{5.239^{5}}-\& c .\right)
\end{gathered}
$$

By taking three terms in the first line and one in the second, we get the common approximation $\pi=3.1416$; and by taking eight terms of the first line and three of the second, we get

$$
\pi=3.141592653589793
$$

46. 47. To expand

$$
u=\sin ^{-1} x
$$

$$
\begin{aligned}
F x & =\sin ^{-1} x . \\
F_{1} x & =\frac{1}{\sqrt{1-x^{2}}}=\left(1-x^{2}\right)^{-\frac{1}{2}} \\
& =1+\frac{1}{1 \cdot 2} x^{2}+\frac{1,3}{1 \cdot 2 \cdot 2^{2}} x^{4}+\frac{1 \cdot 3 \cdot 5}{1 \cdot 2 \cdot 3 \cdot 2^{3}} x^{6}+\& c . \\
F_{2} x & =\frac{1 \cdot 2}{1 \cdot 2} x+\frac{1 \cdot 3 \cdot \frac{4}{1 \cdot 2 \cdot 2^{2}} x^{3}+\frac{1 \cdot 3 \cdot 5 \cdot 6}{1 \cdot 2 \cdot 3 \cdot 2^{3}} x^{5}+\& c .}{} \\
F_{3} x & =\frac{1^{2} \cdot 2}{1 \cdot 2}+\frac{1 \cdot 3^{2} \cdot 4}{1 \cdot 2 \cdot 2^{2}} x^{2}+\frac{1 \cdot 3 \cdot 5^{2} \cdot 6}{1 \cdot 2 \cdot 3 \cdot 2^{3}} x^{4}+\& c .
\end{aligned}
$$

$$
\begin{aligned}
& F_{4} x=\frac{1 \cdot 2 \cdot 3^{2} \cdot 4}{1 \cdot 2 \cdot 2^{2}} x+\frac{1 \cdot 3 \cdot 4 \cdot 5^{2} \cdot 6}{1 \cdot 2 \cdot 3 \cdot 2^{3}} x^{3}+\& c . \\
& F_{5} x=\frac{1^{2} \cdot 2 \cdot 3^{2} \cdot 4}{1 \cdot 2 \cdot 2^{2}}+\frac{1 \cdot 3^{2} \cdot 4 \cdot 5^{2} \cdot 6}{1 \cdot 2 \cdot 3 \cdot 2^{3}} x^{2}+\& c . \\
& F_{6} x=\frac{1 \cdot 2 \cdot 3^{2} \cdot 4 \cdot 5^{2} \cdot 6}{1 \cdot 2 \cdot 3 \cdot 2^{3}} x+\& c . \\
& F_{7} x=\frac{1^{2} \cdot 2 \cdot 3^{2} \cdot 4 \cdot 5^{2} \cdot 6}{1 \cdot 2 \cdot 3 \cdot 2^{3}}+\& c .
\end{aligned}
$$

- $F_{0}=0, F_{1} 0=1, F_{2} 0=0, F_{3} 0=1^{2}, F_{4}^{\prime} 0=0, F_{5}^{\prime} 0=1^{2} \cdot 3^{2}$

$$
F_{6} 0=0, F_{7} 0=1^{2} \cdot 3^{2} \cdot 5^{2}, \& c
$$

$$
\therefore \boldsymbol{v}=\sin ^{-1} x=x+\frac{1^{2} \cdot x^{3}}{1 \cdot 2 \cdot 3}+\frac{1^{2} \cdot 3^{2} \cdot x^{5}}{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5}
$$

$$
+\frac{1^{2} \cdot 3^{2} \cdot 5^{2} \cdot x^{7}}{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7}+\& \varepsilon
$$

## CHAPTER VI.

## TAYLOR'S THEOREM.

47. Taylor's Theorem is a general formula for the development of a function of the alyebraic sum of two variables.

Prop. If $y=F x$, and if $x$ be supposed to receive an increment $h$, converting $y$ into $y_{1}=F(x+h)$; then will $y_{1}=y+\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\frac{d^{4} y}{d x^{4}} \cdot \frac{h^{4}}{1.2 .3 .4}+\& \mathrm{c} . ;$
or

$$
\begin{aligned}
& F(x+h)=F x+\frac{d F x}{d x} \cdot \frac{h}{1}+\frac{d^{2} F x}{d x^{2}} \cdot \frac{h^{2}}{1 \cdot 2} \\
& +\frac{d^{3} F x}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\frac{d^{4} F x}{d x^{4}} \cdot \frac{h^{4}}{1.2 \cdot 3 \cdot 4}+\& c .
\end{aligned}
$$

To prove the truth of this furmula, we first establish the following principle:

If in the expression $y_{1}=F(x+h)$ we suppose first that $x$ is variahle and $h$ constant, and then suppose $h$ variable and $x$ constant, the first differential coefficient will be the same in buth cases; that is,

$$
\frac{d y_{1}}{d x}=\frac{d y_{1}}{d h}
$$

This is almost self-evident, for when a given increment is assigned to $x$, or to $h$ the same increment must be imparted to $x+h$, and therefore $F(x+h)=y_{1}$ will undergo the same change in the one case as in the other. Hence the ratio of the corresponding changes of $x$ and $y_{1}$ is equal to the satio of the changes in $h$ and $y_{1}$. This is true whatever may be the magnitudes of the increments im
parted to $x$ or $h$, provided that magnitude be the same in both cases. But when we suppose these increments indefinitely small, it is no longer necessary to consider them equal. For since the ratio $\frac{d y_{1}}{d x}$ does not contain $d x$, it will have the same value whether $d x$. and $d h$ be supposed equal or unequal.

$$
\therefore \frac{d y_{1}}{d x}=\frac{d y_{1}}{d h}
$$

Similarly, $\quad \frac{d\left(\frac{d y_{1}}{d x}\right)}{d x}=\frac{d\left(\frac{d y_{1}}{d h}\right)}{d x}=\frac{d\left(\frac{d y_{1}}{d h}\right)}{d h} \quad$ or $\quad \frac{d^{2} y_{1}}{d x^{2}}=\frac{d^{2} y_{1}}{d h^{2}}$.
And generally,

$$
\frac{d^{n} y_{1}}{d x^{n}}=\frac{d^{n} y_{1}}{d h^{n}} .
$$

Now assume

$$
\begin{equation*}
y_{1}=F(x+h)=F x+A h+B h^{2}+C h^{3}+D h^{4}+\& c . \tag{1}
\end{equation*}
$$

that being the general form in which $F(x+h)$ can be developed, as shown in Art. 4. The coefficients $A, B, C, D$, \&c., are functions of $x$, but are independent of $h$.

If we differentiate (1) first with respect to $h$ and then with respect to $x$, and place the resulting differential coefficients equal, we shall obtain

$$
\begin{aligned}
& A+2 B h+3 C h^{2}+4 D h^{3}+\& c \\
= & \frac{d F x}{d x}+\frac{d A}{d x} h+\frac{d B}{d x} h^{2}+\frac{d C}{d x} h^{3}+\& c .
\end{aligned}
$$

which equation being true for all values of $h$, it follows, by the principle of indeterminate coefficients, that the coefficients of the like powers of $h$, in the two members of the equation, must be sepa rately equal.

$$
\therefore \quad A=\frac{d F x}{d x}, \quad 2 B=\frac{d A}{d x}, \quad 3 C=\frac{d B}{d x}, \quad 4 D=\frac{d C}{d x}, \& c .
$$

$$
\begin{gathered}
\therefore \quad A=\frac{d F x}{d x}, \quad B=\frac{1}{2} \frac{d A}{d x}=\frac{1}{1.2} \cdot \frac{d^{2} F x}{d x^{2}}, \\
C=\frac{1}{3} \cdot \frac{d B}{d x}=\frac{1}{1.2 .3} \cdot \frac{d^{3} F x}{d x^{3}}, \quad D=\frac{1}{4} \cdot \frac{d C}{d x}=\frac{1}{1.2 .3 .4} \cdot \frac{d^{4} F x}{d x^{4}}, d C .
\end{gathered}
$$

Hence, by substitution in (1),

$$
\begin{aligned}
F(x+h)= & F x+\frac{d F x}{d x} \cdot \frac{h}{1}+\frac{d^{2} F x}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} F x}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3} \\
& +\frac{d^{4} F x}{d x^{4}} \cdot \frac{h^{4}}{1 \cdot 2.3 .4}+\& c ., \\
\text { or, } \quad y_{1}= & y+\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3} \\
& +\frac{d^{4} y}{d x^{4}} \cdot \frac{h^{4}}{1.2 .3 .4}+\& c .
\end{aligned}
$$

If we denote the suceessive differential coefficients by $F_{1} x, F_{2} x^{x}$ $F_{3} x, F_{4} x, \& c$., the series may be written

$$
\begin{align*}
F(x+h)= & F x+F_{1} x \frac{h}{1}+F_{2} x \frac{h^{2}}{1.2}+F_{3} x \frac{h^{3}}{1.2 .3} \\
& +F_{4} x \frac{h^{4}}{1.2 .3 .4}+\& c . \tag{2}
\end{align*}
$$

Cor. The formula of Maclaurin may be readily deduced from that of Taylor; for if we make $x=0$ in (2), there will result

$$
\begin{aligned}
F h= & F 0+F_{1} 0 \frac{h}{1}+F_{2} 0 \frac{h^{2}}{1.2}+F_{3} 0 \frac{h^{3}}{1.2 .3} \\
& +F_{4} 0 \frac{h^{4}}{1.2 .3 .4}+\& \mathrm{c}
\end{aligned}
$$

which is Maclaurin's theorem.

## examples.

48. 49. To expand $\sin (x+h)$, in terms of the powers of the arc $h$.

$$
F(x+h)=\sin (x+h)
$$

$\therefore \quad F x=\sin x, \quad F_{1} x=\cos x, \quad F_{2} x=-\sin x$,

$$
F_{3} x=-\cos x, \quad F_{4} x=\sin x, \& c .
$$

$\therefore$ By substitution in Taylor's formula

$$
\text { sin } \begin{aligned}
(x+h)= & \sin x+\cos x \frac{h}{1}-\sin x \frac{h^{2}}{1.2}-\cos x \frac{h^{3}}{1 \cdot 2.3}+\& c . \\
= & \sin x\left(1-\frac{h^{2}}{1.2}+\frac{h^{4}}{1 \cdot 2 \cdot 3 \cdot 4}-\& c .\right) \\
& +\cos x\left(h-\frac{h^{3}}{1.2 .3}+\frac{h^{5}}{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5}-\& c .\right) \\
= & \sin x \cdot \cos h+\cos x \cdot \sin h, \text { a well known formula. }
\end{aligned}
$$

2. To expand $\cos (x+h)$, in terms of the powers of the are $h$.

$$
\begin{gathered}
F(x+h)=\cos (x+h), \\
\therefore \quad F x=\cos x, \quad F_{1} x=-\sin x, \quad F_{2} x=-\cos x, \\
F_{3} x=\sin x, \quad F_{4} x=\cos x, \& c .
\end{gathered}
$$

$\therefore$ By substitution in Taylor's Theorem we have

$$
\cos (x+h)=\cos x-\sin x \frac{h}{1}-\cos x \frac{h^{2}}{1.2}+\sin x \frac{h^{5}}{1.2 .3} .
$$

$$
\begin{aligned}
& +\cos x \frac{h^{4}}{1.2 .3 .4}-\& c . \\
= & \cos x\left(1-\frac{h^{2}}{1.2}+\frac{h^{4}}{1.2 .3 .4}-\& c .,\right) \\
& -\sin x\left(h-\frac{h^{3}}{1.2 .3}+\frac{h^{5}}{1.2 .3 .4 .5}-\& c_{.,}\right) \\
= & \cos x \cdot \cos h-\sin x . \sin h, \ldots \text { a well known formula. }
\end{aligned}
$$

3. To expand $\log (x+h)$, where $M$ is the modulus of the system.

$$
\begin{gathered}
F x=\log x, \quad F_{1} x=\frac{M}{x}, \quad F_{2} x=-\frac{1 M}{x^{2}}, \\
F_{3} x=\frac{1.2 M}{x^{3}}, \quad F_{4} x=-\frac{1 \cdot 2.3 M}{x^{4}}, \& \mathrm{c} .
\end{gathered}
$$

$\therefore \log (x+h)=\log x+M\left(\frac{h}{x}-\frac{h^{2}}{2 x^{2}}+\frac{h^{3}}{3 x^{3}}-\frac{h^{4}}{4 x^{4}}+\& c_{c}\right)$
4. To expand $\quad u_{1}=\tan ^{-1}(x+h)$,

$$
\begin{gathered}
u=\tan ^{-1} x=F x, \quad F_{1} x=\frac{1}{1+x^{2}}=\frac{1}{\sec ^{2} u}=\cos ^{2} u . \\
F_{2} x=-2 \sin u \cdot \cos u \frac{d u}{d x}=-\sin 2 u \cdot \cos ^{2} u . \\
F_{3} x=\left(-2 \cos 2 u \cdot \cos ^{2} u+2 \sin 2 u \cdot \cos u \cdot \sin u\right) \frac{d u}{d x} \\
=-2 \cos u \cdot \cos 3 u \frac{d u}{d x}=-2 \cos 3 u \cdot \cos ^{3} u . \\
F_{4} x=2 \cdot 3\left(\sin 3 u \cdot \cos ^{3} u+\cos 3 u \cdot \cos ^{2} u \cdot \sin u\right) \frac{d u}{d x} \\
=2 \cdot 3 \cos ^{2} u \cdot \sin 4 u \frac{d u}{d x}=2 \cdot 3 \cdot \sin 4 u \cdot \cos ^{4} u \\
\& c \cdot, \quad \& c .
\end{gathered}
$$

$\therefore \tan ^{-1}(x+h)=u_{1}=u+\cos ^{2} u \frac{h}{1}-\sin 2 u \cdot \cos ^{2} u \frac{h^{2}}{2}$
$-\cos 3 u \cdot \cos ^{3} u \frac{h^{3}}{3}+\sin 4 u \cdot \cos ^{4} u \frac{h^{4}}{4}+\cos 5 u \cdot \cos ^{5} u \frac{h^{5}}{5}-\& c$.
5. To expand

$$
u=\tan (x+h)
$$

$$
\begin{gathered}
F x=\tan x, \quad F_{1} x=\sec ^{2} x, \quad F_{2} x=2 \sec ^{2} x \cdot \tan x, \\
F_{3} x=2 \sec ^{2} x\left(1+3 \tan ^{2} x\right) . \quad \& \operatorname{c}, \quad \& c .
\end{gathered}
$$

$\therefore \tan (x+h)=\tan x+\sec ^{2} x \frac{h}{1}+2 \sec ^{2} x \cdot \tan x \frac{h^{2}}{1.2}$

$$
+2 \sec ^{2} x\left(1+3 \tan ^{2} x\right) \frac{h^{3}}{1 \cdot 2 \cdot 3}+\& c
$$

Prop. Having given $u=F y$, and $y=\varphi x$, to form the differential coefficient $\frac{d u}{d x}$ of $u$ with respect to $x$, without eliminating $y$ between the equations, in which the characters $F$ and $\varphi$, denote any functions whatever.

Let $x$ take an increment $h$ converting $y$ into $y_{1}=\varphi(x+h)$. Then if $k$ denote the increment received by $y$. we shall have, by Taylor's theorem,

$$
\begin{equation*}
k=y_{1}-y=\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1 \cdot 2}+\frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1 \cdot 2.3}+\& c . \tag{1}
\end{equation*}
$$

Also when $y$ takes the increment $k$, it imparts to $u=F y$, an increment
$u_{1}-u=F(y+k)-F y=\frac{d u}{d y} \cdot \frac{k}{1}+\frac{d^{2} u}{d y^{2}} \cdot \frac{k^{2}}{1.2}+\frac{d^{3} u}{d y^{3}} \cdot \frac{k^{3}}{1.2 .3}+\& \varepsilon .$, or by substituting for $k$ its value, (1).

$$
\begin{aligned}
u_{1}-u= & \frac{d u}{d y}\left[\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1 \cdot 2}+\frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1 \cdot 2 \cdot 3}+\& c .\right] \\
& +\frac{1}{1 \cdot 2} \cdot \frac{d^{2} u}{d y^{2}}\left[\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1 \cdot 2}+\& c .\right]^{2}+\& c .
\end{aligned}
$$

Dividing both members by $h$, and then passing to the limit by making $h=0$, in which case $\frac{u_{1}-u}{h}=\frac{d u}{d x}$ we get

$$
\begin{equation*}
\frac{d u}{d x}=\frac{d u}{d y} \cdot \frac{d y}{d x} . \tag{2}
\end{equation*}
$$

Thus it appears that the differential coefficient of $u$ with respect to $x$, is found by differentiating $u$ as though $y$ were the independent variable, then differentiating $y$ as though $x$ were the independent variable, and finally, multiplying the first of the coefficients so found by the second.
49. It might perhaps seem at first view that the equation (2) is necessarily and identically true, and therefore that the preceding investigation is unnecessary. But it must be borne in mind that the $d y$ which appears in the coefficient $\frac{d y}{d x}$ and which represents the increment given to $y$ by assigning an arbitrary small incremeat. dx to the variable $x$, is not necessarily the same as $d y$ which appears in
$\frac{d u}{d y}$, since this latter increment of $y$ is arbitrary (though likewire small).
1.

$$
u=a^{y}, y=b^{x}, \quad \text { to find } \frac{d u}{d x}
$$

Here

$$
\frac{d u}{d y}=a^{y} \cdot \log a, \quad \frac{d y}{d x}=b^{x} \log b
$$

$\therefore \frac{d u}{d x}=\frac{d u}{d y} \cdot \frac{d y}{d x}=a^{y} \cdot b^{x} \cdot \log a \cdot \log b \cdot=a^{b^{x}} \cdot b^{x} \cdot \log a \cdot \log b$.
2.

$$
u=\log y . \quad y=\log x
$$

$$
\frac{d u}{d y}=\frac{1}{y}, \quad \frac{d y}{d x}=\frac{1}{x}, \quad \therefore \frac{d u}{d x}=\frac{1}{y} \cdot \frac{1}{x}=\frac{1}{x \log x} .
$$

50. Taylor's Theorem may be employed in approximating to the roots of numerical equations.

Let $F x=0$ be the given equation, and $a$ an approximate value of one of its roots found by trial ; then we may put $x=a+h$, in which $h$ is a small fraction whose higher powers will be small in comparison with $h$, and may therefure be neglected without great error. . But
$F x=F(a+h)=F a+F_{1} a \cdot \frac{h}{1}+F_{2} a \frac{h^{2}}{1.2}+F_{3} a \frac{h^{3}}{1.2 .3}+\& c .=0$.
$\therefore$ By neglecting the terms involving $h_{2}, h^{3}$, \&c., we get

$$
F a+F_{1} a \frac{h}{1}=0 \quad \text { and } \quad \therefore h=-\frac{F a}{F_{1} a} .
$$

Adding this approximate value of $h$ to $a$, we have

$$
x=a-\frac{F a}{F_{1} a} \text { nearly. }
$$

Call this value $\quad a_{1}$ and put $x=a_{1}+h_{1}$.
Then by similar reasoning we shall find $h_{1}=-\frac{F a_{1}}{F_{1} a_{1}}, \quad$ and $\quad x=a_{1}-\frac{F a_{1}}{F_{1} a_{1}}=a_{2}$, a nearer approximation, and the same process may be repeated if necessary.
51. Find the positive root of the equation

$$
x^{4}-12 x^{2}+12 x-3=\mathrm{C}
$$

to three places of decimals inclusive.
Here we find by trial that

$$
x>2.6 \quad \text { and } \quad x<3
$$

Put

$$
\alpha=2.8
$$

$$
\begin{aligned}
\therefore F a & =a^{4}-12 a^{2}+12 a-3 \\
& =(2.8)^{4}-12(2.8)^{2}+12(2.8)-3=-2.0144
\end{aligned}
$$

$$
F_{1} a=\frac{d F a}{d a}=4 a^{3}-24 a+12=4(2.8)^{3}-24(2.8)+12=32.608
$$

$$
\therefore h=-\frac{-2.0144}{32.608}=0.062 \text { nearly. } \therefore x=a+h=2.862 \text { nearly }
$$

To test the accuracy of this approximation, put

$$
\begin{gathered}
a_{1}=2.862 \quad \text { and } \quad x=a_{1}+h_{1} . \\
F a_{1}=(2.862)^{4}-12(2.862)^{2}+12(2.862)-3=0.144674 \text { nearly } \\
F F_{1} a_{2}=4(2.862)^{3}-24(2.862)+12=37.083072 \text { nearly } . \\
\therefore h_{1}=-\frac{0.144674}{37.083072}=-0.003901 \text { nearly. } \\
\therefore x=a_{1}+h_{1}=2.862-0.003901=2.858099=2.858
\end{gathered}
$$

to three places of decimals.
If the process were repeated it would be found that

$$
x=2.85808
$$

so that the second approximation is true to four places of decimals, and the fifth place is slightly erroneous.
2. Given

$$
x^{x}=100
$$

$\omega$ find the value of $x$ to the place of hundredths.
Passing to the common logarithms, we have

$$
x \log x=\log 100=2 . \quad \therefore x \log x-2=0
$$

Also

$$
x>3, \quad \text { and } \quad x<4
$$

Put

$$
a=3.5, \quad \text { and } \quad x=a+h .
$$

$$
\therefore F a=a \log a-2, \quad F_{1} a=\frac{d F a}{d a}=\log a+M
$$

where $M=$ modulus of the common system $=.43429448$
$F a=3.5 \log (3.5)-2=.544068 \times 3.5-2=-0.095762$
$F_{1} a=.544068+.434294=0.978362$.

$$
\therefore h=\frac{.095762}{.978362}=.098
$$

$$
\therefore x=3.5+.098=3.598 \quad \text { or } \quad x=3.60 \text { nearly. }
$$

We shall now apply Taylor's Theorem in deducing rules for the expansion and differentiation of functions of more complicated forms.
52. Prop. To establish a general rule for differentiating any function of two quantities $p$ and $q$, which quantities are themselves functions of the single independent variable $x$.

Let $u=F(p, q)$, where $p=f x$, and $q=f_{1} x$, the characters $F, f$, and $f_{1}$, denoting any function whatever, and let $x$ take the increment $h$, converting $p$ in $p+k=p_{1}, q$ into $q+l=q_{1}$, and $u$ into $u_{1}$.

Then

$$
u_{1}=F(p+k, q+l)=F\left(p+k, q_{1}\right)
$$

which may be developed by Taylor's Theorem as a function of $p+k$, observing that $q_{1}$, which does not contain $k$, will appear in the development as would a constant :

$$
\begin{align*}
\therefore u_{1}=\boldsymbol{F}^{\prime}\left(p+k, q_{1}\right)= & \boldsymbol{F}\left(p, q_{1}\right)+\frac{d F\left(p, q_{1}\right)}{d p} \cdot \frac{k}{1} \\
& +\frac{d^{2} F\left(p, q_{1}\right)}{d p^{2}} \cdot \frac{k^{2}}{1.2}+\& c \tag{1}
\end{align*}
$$

But $F\left(p, q_{1}\right)=F^{\prime}(p, q+l)$, which developed as a function of $q+l$, gives
$\boldsymbol{F}(p, q+l)=\boldsymbol{F}(p, q)+\frac{d F(p, q)}{d q} \cdot \frac{l}{1}+\frac{d^{2} F(p, q)}{d q^{2}} \cdot \frac{l^{2}}{1.2}+\& \mathrm{c}$.
And similarly the coefficient of $k$ in the second term of

$$
\frac{d F\left(p, q_{3}\right)}{d p}=\frac{d F^{\prime}(p, q+l)}{d p}
$$

may also be developed as a function of $q+l$, and will give

$$
\frac{d F(p, q+l)}{d p}=\frac{d F(p, q)}{d p}+\frac{d}{d q}\left[\frac{d F(p, q)}{d p}\right] \frac{l}{1}+\& c
$$

And in like manner

$$
\frac{d^{2} F\left(p, q_{1}\right)}{d p^{2}}=\frac{d^{2} F(p, q+l)}{d p^{2}}=\frac{d^{2} F(p, q)}{d p^{2}}+\frac{d}{d q}\left[\frac{d^{2} F(p, q)}{d p^{2}}\right]+\& a
$$

$\therefore$ By substitution in (1).

$$
F(p+k, q+l)=F(p, q)+\frac{d F(p, q)}{d q} \cdot \frac{l}{1}+\frac{d F(p, q)}{d p} \cdot \frac{k}{1}
$$

$$
+ \text { terms involving } k^{2}, k l, l^{2}, k^{3}, \& c
$$

But

$$
k=p_{1}-p=\frac{d p}{d x} \cdot \frac{h}{1}+\frac{d^{2} p}{d x^{2}} \cdot \frac{h^{2}}{1 \cdot 2}+\& \mathrm{c}
$$

And

$$
\begin{gathered}
l=q_{1}-q=\frac{d q}{d x} \cdot \frac{h}{1}+\frac{d^{2} q}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\& \mathrm{c}_{.}, \\
\therefore u_{1}-u=\frac{d u}{d q}\left[\frac{d q}{d x} \cdot \frac{h}{1}+\frac{d^{2} q}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\& \mathrm{c}_{.},\right]+ \\
\\
\quad \frac{d u}{d p}\left[\frac{d p}{d x} \cdot \frac{h}{1}+\frac{d^{2} p}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\& \mathrm{c}_{.},\right]+\& \mathrm{c} .
\end{gathered}
$$

Now dividing by $h$, and then passing to the limit, by making $h=: 0$, in which case $\frac{u_{1}-u}{h}=\frac{d u}{d x}$, we obtain

$$
\begin{equation*}
\frac{d u}{d x}=\frac{d u}{d q} \cdot \frac{d q}{d x}+\frac{d u}{d p} \cdot \frac{d p}{d x} \tag{2}
\end{equation*}
$$

$\therefore \frac{d u}{d x} d x=d u=\frac{d u}{d q} \cdot \frac{d q}{d x} d x+\frac{d u}{d p} \cdot \frac{d p}{d x} d x$.

Thus it appears that we must differentiate $u$ with respect to each function, as though the other functions were constant, and add the results.
53. It is very important that the precise signification of the notation here employed should be distinctly understood. By an attentive consideration of the manner in which the several expressions employed in the formulæ (2) and (3) arise, it will appear that the expression $\frac{d u}{d x}$ in (2), represents the ratio of the change in $x$ to the entire change in $u$, which latter is produced partly by the change imparted to $p$, and partly by that imparted to $q$ : that the expression $\frac{d u}{d q} \cdot \frac{d q}{d x}$ represents the ratio of the change in $x$ to that part of the change in $u$ which is communicated through $q:$ and that $\frac{d u}{d p} \cdot \frac{d p}{d x}$ represents the ratio of the change in $x$ to that part of the change in $u$, which is communicated through $p$.

We must be careful, therefore, not to confound $\frac{d u}{d q} \cdot \frac{d q}{d x}$, with $\frac{d u}{d x}$, or to suppose that the first of these expressions can be brought to the form of the second by the ordinary process of algebraic reduction. This will appear evident, when it is recollected that the $d u$ which appears in $\frac{d u}{d x}$ refers to the total change in $u$, while the $d u$ which occurs in $\frac{d u}{d q} \cdot \frac{d q}{d x}$, refers only to so much of the change in $u$, as is communicated through $q$. Similarly, $\frac{d u}{d p} \cdot \frac{d p}{d x}$, inust not be confounded with $\frac{d u}{d x}$, for a like reason.
54. To differentiate $u=F(p, q, r, s, \& c$. $)$ when $p, q, r, s, \& c_{0}$ are functions of the same variable $x$.

By attributing to $x$ an increment $h$, and reasoning as in the last proposition, we readily prove that

$$
\begin{aligned}
\alpha_{x}=u & +\left[\frac{d u}{d \rho} \cdot \frac{d p}{d x}+\frac{d u}{d q} \cdot \frac{d q}{d x}+\frac{d u}{d r} \cdot \frac{d r}{d x}+\frac{d u}{d s} \cdot \frac{d s}{d x}+\& c .\right] \frac{h}{1} \\
& + \text { terms in } h^{2}, h^{3}, \& c .
\end{aligned}
$$

I-ma.anosing $u$, dividing by $h$, and then passing to the limit, we have

$$
\begin{gathered}
\frac{\dot{c} u}{d x}=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d q} \cdot \frac{d q}{d x}+\frac{d u}{d r} \cdot \frac{d r}{d x}+\frac{d u}{d s} \cdot \frac{d s}{d x}+\& c . \\
\cdot \frac{d u}{d x} d x=d u= \\
\frac{d u}{d p} \cdot \frac{d p}{d x} \cdot d x+\frac{d u}{d q} \cdot \frac{d q}{d x} \cdot d x+\frac{d u}{d r} \cdot \frac{d r}{d x} \cdot d x \\
+\frac{d u}{d s} \cdot \frac{d s}{d x} \cdot d x+\& c .
\end{gathered}
$$

that is, we must differentiate $u$ with respect to each of the functions, as if the other functions were constant, and add the results.
55. Prop. To differentiate $u=F(p, x)$, where $p=f x$.

Here $u$ is directly a function of $x$, and also indirectly a function of $x$ through $p$.

Now if in the equation $\quad u=F(p, q)$, which gives

$$
\frac{d u}{d x}=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d q} \cdot \frac{d q}{d x}
$$

we put $q=x$, there will result

$$
\begin{gathered}
u=F(p, x) \text { and } \frac{d u}{d x}=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d x} \cdot \frac{d x}{d x} \\
\text { or } \frac{d u}{d x}=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d x} \\
\text { (1), since } \frac{d x}{d x}=1 .
\end{gathered}
$$

The formula (1) is that required, but we must distinguish carefully between the differential coefficient $\frac{d u}{d x}$ in the first member, and the similar expression in the second. The latter, called the partial differential coefficient of $u$ with respect to $x$, refers only to that part of the change in $u$ which results directly from a change in $x$, while $p$ is supposed to remain constant; and the former, called the total dif-
ferential coefficient of $u$ with respect to $x$, refers to the entire change in $u$, which is partly the direct result of a change in $x$, and partly an indirect effect produced through $p$.

To distinguish the total from the partial differential coefficient. it has been agreed to encluse the former in a parenthesis; thus we write
$\left[\frac{d u}{d x}\right]=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d x}$ and $\cdot \cdot d u=\left[\frac{d \prime \prime}{d x}\right] d x=\frac{d u}{d \mu}, \frac{d p}{d x} \cdot d x+\frac{d u}{d x} d x$.
Here again there is a necessity for caution, so as not to confuund $\frac{d u}{d x} \cdot d x$ with $d u$; the former being only a part of the change im. parted to $u$ by a change in $x$, while the latter is the symbol of the entire change.

Cor. If there were given $\quad u=F(p, q, x)$ -
where $p$ and $q$ are functions of $x$, then

$$
\left[\frac{d u}{d x}\right]=\frac{d u}{u p} \cdot \frac{d p}{d x}+\frac{d u}{d q} \cdot \frac{d q}{d x}+\frac{d u}{d x}
$$

and similar expressions would apply if there were a greater numbes of functions.

## EXAMPLES.

56. 57. $u=\sin ^{-1}(p-q)$, where $p=3 x$ and $q=4 x^{3}$.

$$
\begin{gathered}
\frac{d u}{d p}=\frac{1}{\sqrt{1-(p-q)^{2}}}, \frac{d u}{d q}=\frac{-1}{\sqrt{1-(p-q)^{2}}}, \frac{d p}{d x}=3, \frac{d q}{d x}=12 x^{2} . \\
\therefore \frac{d u}{d x}=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d q} \cdot \frac{d q}{d x}=\frac{3-12 x^{2}}{\sqrt{1-(p-q)^{2}}} \\
=\frac{3-12 x^{2}}{\sqrt{1-9 x^{2}+24 x^{4}-16 x^{6}}}=\frac{3}{\sqrt{1-x^{2}}}
\end{gathered}
$$

2. $u=p q$, where $p=e^{x}$, and $q=x^{4}-4 x^{3}+12 x^{2}-24 x+24$

$$
\frac{d u}{d p}=q, \quad \frac{d u}{d q}=p, \quad \frac{d p}{d x}=e^{x}, \quad \frac{d q}{d x}=4 x^{3}-12 x^{2}+24 x-24
$$

$$
\therefore \frac{d u}{d x}=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d q} \cdot \frac{d q}{d x}=e^{x} \cdot x^{4} .
$$

\& $\quad \varkappa=\frac{x^{4} p^{2}}{4}-\frac{x^{4} p}{8}+\frac{x^{4}}{32}$, when $\quad p=\log x$.

$$
\begin{aligned}
\frac{d u}{d p} & =\frac{x^{4} p}{2}-\frac{x^{4}}{8}, \quad \frac{d p}{d x}=\frac{1}{x}, \quad \frac{d u}{d x}=x^{3} p^{2}-\frac{x^{3} p}{2}+\frac{x^{3}}{8} . \\
\therefore\left[\frac{d \prime \prime}{d x}\right] & =\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d x}=x^{4}\left(\frac{p}{2}-\frac{1}{8}\right) \times \frac{1}{x}+x^{3}\left(p^{2}-\frac{p}{2}+\frac{1}{8}\right) \\
& =x^{3}(\log x)^{2} .
\end{aligned}
$$

4. $\quad u=\frac{e^{a x}(p-q)}{a^{2}+1}$ where $p=a \sin x$, and $q=\cos x$.

$$
\begin{aligned}
& \frac{d u}{d p}=\frac{e^{a x}}{a^{2}+1}, \quad \frac{d u}{d q}=-\frac{e^{a x}}{u^{2}+1}, \quad \frac{d p}{d x}=a \cos x, \quad \frac{d q}{d x}=-\sin x, \\
& \frac{d u}{d x}=\frac{a e^{a x}(p-q)}{a^{2}+1} .
\end{aligned}
$$

$$
\therefore\left[\frac{d u}{d x}\right]=\frac{d u}{d p} \cdot \frac{d p}{d x}+\frac{d u}{d q} \cdot \frac{d q}{d x}+\frac{d u}{d x}
$$

$$
=\frac{e^{a x}}{a^{2}+1}\left(a \cos x+\sin x+a^{2} \sin x-a \cos x\right)=e^{a x} \sin x
$$

## Differentiation of Implicit .Functions.

57. In the various cases hitherto considered, we have supposed .he function to be given explicitly in terms of the variable. It is now proposed to establish rules for differentiating implicit functions.

Prop. Having given $F(x, y)=0$, to form the differential cuefficient $\frac{d y}{d x}$ without solving the equation.

Put $u=F(x, y)$ : then $u$ will be a function of $x$ directly, and also indirectly through $y$.

$$
\therefore\left[\frac{d u}{d x}\right]=\frac{d u}{d y} \cdot \frac{d y}{d x}+\frac{d u}{d x} .
$$

But since $u$ remains constantly equal to zero, the total differential coefficient of $u$ with respect to $x$ must be equal to zero also.

$$
\therefore \frac{d u}{d y} \cdot \frac{d y}{d x}+\frac{d u}{d x}=0, \quad \text { whence } \quad \frac{d y}{d x}:=-\frac{\frac{d u}{d x}}{\frac{d u}{d y}}
$$

Thus it appears that we must form the partial differential coefficients $\frac{d u}{d x}$ and $\frac{d u}{d y}$, then divide the former by the latter, and prefix the negative sign to the quotient.

Ex. 1. $y^{2}-2 a x y+x^{2}-b^{2}=0$, to form the differential coefficient of $y$ with respect to $x$.

$$
\begin{gathered}
u=y^{2}-2 a x y+x^{2}-b^{2}, \frac{d u}{d x}=-2 a y+2 x, \frac{d u}{d y}=2 y-2 a x . \\
\therefore \frac{d y}{d x}=-\frac{-2 a y+2 x}{2 y-2 a x}=\frac{a y-x}{y-a x}
\end{gathered}
$$

2. Given $x^{3}+3 a x y+y^{3}=0$, to form the 1 st and 2 d differential coefficients of $y$ with respect to $x$.

$$
\begin{gathered}
\therefore u=x^{3}+3 a x y+y^{3}, \quad \frac{d u}{d x}=3 x^{2}+3 a y, \quad \frac{d u}{d y}=3 a x+3 y^{2} . \\
\therefore \frac{d y}{d x}=-\frac{x^{2}+a y}{a x+y^{2}} .
\end{gathered}
$$

Put $\frac{d y}{d x}=p_{1}$; then $p_{1}$ will be a function of $x$ directly, and also indirectly through $y$.

$$
\therefore \frac{d^{2} y}{d x^{2}}=\left[\frac{d p_{1}}{d x}\right]=\frac{d p_{1}}{d y} \cdot \frac{d y}{d x}+\frac{d p_{1}}{d x} .
$$

But

$$
\frac{d p_{1}}{d y}==\frac{a\left(a x+y^{2}\right)+2 y\left(x^{2}+a y\right)}{\left(a x+y^{2}\right)^{2}}, \frac{d p_{1}}{d x}=\frac{-2 x\left(a x+y^{2}\right)+a\left(x^{2}+a y \prime\right.}{\left(a x+y^{2}\right)^{2}} .
$$

Hence by substitution and reduction

$$
\begin{aligned}
\frac{d^{2} y}{d x^{2}} & =\frac{2 y x^{2}+a y^{2}-a^{2} x}{\left(a x+y^{2}\right)^{2}} \times\left(-\frac{x^{2}+a y}{a x+y^{2}}\right)+\frac{a^{2} y-a x^{2}-2 x y^{2}}{\left(a x+y^{2}\right)^{2}} \\
& =\frac{2 a^{3} x y-2 x y\left(x^{3}+3 a x y+y^{3}\right)}{\left(a x+y^{2}\right)^{3}}=\frac{2 a^{3} x y}{\left(a x+y^{2}\right)^{3}} .
\end{aligned}
$$

58. Since it is possible to form the successive differential coefficients of $y$. with respect to $x$, without solving the given equation, it ${ }^{-}$ will be possible to expand $y$ in terms of $x$ by Maclaurin's Theorem.

$$
\text { 1. Given } \quad y^{3}-3 y+x=0
$$

to expand $y$ in terms of the ascending powers of $x$.

$$
u=y^{3}-3 y+x=0, \quad \frac{d u}{d x}=1, \quad \frac{d u}{d y}=3\left(y^{2}-1\right) . \quad \therefore \frac{d y}{d x}=\frac{1}{3\left(1-y^{2}\right)} .
$$

Expanding the last expression by actual division, we have

$$
\begin{aligned}
& \frac{d y}{d x}=\frac{1}{3}\left(1+y^{2}+y^{4}+s c .\right) \\
& \therefore \frac{d^{2} y}{d x^{2}}=\frac{1}{3}\left(2 y+4 y^{3}+6 y^{5}+\& \mathrm{c} .\right) \frac{d y}{d x}=\frac{1}{3^{2}}\left(2 y+6 y^{3}+12 y^{5}+\& c .\right) \\
& \frac{d^{3} y}{d x^{3}}=\frac{1}{3^{2}}\left(2+18 y^{2}+60 y^{4}+\& c .\right) \frac{d y}{d x}=\frac{1}{3^{3}}\left(2+20 y^{2}+80 y^{4}+\& c .\right) \\
& \frac{d^{4} y}{d x^{4}}=\frac{1}{3^{3}}\left(40 y+320 y^{3}+\& c .\right) \frac{d y}{d x}=\frac{1}{3^{4}}\left(40 y+360 y^{3}+\& c .\right) \\
& \frac{d^{5} y}{d x^{5}}=\frac{1}{3^{4}}\left(40+1080 y^{2}+\& c .\right) \frac{d y}{d x}=\frac{1}{3^{5}}(40+1120!+\& c .) \& c . \\
& \text { But when } \\
& x=0,[y]=0, \\
& \therefore\left[\frac{d y}{d x}\right]=\frac{1}{3},\left[\frac{d^{2} y}{d x^{2}}\right]=0,\left[\frac{d^{3} y}{d x^{3}}\right]=\frac{2}{3^{3}},\left[\frac{d^{4} y}{d x^{4}}\right]=0,\left[\frac{d^{5} y}{d x^{5}}\right]=\frac{40}{3^{5}}, d x
\end{aligned}
$$

$\therefore$ By substitution in Maclaurin's formula,

$$
y=\frac{x}{3}+\frac{x^{3}}{3^{4}}+\frac{x^{5}}{3^{6}}+\& c
$$

2. To expand $y$ in terms of the descending powers of $x$, from the relation

$$
a y^{3}-x^{3} y-a x^{3}=0
$$

Put $\quad x^{3}=\frac{1}{v} ;$ then $a y^{3} v-y-a=0$.
$\therefore u=a y^{3} v-y-a, \frac{d u}{d v}=a y^{3}, \quad \frac{d u}{d y}=3 a y^{2} v-1, \quad \frac{d y}{d v}=\frac{a y^{3}}{1-3 a y^{2} v}$.

$$
\frac{d^{2} y}{d v^{2}}=\frac{3 a y^{2}\left(1-3 a y^{2} v\right) \frac{d y}{d v}+\left(6 a y v \frac{d y}{d v}+3 a y^{2}\right) a y^{3}}{\left(1-3 r y^{2} v\right)^{2}}, \& \mathrm{c} ., \& \mathrm{c} .
$$

But when $\quad v=0,[y]=-a, \quad\left[\frac{d y}{d v}\right]=-a^{4}, \quad\left[\frac{d^{2} y}{d v^{2}}\right]=-6 a^{7}, \& c$.

$$
\therefore y=-a-\frac{a^{4} v}{1}-\frac{6 a^{7} v^{2}}{1.2} \& c .
$$

or by replacing $v$ by $\frac{1}{x^{3}}$,

$$
y=-a-\frac{a^{4}}{x^{3}}-\frac{3 a^{7}}{x^{6}} \& c .
$$

The use of this method is much restricted by the great labor usually required in forming the successive differential coefficients.
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## CHAPTER VII．

## ESTIMAJION OF THE VALUES OF FUNCTIONS HAYING THE INDETERMINATE FORM．

59．It frequently occurs that the substitution of a particular value for a variable $x$ in a fractional expression will cause that expression to assume the indeterminate form $\frac{0^{\circ}}{0}$ ．Such expressions are often called Vanishing Fractions，and they may be regarded as limits to the values of the ratios expressed by these fractions，when the variable value of $x$ is caused to approach indefinitely near to some particular value．

Thus in the example $u=\frac{x^{4}-1}{x^{3}-1}$ ，the value of which can usually be determined when that of $x$ is given，by a simple substitution，we find that it assumes the form $\frac{0}{0}$ when $x=1$ ．But the value of $u$ is even then determinate；for if we divide the numerator and de－ nominator of the fraction by $x-1$ ，before making $x=1$ ，we get

$$
u=\frac{x^{3}+x^{2}+x+1}{x^{2}+x+1}
$$

as a general value of $u$ ，and this becomes

$$
\frac{1+1+1+1}{1+1+1}=\frac{4}{3} \quad \text { when } \quad x=1
$$

Here we see plainly that it is the presence of the common factor $\boldsymbol{x}-1$ in the numerator and denominator which causes the fraction to assume the indeterminate form．In this，and in all similar cases，
the removal of the common factor serves to determine the value of $u$. But it usually occurs that the discovery of this factor is attended with considerable difficulty, and hence the necessity of some more general method by which to estimate the values of fractions which assume the indeterminate form $\frac{0}{0}$, when the variable $x$ takes a particular value. Such a method is readily supplied by the Differential Calculus.

It should be observed, however, that there are other indeterminate furms besides $\frac{0}{0}$, such as the following:

$$
\frac{\infty}{\infty}, \quad \infty \times 0, \quad \infty-\infty, \quad 0^{0}, \infty^{0} .1^{ \pm \infty},
$$

each of which will be considered in succession.
60. Prop. To determine the value of a function which takes the form $\frac{0}{0}$ for a particular value of the variable.

Let $u=\frac{P}{Q}=\frac{F x}{\varphi x}$ be a function which takes the form $\frac{0}{0}$ when $x=a$; that is, let $F a=0$, and $\varphi a=0$ : let it be proposed to find the particular value $[u]$ assumed by $u$ when $x=a$.

Suppose $x$ to take an increment $h$, converting $u, P$, and $Q$ into $u_{1}, P_{1}$, and $Q_{1}$, respectively, and let $P_{1}=F(x+h)$ and $Q_{1}=\varphi(x+h)$ be expanded by Taylor's Theorem : then denoting the successive differential coefficients $F x$ by $F_{1} x, F_{2} x, \& c$, and those of $\varphi x$ by $\varphi_{1} x, \varphi_{2} x, \& c$., we have
$u_{1}=\frac{P_{1}}{Q_{1}}=\frac{F(x+h)}{\varphi(x+h)}=\frac{F x+F_{1} x \frac{h}{1}+F^{2} x \frac{h^{2}}{1.2}+F^{3} x \frac{h^{3}}{1.2 .3}+\& c}{\varphi x+\varphi_{1} x \frac{h}{1}+\varphi_{2} x \frac{h^{2}}{1.2}+\varphi_{3} x \frac{h^{3}}{1.2 .3}+\& a}$
or when $x=a$

$$
u_{1}=\frac{F a+F_{1} a \frac{h}{1}+F_{2} a \frac{h^{2}}{1.2}+F_{3} a \frac{h^{3}}{1.2 .3}+\& c}{\varphi a+\varphi_{1} a \frac{h}{1}+\varphi_{2} a \frac{h^{2}}{1.2}+\varphi_{3} a \frac{h^{3}}{1.2 .3}+\& c}
$$

But by hypothesis, $F a=0$, and $\varphi a=0 . \therefore$ Omitting the first term in the numerator and denominator, and then dividing each by h. we get

$$
\begin{equation*}
u_{1}=\frac{F_{1} a+F_{2} a \frac{h}{1.2}+F_{3} a \frac{h^{2}}{1.2 .3}+\& c .}{\varphi_{1} a+\varphi_{2} a \frac{h}{1.2}+\varphi_{3} a \frac{h^{2}}{1.2 .3}+\& c .} \ldots \tag{1}
\end{equation*}
$$

Now making $h=0$, we convert $u_{1}$ into [u], and thus obtain

$$
[u]=\frac{F_{1} a}{\varphi_{1} a}
$$

Hence it appears that, in order to determine the value of a function $\frac{F x}{\varphi x}$ which takes the form $\frac{0}{0}$ when $x=a$, we must replace $F x$ and $\varphi x$ by the values of their first differential coefficients, and then make $x=a$ in each.

It will sometimes occur that this substitution will reduce to zero both $F_{1} a$ and $\varphi_{1} a$, in case

$$
[u]=\frac{F_{1} a}{\varphi_{1} a}=\frac{0}{0} \text { remains still undetermined. }
$$

we then omit $F_{1} a$ and $\varphi_{1} a$ in equation, (1) and divide the numerator and denominator by $\frac{h}{1.2}$, thus obtaining

$$
\begin{equation*}
u_{1}=\frac{F_{2} a+F_{3} a \frac{h}{3}+\& c .}{\varphi_{2} a+\varphi_{3} a \frac{h}{3}+\& c .} \ldots \tag{2}
\end{equation*}
$$

which becomes

$$
\begin{aligned}
{[u] } & =\frac{F_{2} a}{\varphi_{2} a} \\
h & =0 .
\end{aligned}
$$

when
$\therefore$ when the first differential coefficients both reduce to zero, they must be replaced by the second differential coefficients. If $F_{2} a$ and
$\varphi_{2} a$ both become zero also, we omit them in (2), then divide by $\frac{h}{3}$, and finally make $h=0$, obtaining

$$
[u]=\frac{F_{3} a}{\varphi_{3} a}
$$

And since the same reasoning may be extended, we have the following rule for finding the value of $[u]=\frac{F a}{\varphi a}=\frac{0}{0}$, viz. :
(Substitute for Fx and $\varphi \mathrm{x}$ their first, sccond, third, \&c., differential coeficients, and make $\mathrm{x}=\mathrm{a}$ in each result, until a pair of coefficients is obtuined, both of which do not reduce to zero; the fraction thus found will be the true valle of $[\mathrm{u}]$.

## EXAMPLES.

61. 62. $u=\frac{x^{5}-1}{x-1}=\frac{0}{0} \quad$ when $\quad x=1$.
$F x=x^{5}-1, \quad$ and $\quad \varphi x=x-1 . \quad \therefore F_{1} x=5 x^{4}, \quad$ and $. \varphi_{1} x=1$.

$$
\therefore F_{1} a=5, \quad \varphi_{1} a=1, \quad \text { and } \quad[u]=\frac{F_{1} a}{\varphi_{1} a}=\frac{5}{1}=5
$$

This result is easily verified by division, before making $x=1$; thus by actual division

$$
\frac{x^{5}-1}{x-1}=x^{4}+x^{3}+x^{2}+x+1=5 \quad \text { when } \quad x=1
$$

2. $\quad u=\frac{a^{x}-b^{x}}{x}=\frac{0}{0}$ when $x=0$.
$\frac{F_{1} x}{\varphi_{1} x}=\frac{\log a \cdot a^{z}-\log b . b^{x}}{1} . \quad \therefore \frac{F_{1^{\prime \prime}}}{\varphi_{1} a}=\log a-\log b=[u]$.
This result is easily verified by expanding $a^{x}$ and $b^{x}$.
Thus

$$
\frac{a^{x}-b^{x}}{x}
$$

$$
=\frac{1+\log a \cdot \frac{x}{1}+\log ^{2} a \frac{x^{2}}{1.2}+\& \mathrm{c} \cdot-1-\log b \cdot \frac{x}{1}-\log ^{2} b \cdot \frac{x^{2}}{1 \cdot 2}+\& \mathrm{c} .}{x}
$$

$$
\begin{gathered}
\therefore u=\log a-\log b+\frac{x}{1 \cdot 2}\left(\log ^{2} a-\log ^{2} b\right)+\& c . \\
\therefore ;[u]=\log a-\log b \quad \text { by making } \quad x=0 .
\end{gathered}
$$

3. $u=\frac{a-\sqrt{a^{2}-x^{2}}}{x^{2}}=\frac{0}{0} \quad$ when $\quad x=0$.

$$
\frac{F_{1} x}{\varphi_{1} x}=\frac{x\left(a^{2}-x^{2}\right)^{-\frac{1}{2}}}{2 x} ; \quad \therefore \frac{F_{1} a}{\varphi_{1} a}=\frac{0}{0}
$$

Here the first differential coefficients prove equal to zero, and therefore they must be replaced by the second differential coefficients. But

$$
\begin{gathered}
\frac{F_{2} x}{\varphi_{2} x}=\frac{\left(a^{2}-x^{2}\right)^{-\frac{1}{2}}+x^{2}\left(a^{2}-x^{2}\right)^{-\frac{3}{2}}}{2} \\
\therefore \frac{F_{2} a}{\varphi_{2} a}=\frac{\left(a^{2}\right)^{-\frac{1}{2}}}{2}=\frac{1}{2 a}=[u] .
\end{gathered}
$$

4. $\quad u=\frac{a x^{2}+a c^{2}-2 a c x}{b x^{2}-2 b c x+b c^{2}}=\frac{0}{0}$ when $\quad x=c$.

$$
\begin{gathered}
\frac{F_{1} x}{\varphi_{1} x}=\frac{2 a x-2 a c}{2 b x-2 b c} \cdot \therefore \frac{F_{1} a}{\varphi_{1} a}=\frac{2 a c-2 a c}{2 b c-2 b c}= \\
\frac{F_{2} x}{\varphi_{2} x}=\frac{2 a}{2 b} . \quad \therefore \frac{F_{2} a}{\varphi_{2} a}=\frac{2 a}{2 b}=\frac{a}{b}=[u] .
\end{gathered}
$$

5. $\quad u=\frac{x^{3}-a x^{2}-a^{2} x+a^{3}}{x^{2}-a^{2}}=\frac{0}{0}$ when $\quad x=a$.

$$
\frac{F_{1} x}{\varphi_{1} x}=\frac{3 x^{2}-2 u x-a^{2}}{2 x} \quad \therefore \frac{F_{1} a}{\varphi_{1} a}=\frac{0}{2 a}=0=[u] .
$$

6. $\quad u=\frac{a x-x^{2}}{a^{4}-2 a^{3} x+2 a x^{3}-x^{4}}=\frac{0}{0}$ when $\quad x=a$.

$$
\frac{F_{1} x}{\varphi_{1} x}=\frac{a-2 x}{-2 a^{3}+6 a x^{2}-4 x^{3}} \cdot \cdot \frac{F_{1} a}{\varphi_{1} a}=\frac{a-2 a}{-2 a^{3}+6 a^{3}-4 a^{3}}
$$

or

$$
\frac{F_{1} a}{\varphi_{1} a}=-\frac{a}{0}=-\infty=[u]
$$

7. $\quad u=\frac{\log x}{(1-x)^{\frac{1}{2}}}=\frac{0}{0}$ when $x=1$.

$$
\begin{aligned}
& \frac{F_{1} x}{\varphi_{1} x}=\frac{\frac{1}{x}}{-\frac{1}{2}(1-x)^{-\frac{1}{2}}}=-\frac{2(1-x)^{\frac{1}{2}}}{x}, \\
& \therefore \frac{F_{:} a}{\varphi \cdot a}=-\frac{2(1-1)^{\frac{1}{2}}}{1}=0=\lceil u\rceil .
\end{aligned}
$$

8. $\quad u=\frac{e^{n x}-e^{n a}}{(x-a)^{s}}=\frac{0}{0} \quad$ when $\quad x=a$, ( $s$ being an integer.)

- Differentiating $s$ times, we get

$$
\frac{F_{s} x}{\varphi_{s} x}=\frac{n^{s} e^{n x}}{s(s-1)(s-2) \ldots \ldots 3.2 .1}
$$

$$
\therefore \frac{F_{s} a}{\varphi_{t} a}=\frac{n^{s} e^{n a}}{s(s-1)(s-2) \ldots \ldots \cdot 3 \cdot 2 \cdot 1}=[u] .
$$

9. $\quad u=\frac{\tan x-\sin x}{\sin ^{3} x}=\frac{0}{0}$ when $x=0$.

$$
\frac{F_{1} x}{\varphi_{1} x}=\frac{\sec ^{2} x-\cos x}{3 \sin ^{2} x \cdot \cos x}, \quad \therefore \frac{F_{1} a}{\varphi_{1} a}=\frac{\sec ^{2} 0-\cos 0}{3 \sin ^{2} 0 \cdot \cos 0}=\frac{0}{0} .
$$

$$
\frac{F_{2} x}{\varphi_{2} x}=\frac{2 \sec ^{2} x \cdot \tan x+\sin x}{6 \sin x \cdot \cos ^{2} x-3 \sin ^{3} x}
$$

$$
\therefore \frac{F_{2} a}{\varphi_{2} a}=\frac{2 \sec ^{2} 0 \cdot \tan 0+\sin 0}{6 \sin 0 \cdot \cos ^{2} 0-3 \sin ^{3} 0}=\frac{0}{0}
$$

$$
\frac{F_{3} x}{\varphi_{3} x}=\frac{4 \sec ^{2} x \cdot \tan ^{2} x+2 \sec ^{4} x+\cos x}{6 \cos ^{3} x-12 \sin ^{2} x \cdot \cos x-9 \sin ^{2} x \cdot \cos x}
$$

$\therefore \frac{F_{3} a}{\varphi^{3} a}=\frac{4 \sec ^{2} 0 \cdot \tan ^{2} 0+2 \sec ^{4} 0+\cos 0}{6 \cos ^{3} 0-12 \sin ^{2} 0 \cdot \cos 0-9 \sin ^{2} 0 \cdot \cos 0}=\frac{3}{6}=\frac{1}{2} \therefore \quad[. u\rfloor$.
62. The method just explained and illustrated, ceases $u$, be applicable when we obtain a differential coefficient whose value bccomes infinite by making $x=a$; for such a result shows the
impossibility of developing the corresponding function $F^{\prime}(x+h)$ by Taylor's Theorem, for that particular value of $x$, and therefore the process founded on such development fails.

The expedient adopted in such cases, is that of substituting $a+h$ for $x$, then expanding numerator and denominator by the common algebraic methods, then dividing numerator and denominator by the lowest power of $h$ found in either, and finally making $h=0$. A few examples will illustrate this method.
63. 1. $u=\frac{\left(a^{2}-x^{2}\right)^{\frac{8}{2}}}{(a-x)^{\frac{3}{2}}}=\frac{0}{0}$ when $x=a$.

Here the first differential coefficients reduce to zero, and all suo ceeding coefficients become infinite when $x=a$. We therefore put $a+h$ for $x$ and expand.

$$
\begin{aligned}
\therefore u_{1}= & \frac{\left(a^{2}-a^{2}-2 a h-h^{2}\right)^{\frac{8}{2}}}{(a-a-h)^{\frac{3}{2}}}=\frac{(2 a+h)^{\frac{3}{2}} \cdot(-h)^{\frac{8}{2}}}{(-h)^{\frac{8}{2}}} \\
= & (2 a+h)^{\frac{3}{2}}=(2 a)^{\frac{8}{2}}+\frac{3}{2}(2 a)^{\frac{1}{2}} h+\& c . \\
& \therefore[u]=(2 a)^{\frac{3}{2}} .
\end{aligned}
$$

2. $u=\frac{\sqrt{x-\sqrt{a+\sqrt{x-a}}}}{\sqrt{x^{2}-a^{2}}}=\frac{0}{0}$ when $x=a$.

Put

$$
a+h \text { for } x
$$

$$
\begin{aligned}
\therefore u_{2} & =\frac{(a+h)^{\frac{1}{2}}-a^{\frac{1}{2}}+(a+h-a)^{\frac{1}{2}}}{\left(a^{2}+2 a h+h^{2}-a^{2}\right)^{\frac{1}{2}}}=\frac{h^{\frac{1}{2}}+\frac{1}{2} a^{-\frac{1}{2}} h-\& \mathrm{c} .}{h^{\frac{1}{2}}(2 a+h)^{\frac{1}{2}}} \\
& =\frac{1+\frac{1}{2} a^{\frac{1}{2}} h^{\frac{1}{2}} \& \mathrm{c} .}{(2 a)^{\frac{1}{2}}+\frac{1}{2}(2 a)^{\frac{-1}{2}} h \& \mathrm{c} .}
\end{aligned}
$$

$$
\therefore[u]=\frac{1}{(2 a)^{\frac{1}{2}}}
$$

Remark: This metnod may be used even in those cases to which the method of differentiation is applicable. We will now consider the other indeterminate forms.
64. Prop. To find the value of the function $u=\frac{P}{Q}=\frac{F x}{\varphi x}$. which assumes the form $\frac{\infty}{\infty}$ when $x=a$.

Put

$$
\begin{gathered}
P=\frac{1}{p} \text { and } Q=\frac{1}{q} . \text { Then we have } \\
u=\frac{\frac{1}{p}}{\frac{1}{q}}=\frac{q}{p}=\frac{0}{0} \text { when } x=a .
\end{gathered}
$$

Thus the function being reduced to the ordinary form $\frac{0}{0}$, its value may be found by the methods already explained.

Now since $\quad p=\frac{1}{P}, \quad \frac{d p}{d x}=-\frac{1}{P^{2}} \cdot \frac{d P}{d x}=-\frac{F_{1}^{\prime} x}{(f x)^{2}}$
And similarly $\quad \frac{d q}{d x}=-\frac{\varphi_{1} x}{(\varphi x)^{2}}$

$$
\therefore[u]=\frac{F a}{\varphi a}=\frac{\frac{\varphi_{1} a}{(\varphi a)^{2}}}{\frac{F_{1}^{\prime} a}{\left(F^{\prime} a\right)^{2}}}=\frac{(F a)^{2}}{(\varphi a)^{2}} \times \frac{\varphi_{1} a}{F_{1}^{\prime} a} .
$$

$$
\therefore 1=\frac{F a}{\varphi a} \times \frac{\varphi_{1} a}{F_{1}^{\prime} a} \text { whence } \frac{F a}{\varphi a}=\frac{F_{1} a}{\varphi_{1} a}=[u] .
$$

Hence it appears that the ordinary direct process of substituting for numerator and denominator, their first differential coefficients will apply when the function takes the form $\frac{\infty}{\infty}$. But since when $P=\infty$ and $Q=\infty$, their differential coefficients will also be infinite, the reduced fraction will still take the form $\frac{\infty}{\infty}$, and therefore will not serve to determine the true value of $u$, unless we can discover a factor common to the numerator and denominator, or can trace some relation between the numerator and denominator of the nnw fraction, which will facilitate the determination of its value.
65. Prop. To find the value of the function $u=P \times Q=F x \times \varphi$ a which takes the form $\infty \times 0$ when $x=a$.

Put $P=\frac{1}{p}$. . Then $u=\frac{Q}{p}=\frac{0}{0}$ when $x=a$, the common form.
Now since $p=\frac{1}{P}, \quad$ we have $\frac{d p}{d x}=-\frac{1}{P^{2}} \cdot \frac{d P}{d x}=-\frac{F_{1} x}{(F x)^{2}}$

$$
\therefore[u]=-\left(F^{\prime} a\right)^{2} \cdot \frac{\varphi_{1} a}{F_{1} a}
$$

But since when $P=F x=\infty$, its differential coefficients will alsa be infinite, the value of $u$ will take the form $\frac{\infty}{\infty}$, unless the infinite factor should disappear by division.
66. Prop. To find the value of the function $u=P-Q=F x-\varphi x_{1}$ which takes the form $\infty-\infty$ when $x=a$.

Put

$$
P=\frac{1}{p} \text { and } Q=\frac{1}{q} \quad \text { Then }
$$

$$
u=\frac{1}{p}-\frac{1}{q}=\frac{q-p}{p q}=\frac{0}{0} \quad \text { when } \quad x=a
$$

and the value is to be found by the ordinary method.
67. Prop. To find the value of the function $u=P^{Q}=(F x)^{\varphi x}$ which takes either of the forms $0^{0}, \infty^{0}$, or $1^{ \pm \infty}$, when $x=a$.

1st. Let the form be $u=0^{0}$. Passing to logarithms we have

$$
\begin{gathered}
\log u=Q \cdot \log P=\varphi x \cdot \log (F x) \\
\ddots[\log u]=\varphi a \cdot \log (F a)=-0 \times \infty
\end{gathered}
$$

which is one of the furms already provided for.
Thus, having found $\log u$, we have $u=e^{\log u}$.
2d. Let the form be $u=\infty^{0}$. Then $\log u=Q$. $\log P=\varphi x \cdot \log (F x)$.

$$
\therefore[\log u]=\varphi a . \log (F a)=0 \times \infty .
$$

a form already considered.

3d. Let the form be $1^{ \pm \infty}$.
Then

$$
\log u=Q \log P=\varphi x \cdot \log (F x)
$$

$$
\therefore[\log u]=\varphi a \cdot \log (F a)= \pm \infty \times 0
$$

and the form is still the same.

## EXAMPLES.

68. 69. $u=(1-x) \cdot \tan \left(x \cdot \frac{\pi}{2}\right)=0 \times \infty \quad$ when $\quad x=1$.

Here $\quad F x=\tan \left(x \cdot \frac{\pi}{2}\right) \quad$ and $\quad \varphi x=1-x$,

$$
\begin{gathered}
\therefore F_{1} x=\frac{\pi}{2} \sec ^{2}\left(x \cdot \frac{\pi}{2}\right), \quad \varphi_{1} x=-1, \\
\therefore[u]=-(F a)^{2} \frac{\varphi_{1} a}{F_{1} a}=\tan ^{2}\left(1 \times \frac{\pi}{2}\right) \frac{1}{\frac{\pi}{2} \cdot \sec ^{2}\left(1 \times \frac{\pi}{2}\right)} \\
\\
=\frac{\sec ^{2} \frac{1}{2} \pi-1}{\frac{\pi}{2} \sec ^{2} \frac{1}{2} \pi}=\frac{2}{\pi}\left(1-\cos ^{2} \frac{1}{2} \pi\right)=\frac{2}{\pi} .
\end{gathered}
$$

2. $u=e^{\frac{1}{x}} \cdot \sin x=\infty \times 0 \quad$ when $x=0$.

$$
\begin{gathered}
F x=e^{\frac{1}{x}}, \quad \varphi x=\sin x, \quad \therefore F_{1} x=-\frac{1}{x^{2}} e^{\frac{1}{x}}, \quad \varphi_{1} x=\cos x . \\
\therefore \quad[u]=-(F a)^{2} \frac{\varphi_{1} a}{F_{1} a}=e^{\frac{q}{y}} \cdot \frac{0^{2}}{e^{\frac{1}{f}}}=e^{\frac{1}{y}} \times 0^{2} .
\end{gathered}
$$

Here the function still takes the furm $\infty \times 0$; but the true value is easily found by expanding $e^{\frac{1}{2}}$.

For

$$
\begin{aligned}
e^{\frac{1}{2}} \cdot x^{2}= & \left(1+\frac{1}{x}+\frac{1}{1 \cdot 2 \cdot x^{2}}+\frac{1}{1 \cdot 2 \cdot 3 \cdot x^{3}}+\& c .\right) x^{2} \\
= & x^{2}+x+\frac{1}{1 \cdot 2}+\frac{1}{1 \cdot 2 \cdot 3 x}+\& c . \\
& \therefore \quad e^{\frac{1}{y}} \times 0^{2}=\infty=[u] .
\end{aligned}
$$

FUNCTIONS HAVING THE INDETERMINATE FORM.
3. $\dot{u}=\frac{x^{n}}{e^{x}}=\frac{\infty}{\infty}$ when $x=\infty$.

Differentiating $n$ times, we get

$$
[u]=\frac{n(n-1)(n-2) \ldots .3 \cdot 2 \cdot 1}{e^{\infty}}=0 .
$$

4. $u=\frac{\log x}{x^{n}}=\frac{\infty}{\infty} \quad$ when $\quad x=\infty$.

$$
\begin{aligned}
& F_{1} x=\frac{1}{x}, \quad \varphi_{1} x=n x^{n-1} . \\
& \therefore \quad[u]=\frac{F_{1} a}{\varphi_{1} a}=\frac{1}{n \cdot \infty^{n}}=0 .
\end{aligned}
$$

5. $u=\frac{1}{1-x}-\frac{2}{1-x^{2}}=\infty-\infty$ when $x=1$.

$$
\begin{gathered}
p=\frac{1}{F x}=1-x, \quad q=\frac{1}{\varphi x}=\frac{1-x^{2}}{2} \\
\therefore u=\frac{q-p}{p q}=\frac{\frac{1}{2}\left(1-x^{2}\right)-(1-x)}{\frac{1}{2}\left(1-x^{2}\right)(1-x)} \\
=\frac{\frac{1}{2}(1+x)-1}{\frac{1}{2}\left(1-x^{2}\right)}=\frac{0}{0} \text { when } x=1 . \\
\therefore \quad[u]=\frac{\frac{1}{2}}{-1}=-\frac{1}{2}
\end{gathered}
$$

3. $u=\frac{x}{x-1}-\frac{1}{\log x}=\infty-\infty$ when $x=1$.

$$
p=\frac{1}{F x}=\frac{x-1}{x}, \quad q=\log x
$$

$$
\therefore u=\frac{q-p}{p q}=\frac{x \log x-x+1}{(x-1) \log x}=\frac{0}{0} \quad \text { when } \quad x=1
$$

$$
\therefore \quad[u]=\frac{\log 1+1-1}{\log 1+1-1}=\frac{0}{0} .
$$

Differentiating numerator and denominator of the valuc of $u$ second time, and making $x=1$, we get

$$
[u]=\frac{1}{1+1}=\frac{1}{2}
$$

7. $u=x^{x}=0^{0}$ when $x=0$.

$$
\log u=x \cdot \log x=-0 \times \infty, \quad \text { when } \quad x=0 .
$$

or,

$$
\log u=\frac{\log x}{\frac{1}{x}}=-\frac{\infty}{\infty} \text { when } x=0
$$

Then

$$
F x=\log x, \quad \text { and } \quad \varphi x=\frac{1}{x}
$$

$\therefore \frac{F_{1} x}{\varphi_{1} x}=\frac{\frac{1}{x}}{-\frac{1}{x^{2}}}=-x . \quad \therefore[\log u]=\frac{F_{1} a}{\varphi_{1} a}=0$, and $[u]=1$
8. $u=x^{\sin x}=0^{0}$, when $x=0$.

Since $\frac{\sin x}{x}=1$ when $x=0, \therefore x^{\sin x}=x^{x}=1$ when $x=0$.
And similarly $\sin x^{\sin x}=x^{x}=1$ when $x=0$.
Again, since $\quad \sin x \cdot \log x=\sin x \cdot \log x \cdot \log e$.

$$
\begin{gathered}
\therefore x^{\sin x}=e^{\sin x \cdot \log x}=1 \text { when } x=0 . \\
\quad \therefore \sin x \cdot \log x=0, \text { when } x=0 .
\end{gathered}
$$

And similarly $\sin x \cdot \log \sin x=0$ when $x=0$.
D. $u=\cot x^{\sin x}=\infty^{0}$ when $x=0$.

$$
\begin{aligned}
\log u & =\sin x \cdot \log \frac{\cos x}{\sin x}=\sin x(\log \cos x-\log \sin x) . \\
& =0-0=0 \quad \text { when } \quad x=0, \quad \therefore\lfloor u]=1
\end{aligned}
$$

10. $u=(1+n x)^{\frac{1}{x}}=1^{\infty}$ when $x=0$.

$$
\log u=\frac{\log (1+n x)}{x}=\frac{0}{0} \quad \text { when } \quad x=0
$$

$\therefore$ By differentiation, $[\log u]=\frac{n}{1}=n$, and $[u]=e^{n}$.
This result is easily verified; for by expanding $(1+n x)^{\frac{1}{2}}$ by the binomial theorem, we obtain

$$
\begin{gathered}
u=1+\frac{1}{x}(n x)+\frac{1}{x}\left(\frac{1}{x}-1\right) \frac{(n x)^{2}}{1.2}+\frac{1}{x}\left(\frac{1}{x}-1\right)\left(\frac{1}{x}-2\right) \frac{(n x)^{3}}{1.2 .3}+\& \mathrm{c} \\
=1+n+\frac{n^{2}}{1.2}(1-x)+\frac{n^{3}}{1.2 .3}\left(1-3 x-2 x^{2}\right) \& c . \\
\therefore \quad[u]=1+n+\frac{n^{2}}{1.2}+\frac{n^{3}}{1.2 .3}+\& c .
\end{gathered}
$$

which series is the expansion of $e^{n}$.

$$
\text { 11. } u=(\cos a x)^{(\operatorname{cosec} c x)^{3}}=1^{\infty}, \text { when } x=0
$$

$$
\log u=\operatorname{cosec}^{2} c x \cdot \log \cos a x=\frac{\log \cos a x}{\sin ^{2} c x}=\frac{0}{0} \quad \text { when } \quad x=0
$$

Put $\quad \log \cos \alpha x=F x \quad$ and $\quad \sin ^{2} c x=\varphi x$.
$\therefore F_{1} x=-a \cdot \tan \alpha x, \quad \varphi_{1} x=2 c \cdot \sin c x^{\circ} \cdot \cos c x=c \cdot \sin 2 c x$.

$$
\therefore \frac{F_{1} a}{\varphi_{1} a}=\frac{0}{0} .
$$

Differentiating again we get

$$
\begin{gathered}
F_{2} x=-a^{2} \cdot \sec ^{2} a x, \quad \varphi_{2} x=2 c^{2} \cdot \cos 2 c x \\
\therefore \frac{F_{2} a}{\varphi_{2} a}=-\frac{a^{2}}{2 c^{2}} \cdot \therefore[u]=e^{-\frac{a^{2}}{2 c^{2}}}
\end{gathered}
$$

## CHAPTER VIII.

## MAXIMA AND MINIMA FUNCTIONS OF A SINGLE VARIABLE.

69. If $u$ be a function whose value depends on that of a variable $x$, so that $u=F x$, and if, when $x$ takes a certain value $a$, the corresponding value $u_{1}$ of $u$ be greater than the values which immedıately precede and follow it, then the value $u_{1}$ is called a maximum; but if the intermediate value be less than those which precede and follow it immediately, the value $u_{1}$ is said to be a minimum.

Suppose for example that when $x=a$, the general value $u=F \cdot x$ becomes $u_{1}=F a$, that when $x=a \pm h u$ becomes $u_{2}=F(a+h)$, or $u_{3}=F(a-h)$, and suppose that for some small but finite value of $h$, and for all values between that and zero, the corresponding values of both $u_{2}$ and $u_{3}$ shall be less than $u_{1}$, then will $u_{1}$ be a maximum; but if $u_{2}$ and $u_{3}$ be both greater than $u_{1}$, then the latter will be a minimum.
70. In order to discover the conditions necessary to render a function ( $u=F x$ ) either a maximum or minimum, the following principle will be established.

Prop. In any series $A h^{a}+B h^{b}+C h^{c}+\& c$. , arranged according to the positive ascending powers of $h$, a value may be assigned to $h$ so small as to render the first term $A h^{a}$, (which contains the lowest power of $h$ ), greater than the sum of all the succeeding terms.

Proof. Assume $A>B h^{b-a}+C h^{c-a}+\& c$., a condition always possible, since by diminishing $h$ the second member may be ren-
dered less than any assignable quantity. Multiply each member by $h^{a}$; and there will result $A h^{a}>B h^{b}+C h^{c}+\& c$., as stated in the enunciation of the proposition.

Cor. The value of $h$ may be taken so small that the sign of the first term shall control that of the entire series.
71. Prop. To determine the conditions necessary to render a function $u$ of a single variable $x$, either a maximum or minimum.

Let $u=F x$, and suppose $x$ to receive successively an increment and a decrement $h$. Then developing by Taylor's Theorem, we get
$u_{2}=F(x+h)=F x+\frac{d F x}{d x} \cdot \frac{h}{1}+\frac{d^{2} F x}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} F x}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& c$.
$u_{3}=F(x-h)=F x-\frac{d F x}{d x} \cdot \frac{h}{1}+\frac{d^{2} F x}{d x^{2}} \cdot \frac{h^{2}}{1.2}-\frac{d^{3} F x}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& c$.
Now in order that $F x$. may exceed both $F(x+h)$ and $F(x-h)$, it is obviously necessary that the algebraic sum of the terms succeeding the first term in each of the series (1) and (2) shall be negative; that is, we must have by empioying the usual nutation,

$$
F_{1} x \cdot \frac{h}{1}+F_{2} x \frac{h^{2}}{1.2}+F_{3} x \frac{h^{3}}{1.2 .3}+\& c .<0 \ldots(3)
$$

and $-F_{1} x \cdot \frac{h}{1}+F_{2} x \frac{h^{2}}{1.2}-F_{3} x \frac{h^{3}}{1.2 .3}+\& c .<0 \ldots$ (4).
Now the sign of the first term in each of the series (3) and (4) will control that of the entire series when $h$ is taken sufficiently small, and since the first terms of (3) and (4) have contrary signs, it is impossible that both of these series shall be negative, so long as the term $F_{1} x \cdot \frac{h}{1}$ has a finite value. Hence the first condition necessary to render $F x$ a maximum is that $F_{1} x \cdot \frac{h}{1}=0$, or since $h$ is fuite

$$
F_{1} x=\frac{d F x}{d x}=0 \ldots(5)
$$

Now omitting the first terms of (3) and (4), we have

$$
\begin{array}{ll} 
& F_{2} x \frac{h^{2}}{1.2}+F_{3} x \frac{h^{3}}{1.2 .3}+\& c .<0 \ldots(6), \\
\text { and } \quad & F_{2} x \frac{h^{2}}{1.2}-F_{3} x \cdot \frac{h^{3}}{1.2 .3}+\& c .<0 \ldots(\hat{\imath})
\end{array}
$$

The signs of the series (6) and (7) will be controlled ny those of their first terms, which term.s have the pusitive sign in both series; and therefore each series will be negative when $F_{\mathbf{2}} x \frac{h^{2}}{1.2}$ is an essentially negative quantity, or when $F_{2} x$ is essentially negative, (since $\frac{h^{2}}{1.2}$ is always positive).

Thus the two conditions which usually characterize a maximum value of $F x$ are

$$
\frac{d F x}{d x}=0, \quad \text { and } \quad \frac{d^{2} F x}{d x^{2}}<0
$$

On the contrary, when $F x$ is a minimum, we must have $F x$ less than $F(x+h)$ and $F(x-h)$, and therefore by a similar counse of reasoning. the necessary conditions are

$$
\frac{d F x}{d x}=0, \quad \text { and } \quad \frac{d^{2} F x}{d x^{2}}>0
$$

The conditions here obtained are those usually applicable: the exceptions will now be considered.
72. The results obtained in the last proposition indicate the following as the ordinary rule by which to discover those values of the independent variable $x$, which will render any proposed function $u$ a maximum or minimum.

1st. Form the first differential coefficient $\frac{d u}{d x}$, place its value equal to zero, and then solve the equation thus formed, obtaining the several values of $x$.

2d. Form the second differential coefficient $\frac{d^{2} u}{d x^{2}}$, and substitute for $\boldsymbol{x}$, in the value of that coefficient, each of the values found above. Then all those values of $x$ which render $\frac{d^{2} u}{d x^{2}}$ negative, will corres pond to maximum values of $u$; but those values of $x$ which render $\frac{d^{2} u}{d x^{2}}$ positive, will correspond to minimum values of $u$. And when the proper values of $x$ have been ascertained, the maximum or minimum values of $u$ are found by simple substitution in the .2quation $u=F x$.
73. 1. In the application of the preceding method, it may occur that a value of $x$, obtained by making $\frac{d u}{d x}=0$, will, when substitued in $\frac{d^{2} u}{d x^{2}}$, cause that coefficient to reduce to zero also. In that case, the signs of the series, (6) and (7), in the last proposition, will depend on the terms which contain the third differential coefficients; and since these terms have contrary signs in the two series, the value of $x$ which renders $\frac{d u}{d x}=0$, and $\frac{d^{2} u}{d x^{2}}=0$, cannot render $u$ either a maximuin or minimum, unless it should happen to render $\frac{d^{3} u}{d \cdot x^{3}}=0$ also. When this occurs, we must examine the sign of the fourth differential coefficient, which now controls the sign of each series, and if this be negative, the value of $u$ will be a maximum ; but if positive, a minimum.

And since the same reasoning could be extended when other differ ential coefficients reduce to zero, we have the following more general rule for the discovery of maximum and minimum values of a function of a single variable.

1st. Form the first differential coefficient, place its value equal to zero, and deduce the corresponding values of $x$.

2d. Substitute each of these values in the succeeding differential coefficients, stopping at the first coefficient which does not reduce to
zero. If this coefficient be of an odd degree, the corresponding value of $u$ will be netner a maximum nor a minimum ; but if it be of an even degree, the value of $u$ will be a maximum or mininum, according as the sign of that coefficient is negative or positive.

The annexed diagram will illustrate the fact that the same function may have several maximum and several minimum values; and that
 one minimum may exceed another maximum. Thus, if the curve $C D E F G H$ be the locus of the equation $y=F x$, then will $D Q$ and $F S$ represent maximum ralues of the ordinates $y$, while $C P, E R$, and $G X$ will be minimum values of the same. Also the minimum $G X$ exceeds the maximum $D Q$.
74. The substitution of a value $x=a$, derived from the equation $\frac{d u}{d x}=0$, in the succeeding differential coefficients, will sometimes cause the first of these coefficients which does not reduce to zern, to become infinite.

This happens only when the development of $F(x+h)$ in the ordinary form (by Taylor's Theorem) is not possible for that particular value of $x$. We must then find by other methods (such as algebraic development) the true value of the term which cannot be obtained by Taylor's Theorem. If it be found to contain a power of $h$, which will change sign with $h$, such as $h^{\frac{11}{3}}$ or $h^{\frac{1}{8}}$, the value of $u$ will be neither a maximum nor a minimum; but if the power o $h$ be such as will not change with $h$, as $h^{\frac{8}{8}}$ or $h^{\frac{1}{6}}$, the value of will be a maximum when that term is essentially negative, and a minimum when the term is essentially positive.
75. Finally, it may occur that when $x$ has a particular value $a$, the first differential coefficient $\frac{d u}{d x}$ will become infinite, and, therefore
in order $t$, complete the search for maximum and minimum values of $u$, we ought to solve the equation $\frac{d u}{d x}=\infty$, and if $a$ be a root of that equation, we must substitute $a+h$, and $a-h$ for $x$ in $u=F x$. Then if the term containing the lowest power of $h$ be found to change sign with $h$, there will be neither maximum nor minimum; but if not, there will be a maximum when that term is negative, and a minimum when it is positive.
76. Prop. To determine the maximum and minimum values of an implicit function of a single variable $x$.

Let $F(x, y)=0$ be the relation connecting $x$ and $y$,

$$
\text { Put } u=F(x, y)=0 \text {; then } \frac{d y}{d x}=-\frac{\frac{d u}{d x}}{\frac{d u}{d y}}
$$

But when $y$ is a maximum or minimum, $\frac{d y}{d x}=0 ; \cdot \cdot \frac{d u}{d x}=0$ also, and we have the two following conditions by which to determine the values of $x$ and $y$, viz. :

$$
\frac{d u}{d x}=\frac{d F(x \cdot y)}{d x}=0 \ldots(1), \text { and } \quad u=F(x, y)=0 \ldots(2)
$$

Having found the values of $x$ and $y$ which correspond to either a maximum or minimum, we distinguish one from the other by substituting the same values in the successive differential coefficients, and stopping at the first which does not reduce to zero. If this be negative, $y$ will be a maximum; if positive, a minimum.

The successive differential coefficients are formed without difficulty from the value of $\frac{d y}{d x}$ already found, and their particular values, when $\frac{d y}{d x}=0$, become much simplified.
Thus, put $\frac{d u}{d x}=p_{1} \frac{d u}{d y}=q_{1} \frac{d^{2} u}{d x_{2}}=p_{2}, \frac{d^{2} u}{d y_{2}}=q_{2}, \& c$., and employ the [ ] to represent the particular values of the quantities enclosell,
when $\frac{d u}{d x}=p_{1}=0$. Then observing that $p_{1} q_{1} \& c$., are usually funa tions of both $x$ and $y$, we have

$$
\begin{aligned}
& \frac{d y}{d x}=-\frac{p_{1}}{q_{1}}=0 . \quad \therefore p_{1}=0 . \\
& \frac{d^{2} y}{d x^{2}}=-\frac{q_{1}\left(\frac{d p_{1}}{d x}+\frac{d p_{1}}{d y} \cdot \frac{d y}{d x}\right)-p_{1}\left(\frac{d q_{1}}{d x}+\frac{d q_{1}}{d y} \cdot \frac{d y}{d x}\right)}{q_{1}{ }^{2}} \\
&=-\frac{q_{1}\left(p_{2}-\frac{d p_{1}}{d y} \cdot \frac{p_{1}}{q_{1}}\right)-p_{1}\left(q_{2}-\frac{d q_{1}}{d y} \cdot \frac{p_{1}}{q_{2}}\right)}{q_{1}{ }^{2}} \\
& \therefore\left[\frac{d^{2} y}{d x^{2}}\right]=-\frac{\left[p_{2}\right]}{\left[q_{1}\right]}=-\frac{\left[\frac{d^{2} u}{d x^{2}}\right]}{\left[q_{1}\right]} .
\end{aligned}
$$

And in a similar manner the higher differential coefficients can be formed, although the operation is more laborious.
77. The following considerations will facilitate, the application of the preceding principles to particular examples:

1st. If a quantity which is a maximum or minimum contain a constant factor, that factor may be omitted and the result will still be a maximum or minimum.

2d. If $u$ be a maximum or minimum, then $u \pm a$ is also a maximum or minimum, but $a-u$ will be a minimum when $u$ is a maximum, and a maximum when $u$ is a minimum.

3d. If $u$ be a maximum, $\frac{1}{u}$ will be a minimum; and if $u$ be a minimum, $\frac{1}{u}$ will be a maximum.
4th. If $u$ be a maximum or minimum and positive, then $u^{2}, u^{3}$, nnd in general $u^{n}$, will be a maximum or minimum where $n$ is any positive integer: but if $u$ be negative, $u^{2}, u^{4}$, and in general $u^{2 n}$, will be a maximum when $u$ is a minimum; and a minimum when $u$ is a maximum.

5th. If $u$ be a maximum or minimum and positive, $\log u$ will also be a maximum or minimum.

6 th. If the power $u^{2 n}$ be a maximum or minimum, the root $u$ is not necessarily either a maximum or minimum; for it may be imaginary; and even when $u^{2 n}=0$ and a maximum, the corresponding root $u=0$, although real, is not admissible as a maximum, because the adjacent values of $u$ are imaginary.

7th. The value $x=\infty$ cannot correspond to a maximum or minimum value of $u$, because $x$ cannot have a preceding and a succeeding value; but $u=\infty$ may be a maximum provided the preceding and succeeding values of $u$ have like signs.

8 th. In determining whether $u$ is a maximum or minimum by the sign of $\frac{d^{2} u}{d x^{2}}$, when $\frac{d u}{d x}$ has the form of a product $v_{1}, v_{2}, v_{3} \ldots v_{x}$, and $x=a$ causes one factor $v_{n}$ to become equal to zero, the only term in $\frac{d^{2} u}{d x^{2}}$ necessary to be examined is that involving $\frac{d v_{n}}{d x}$, since the other terms disappear with $v_{n}$.
78. 1. To determine the values of the variable $x$ which render the function $u=6 x+3 x^{2}-4 x^{3}$ a maximum or minimum, and the corresponding values of the function $u$.
Here $\quad u=6 x+3 x^{2}-4 x^{3} . \quad \therefore \frac{d u}{d x}=6+6 x-12 x^{2}=0$,
or

$$
x^{2}-\frac{1}{2} x=\frac{1}{2} \quad . \therefore x=\frac{1}{4} \pm \frac{3}{4}=+1 \quad \text { or } \quad-\frac{1}{2}
$$

Hence if $u$ have maximum or minimum values, they must occur when $x=1$ or when $x=-\frac{1}{2}$.

To discover whether these values are maxima or ininima, we form the second differential coefficient: thus

$$
\begin{aligned}
\frac{d^{2} u}{d x^{2}}=6-24 x & =6-24=-18 & \text { when } & x=1 \\
& =6+12=+18 & \text { when } & x=-\frac{1}{2}
\end{aligned}
$$

$\therefore$ when

$$
x=1, \quad u=6+3-4=5 \quad \text { a maxinum }
$$

whən

$$
x=-\frac{1}{2}, \quad u=-3+\frac{3}{4}+\frac{1}{2}=-\frac{7}{4} \text { a minimum }
$$

2. $u=x^{4}-8 x^{3}+22 x^{2}-24 x+12$, a maximum or minimum. $\frac{d u}{d x}=4 x^{3}-24 x^{2}+44 x-24=0$ or $x^{3}-6 x^{2}+11 x-6=0$.

The value $x=1$ is obviously a root of this equation, and by dividing the first member by $x-1$ we have for the depressed equation

$$
x^{2}-5 x+6=0 . \quad \therefore x=2, \quad \text { or } \quad x=3
$$

Hence the values requiring examination are

$$
x=1, \quad x=2, \quad \text { and } \quad x=3
$$

But $\quad \frac{d^{2} u}{d x^{2}}=12 x^{2}-48 x+44=+8 \quad$ when $\quad x=1$, $=-4 \quad$ when $\quad x=2$,
$=+8$ when $x=3$.

- when $\quad x=1 ; u=3$ a minimum,
when $\quad x=2, u=4$ a maximum,
when $\quad x=3, \quad u=3$ a minimum.

3. $u=x^{5}-5 x^{4}+5 x^{3}+1$ a maximum or minimum

$$
\begin{gather*}
\frac{d u}{d x}=5 x^{4}-20 x^{3}+15 x^{2}=0 \quad \text { or } \quad x^{4}-4 x^{3}+3 x^{2}=0 \ldots  \tag{1}\\
\therefore x^{2}=0, \quad \text { or } \quad x^{2}-4 x+3=0,
\end{gather*}
$$

and the four roots of (1) are $0,0,1$, and 3 .
$\frac{d^{2} u}{d x^{2}}=20 x^{3}-60 x^{2}+30 x=0 \quad$ when $x=0 ;\left(\because\right.$ let us examine $\left.\frac{d^{3} u}{d x^{3}}\right)$.

$$
\begin{aligned}
&=-10^{\prime \prime} x=1 ; \text { then, } u=2, \text { a max. } \\
&=+90^{\prime \prime} \\
& \frac{d^{3}}{} \\
& \frac{d^{3} u}{d x^{3}}=60 x^{2}-120 x+30=30 \text { when } x=-26, a \min
\end{aligned}
$$

$\therefore u=1$ is neither a maximum nor a minimum.
79. In each of the preceding examples, the condition $\frac{d u}{d x}=\infty$, renders $x=\infty$, and therefore not applicable to a maximum or minimum.

Remark. In forming the second differential coefficient, it will save labor to omit any positive numerical factor common to every term of the first differential coefficient, and the sign of the second differential coefficient will not be affected by such omission.
80. Ex. 1. $u=\frac{(x+3)^{3}}{(x+2)^{2}}$ a maximum or minimum.

$$
\frac{d u}{d x}=\frac{3(x+3)^{2}(x+2)-2(x+3)^{3}}{(x+2)^{3}}=0, \quad \text { or, } \frac{d u}{d x}=\infty .
$$

But, when $\frac{d u}{d x}=0$ we have $3(x+3)^{2}(x+2)-2(x+3)^{3}=0$
$\cdot x+3=0$, or, $3(x+2)=2(x+3), \therefore x=-3$, or, $x=0$.

$$
\begin{aligned}
\frac{d^{2} u}{d x^{2}} & =\frac{6(x+3)(x+2)^{2}-12(x+3)^{2}(x+2)+6(x+3)^{3}}{(x+2)^{4}} \\
& =\frac{9}{8} \text { when } x=0, \text { and } \because u=\frac{27}{4} \text { a minimum. } \\
& =0 \quad \text { ". } x=-3 .
\end{aligned}
$$

Now, without actually forming the 3d differential coefficient, it is easily seen that it will contain one term (and only one) which will not reduce to zero when $x=-\mathbf{3}$; and, therefore, the corresponding value of $u$ is neither a maximum nor minimum.

The value $x=0$, gives $u=\frac{27}{4}$ a minimum.
Now taking the equation $\frac{d u}{d x}=\frac{3(x+3)^{3}(x+2)-2(x+3)^{3}}{(x+2)^{3}}=\infty$,
we get $\quad x+2=0$, or, $x=-2$,
and by putting successively $x=-2+h$ and $x=-2-h$, in the value of the original function $u$, there results

$$
\begin{aligned}
& u_{2}=F(a+h)=\frac{(-2+h+3)^{3}}{(-2+h+2)^{2}}=\frac{(1+h)^{3}}{h^{2}} \\
& u_{3}=F(a-h)=\frac{(-2-h+3)^{3}}{(-2-h+2)^{2}}=\frac{(1-h)^{3}}{h^{2}}
\end{aligned}
$$

and since both of these are positive values, and less than that orresponding to $x=-2$, we have $u=\infty$ a maximum.
2. $u=\frac{(x-1)^{2}}{(x+1)^{3}}$, a maximum or minimum.
$\frac{d u}{d x}=\frac{2(x-1)(x+1)^{3}-3(x+1)^{2}(x-1)^{2}}{(x+1)^{6}}=0$, or, $\frac{d u}{d x}=\infty$,
$\therefore x-1=0$; or, $2(x+1)-3(x-1)=0$, or, $x+1=0$.
$\therefore x=1, \quad$ or, $x=5, \quad$ or, $x=-1$.
$\frac{d^{2} u}{d x^{2}}=\frac{2(x+1)^{2}-12(x+1)(x-1)+12(x-1)^{2}}{(x+1)^{5}}$
$\therefore \frac{d^{2} u}{d x^{2}}=\frac{1}{4}$ when $x=1$, and $u=0$, a minimum.

$$
=-\frac{1}{324} \text { when } x=5, \text { and } u=\frac{2}{27} \text { a maximum. }
$$

When $x=-1, u=\infty$, which is neither a maximum nor a minimum, for

$$
u_{2}=F(a+h)=\frac{(-2+h)^{2}}{(+h)^{3}}>0
$$

but

$$
u_{3}=F(a-h)=\frac{(-2-h)^{2}}{(-h)^{3}}<0
$$

$8 u=b+(x-a)^{\frac{8}{2}}$, a maximum or minimum.

$$
\frac{d u}{d x}=\frac{3}{2}(x-a)^{\frac{1}{2}}=0, \quad \therefore x=a, \quad \text { and } \quad u=b .
$$

But $\frac{d^{2} u}{d x^{2}}=\frac{3}{4}(x-a)^{-\frac{1}{2}}=\infty$, when $x=\alpha$.

Hence we cannot develop by Taylor's Theorem. Put $a \pm \boldsymbol{h}$, for $x$ in the value of $u$.
and

$$
\therefore u_{2}=b+(a+h-a)^{\frac{8}{2}}=b+(+h)^{\frac{3}{2}}>b,
$$

This last value is imaginary, and therefore, $u=b$ is neither a maximum nor a minimum.
4. $u=b+(x-a)^{\frac{\frac{1}{2}}{2}}$, a maximum or minimum.

$$
\begin{gathered}
\frac{d u}{d x}=\frac{4}{3}(x-a)^{\frac{1}{3}}=0, \quad \therefore x=a, \quad \text { and } u=b . \\
\frac{d^{2} u}{d x^{2}}=\frac{4}{9}(x-a)^{-\frac{9}{3}}=\infty, \text { when } x=a . \quad \text { Then put } x=a \pm h . \\
\therefore u_{2}=b+(a+h-a)^{\frac{4}{3}}=b+(+h)^{\frac{4}{3}}>b, \\
\quad u_{3}=b+(a-h-a)^{\frac{4}{3}}=b+(-h)^{\frac{4}{3}}>b, \text { also. } \\
\therefore x=a \text { gives } u=b, \text { a minimum. }
\end{gathered}
$$

and
5. $u=b-(a-x)^{\frac{\frac{8}{b}}{b}}$, a maximum or minimum.

$$
\frac{d u}{d x}=\frac{8}{5}(a-x)^{\frac{8}{b}}=0, \quad \therefore x=a, \quad \text { and } \quad u=b .
$$

$\frac{d^{2} u}{d x^{2}}=-\frac{24}{25}(a-x)^{-\frac{q}{z}}=-\infty$, when $x=a$. Then put $x=a \pm h$.
$\therefore u_{2}=b-(-h)^{\frac{1}{2}}<b, \quad$ and $\quad u_{3}=b-(+h)^{\frac{t}{b}}<b$, also. $\therefore x=a$ gives $u=b$, a maximum.
6. $u:=b+(x-a)^{\frac{5}{3}}+c(x-a)^{2}$, a maximum or minimum.

$$
\begin{aligned}
& \frac{d u}{d x}=\frac{5}{3}(x-a)^{\frac{2}{3}}+2 c(x-a)=0 \\
& \quad r-a=0, \quad \text { or, } \quad \frac{5}{3}+2 c(x-a)^{\frac{1}{2}}=0
\end{aligned}
$$

$\therefore x=a$, and $u=b$, or, $x=a-\frac{125}{216 c^{3}}$, and $u=b-\frac{3125}{46656 c^{5}}$.
But $\quad \frac{d^{2} u}{d x^{2}}=\frac{10}{9}(x-a)^{-\frac{1}{8}}+2 c=\infty, \quad$ when $x=a$

$$
=\frac{2}{3} c>0 \text { when } x=a-\frac{125}{216 c^{3}} .
$$

Hence when $x=a-\frac{125}{216 c^{3}}$, we have $u=b-\frac{3125}{46656 c^{5}}$,
a minimum.
In order to examine the value of $x=a$, put $a \pm h$ for $x$ in the original value of $u$.
$\therefore u_{2}=b+(+h)^{\frac{5}{8}}+c(+h)^{2}>b, u_{3}=b+(-h)^{\frac{6}{3}}+r(-h)^{2}<b$.
$\therefore u=b$ is neither a maximum nor a minimum.
7. To inscribe the greatest rectangle in a given circle.

Put the diameter $A C=a$, and the side $A B=x$; then $A D=\sqrt{a^{2}-x^{2}}$ and $A B \times A D=x \sqrt{a^{2}-x^{2}}$.

$\therefore u=(A B \times A D)^{2}=x^{2}\left(a^{2}-x^{2}\right)=$ a max.

$$
\begin{gathered}
\therefore \frac{d u}{d x}=2 a^{2} x-4 x^{3}=0 . \quad \therefore x=0, \quad \text { or } x=a \sqrt{\frac{1}{2}} \\
\begin{array}{c}
\frac{d^{2} u}{d x^{2}}=2 u^{2}-12 x^{2}=2 a^{2} \quad \text { when } \quad x=0 \\
=-4 a^{2} \quad \text { " } \quad x=a \sqrt{\frac{1}{2}} \\
\therefore A D=\sqrt{a^{2}-\frac{1}{2} a^{2}}=a \sqrt{\frac{1}{2}}=A B
\end{array}
\end{gathered}
$$

and the rectangle must be a square. Its area is $\frac{1}{2} a^{2}$.
8. To inscribe a maximum eylinder in a given right cone having a circular base.

Put $A O$ the radius of the cone's base $=b, C O$ the altitude of the cone $=a, D F$ the altitude of the cylinder $=x$.

Then from the similar triangles $C O A$ and $C Q D$ we have $C O: C Q:: O A: Q D=\frac{C Q \times O A}{C O}$

$$
=\frac{(a-x) b}{a}
$$


$\therefore$ volume of cylinder $=\frac{\pi(a-x)^{2} b^{2} x}{a^{2}}$.

$$
\begin{aligned}
& \therefore u=(a-x)^{2} x=a^{2} x-2 a x^{2}+x^{3}=\text { maxımum } . \\
& \therefore \frac{d u}{d x}=a^{2}-4 a x+3 x^{2}=0, \text { or } \quad x^{2}-\frac{4}{3} a x=-\frac{1}{3} a^{2} \text {. } \\
& x=\frac{2}{3} a \pm \frac{1}{3} a=a \quad \text { or } \quad=\frac{1}{3} a . \\
& \frac{d^{2} u}{d x^{2}}=-4 a+6 x=2 a \quad \text { when } \quad x=a \\
& =-2 a \quad \text { " } \quad x=\frac{1}{3} a
\end{aligned}
$$

Hence the altitude of the cylinder is one-third of the cone, and consequently

$$
\text { volume of cylinder }=\frac{4}{27} \pi a b^{2}=\frac{4}{9} \text { volume of cone. }
$$

9. Find the greatest and least ordinates of the curve whose equation is $a^{2} y-a x^{2}+x^{3}=0$.
Put

$$
u=a^{2} y-a x^{2}+x^{3}=0 \ldots(1)
$$

Then

$$
\frac{d u}{d x}=-2 a x+3 x^{2}=0 \ldots \text { (2) }
$$

Combining (1) and (2), we get

$$
x=0 \quad \text { and } \quad y=0, \quad \text { or } \quad x=\frac{2}{3} a \quad \text { and } \quad y=\frac{4}{2 \gamma} a
$$

But

$$
\begin{aligned}
& \frac{d \iota}{d y}=a^{2}, \quad \frac{d^{2} u}{d x^{2}}=-2 a+6 x \\
& \therefore\left[\frac{d^{2} y}{d x^{2}}\right]=-\left[\frac{d^{2} u}{d x^{2}}\right] \div\left[\frac{d u}{d y}\right]=\frac{2}{a} \quad \text { when } \quad x=0 \\
&=-\frac{2}{a} \quad \text {, } \quad x=\frac{2}{3} a
\end{aligned}
$$

$\therefore$ When $x=0, y=0$, a min., and when $x=\frac{2}{3} a, y=\frac{4}{27} a=\mathrm{a} \max$.
10. To find a number $x$ such that its $x^{\text {th }}$ root shall be a maximum.

$$
\begin{gathered}
u=x^{\frac{1}{x}}=\text { a maximum. } \quad \frac{d u}{d x}=x^{\frac{1}{x}-2}(1-\log x)=0 . \\
\therefore x^{\frac{1}{x}-2}=0 \quad \text { or } 1-\log x=0 .
\end{gathered}
$$

The first of these equations gives $x=0$; the second $\log x=1$; whence $x=e$ and $u=e^{\frac{1}{e}}=$ maximum.

In this and in many similar examples, we may draw the final inference without forming the second differential coefficient, it being obvious from the nature of the question that there is one, and only one maximum, and it being easy to decide which of the values of $x$ is that applicable to the maximum.
11. To cut the greatest parabola from a given right cone having a circular base.

Put $A B$ the diameter of the base $=a, A C$ the slant height $=b$, and $B G=x$.


Then $A G=a-x$, and by the property of the circle,

$$
F E=2 F G=2 \sqrt{x(a-x)}
$$

Also by the similar triangles $B A C$ and $B G D$, we have

$$
\begin{aligned}
& \qquad B A: A C:: B G: G D=\frac{A C \times B G}{B A}=\frac{b x}{d} \\
& \text { But tne area of the parabola. }
\end{aligned}
$$

$$
F D E=\frac{2}{3} F E \times G D=\frac{4}{3} \cdot \frac{b x}{a} \sqrt{a x-x^{2}}
$$

$\therefore u=a x^{3}-x^{4}=\max ; \quad \frac{d u}{d x}=3 a x^{2}-4 x^{3}=0$, and $x=0$ or $x=\frac{3}{4} a$,
the second value being obviously that required, since when $x=0$ the area of the parabola $=0$.
$\therefore$ area of maximum parabola $=\frac{1}{4} a b \sqrt{3}$.
12. To form the greatest quadrilateral with four given lines taken in a given order.

Put $A B=a, B C=b, C D=c, D A=e$, angle $B A D=x$, and $B C D=x_{1}$, the latter angle $x_{1}$ being obviously a function of $x$, since the two are connected by the relation


$$
[B D]^{2}=a^{2}+e^{2}-2 a e \cos x=b^{2}+c^{2}-2 b c \cdot \cos x_{1} \ldots(1)
$$

But area $\quad A B C D=\triangle A B D+\triangle B C D=\frac{1}{2} a e \sin x+\frac{1}{2} b c \sin x_{1}$.
$\therefore u=a e \sin x+b c . \sin x_{1}=$ a max., and $\frac{d u}{d x}=a e \cos x+b c \cos x_{1} \frac{d x_{1}}{d x}=0$.
Now by differentiating (1), we have

$$
a e \cdot \sin x=b c \cdot \sin x_{1} \frac{d x_{1}}{d x}
$$

$\therefore \frac{d x_{1}}{d x}=\frac{a e \cdot \sin x}{b c \cdot \sin x_{1}} . \quad \therefore \frac{d u}{d x}=a e \cdot \cos x+b c \cdot \cos x_{1} \frac{a e \sin x}{b c \sin x_{1}}=0$.
$\therefore \sin x \cos x_{1}+\sin x_{1} \cos x=0$, or $\sin \left(x+x_{1}\right)=0$.

$$
\therefore x+x_{1}=0, \quad \text { or } \quad x+x_{1}=180^{\circ} .
$$

The latter is plainly the required solution, and consequently the quadrilateral must be such as can be inscribed in a circle.
13. To find the greatest quadrilateral that can be contained within a given perimeter.

Suppose $A B C D$ to be the required figure, and suppose two of the sides $x$ and $y$ to vary, while the other two sides $v$ and $z$ and the diagonal $t$ remain unchanged. Then, since $A B C D$ is supposed to be the greatest quadrilateral which can be formed with the given perimeter, the triangle $A B C$
 must be greater than any other triangle having the same base $t$, and the sum of the sides $=x+y=b$ a constant.

But if

$$
x+y+t=s
$$

the area of the $\triangle A B C=\sqrt{\frac{1}{2} s\left(\frac{1}{2} s-x\right)\left(\frac{1}{2} s-y\right)\left(\frac{1}{2} s-t\right)}$
Therefore, by squaring and omitting the constant factors
$u=\left(\frac{1}{2} s-x\right)\left(\frac{1}{2} s-y\right)=\left(\frac{1}{2} s-x\right)\left(\frac{1}{2} s-b+x\right)=$ a maximum.
$\therefore \frac{d u}{d x}=\left(\frac{1}{2} s-x\right)-\left(\frac{1}{2} s-b+x\right)=0$, or $b-2 x=0$, and $\therefore x=\frac{1}{2} b$.
$\therefore y=b-x=x=\frac{1}{2} b$.
that is, the sides $A B$ and $B C$ must be equal. Similarly it may be shown that $x=v, v=z, z=y$.

Hence the figure must be equilateral, and, consequently, either a rhombus or square. But, since the lengths of the sides are now given, the quadrilateral must admit of being inscribed in a circle.
$\therefore$ The figure inust be a square.
14. To find the greatest figure of $n$ sides contained within a given perimeter.

By supposing two sides $A B$ and $B C$ to vary, while the other sides remain fixed in magnitude and position, we prove, as in the last example, that $A B=B C$; and similarly that $B C=C D, C D=D E$, \&c. Therefore the required figure must be
 equilateral.

Then, supposing the three equal sides $H A, A B$, and $B C$, to vary in position, while the other sides remain fixed, we show, as in a preceding example, that the circumference of a circle can be described through $H, A, B$, and $C$; and, similarly, that a circumference can be drawn through $A, B, C$, and $D$. But only one circumference can be drawn through the same three points $A, B$, and $C$. Therefore the same circumference passes through $H, A, B, C$, and $D$. And, similarly, it may be shown that this circumference passes through $E, F, G, \& c . \quad \therefore$ The polygon must be equiangular, and, consequently, regular.
15. To divide a line $a$ into $n$ parts, $x, x_{1}, x_{2}, \& c$., and determine the relations between those parts when the continued product of their numerical values shall be a maximum.

Let two of these parts $x$ and $x_{1}$ vary, while $x_{2}, x_{3}$, \&c., remain constant.

Put $x_{2}+x_{3}+\& c .=b$, and $x_{2} \times x_{3} \times x_{4} \& c .=c$
Then $x+x_{1}=a-b$, and $x x_{1} \cdot x_{2} \cdot x_{3} \& c .=x(a-b-x) c$.
$\therefore u=x(a-b-x)=$ a maximum, $\frac{d u}{d x}=a-b-2 x=0$
$\therefore x=\frac{1}{2}(a-b)$, and $x_{1}=a-b-x=\frac{1}{2}(a-b)=x$.
Similarly, $x_{2}=x, x_{3}=x, \& c$., and, therefore, the parts are all equal.
16. To determine the number of equal parts into which a given number $a$ must be divided, so that their continued product may be a maximum.

Let $x=$ required number of parts; then $\frac{a}{x}=$ value of one part.

$$
\therefore \frac{a}{x} \times \frac{a}{x} \times \frac{a}{x} \text { \&c. to } x \text { factors }=\left(\frac{a}{x}\right)^{x}=\text { a maximum. }
$$

$\therefore u=\log \left(\frac{1}{x}\right)^{x}=x(\log a-\log x)=$ a max. $\frac{d u}{d x}=\log a-\log x-1=0$

$$
\therefore \log \frac{a}{x}=1 \cdot \frac{a}{x}=e, \quad \text { and } \quad x=\frac{a}{e} .
$$

This is a solution in the aritimetical sense only when $a$ is a multiple of $\rho$, fir otherwise $x$ would not be an integer.

The general solution belongs to the following problem. To find a number $x$ such that the $x^{t h}$ power of $\frac{a}{x}$ shall be a maximum.
17. To determine the point $P$, in the line joining the centres $C$ and $C_{1}$ of two mequal spheres, from which the greatest amount of spherical surface can be seen.


Put $C O=r, C_{1} O_{1}=r_{1}, C C_{1}=a \quad C P=x, C_{1} P=x_{1}=a-x$.
$\therefore C D=\frac{r^{2}}{x}, C_{1} D_{1}=\frac{r_{1}{ }^{2}}{x_{1}}, D E=r-\frac{r^{2}}{x}=\frac{r(x-r)}{x}$.
and similarly

$$
D_{1} E_{1}=\frac{r_{1}\left(x_{1}-r_{1}\right)}{x_{1}}
$$

$\therefore$ Surface of zone $O E Q=2 \pi r \frac{r(x-r)}{x}$

$$
O_{1} E_{1} Q_{1}=2 \pi r_{1} \frac{r_{1}\left(x_{1}-r_{1}\right)}{x_{1}}
$$

$$
\begin{array}{r}
\quad u=\frac{r^{2} x-r^{3}}{x}+\frac{r_{1}^{2} x_{1}-r_{1}^{3}}{x_{1}}=r^{2}+r_{1}^{2}-\frac{r^{3}}{x}-\frac{r_{1}^{3}}{a-x}=\max \\
\therefore \frac{d u}{d x}=\frac{r^{3}}{x^{2}}-\frac{r_{1}^{3}}{(a-x)^{2}}=0 \quad \cdot \cdot \frac{r^{\frac{8}{2}}}{x}=\frac{r_{1}^{\frac{8}{2}}}{a-x} \\
\therefore x=\frac{x r^{\frac{8}{2}}}{r^{\frac{8}{2}}+r_{1}^{\frac{8}{2}}}, \text { and surface seen }=2 \pi\left[r^{2}+r_{1}^{2}-\frac{\left(r^{\frac{8}{2}}+r_{1}^{\frac{8}{2}}\right)^{2}}{a}\right],
\end{array}
$$

which is always less than the entire surface of the two spheres.
18. A right prism, whose base is a regular hexagon, is truncated by three planes drawn through the alternate vertices of the upper base, and intersecting at a common point in the axis prolonged. Required the inclinations of the planes to the axis, when the truncate prism shall (with a given volume) be contained under the least surface.

Let $A B C D E F$ be the lower base of the prism, and $a b c d f$, the upper base.

Join $f b, b d$, and $d f$, and through these lines draw planes inter secting the axis $R r$ prolonged at some point $v$.

The plane fub intersects the edge $A a$ at $a_{1}$, cutting off from the prism, the triangular pyramid $f b a a_{1}$. From $r$, the centre of the upper base, draw $r f, r a$, and $r b$. 'Then $f a b r$ is a rhombus, whose diagonals bisect each other at $o$ perpendicularly. Join $v a_{1}$; it will be perpendicular to $f b$, and will pass through $o$. Then $\omega_{o}=o r$, and $\therefore a a_{1}=r v$.
$\therefore$ Pyramid $f b a a_{1}$, is equal to the pyramid $f b r v$.
$\therefore$ The volume of the prism, when terminated by the three planes which intersect at $v$, is equal to the volume of the original prism, for all inclinations of the planes.

$$
\text { Put } \quad B b=a, A B=b, \text { the angle } r v o=x \text {. }
$$

Then $\quad r o=o a=\frac{1}{2} b, \quad a a_{1}=\frac{1}{2} b \cot x, \quad o a_{1}=o v=\frac{1}{2} b \operatorname{cosec} x$,

$$
o f=o b=\frac{1}{2} \overline{b \sqrt{ } 3} . \quad A a_{1}=a-\frac{1}{2} b \cot x .
$$


$\therefore$ Surface $A B b a_{1}=\frac{1}{2} b\left(2 a-\frac{1}{2} b \cdot \cot x\right)$.
Surface $a_{1} b v f=f b \times v o=\frac{1}{2} b^{2} \sqrt{3 \operatorname{cosec} x}$.
Hence by the nature of the question, we shall have $6 A B b a_{1}+3 a_{1} b v f=3 b\left(2 a-\frac{1}{2} b \cot x\right)+\frac{3}{2} b^{2} \sqrt{3} \operatorname{cosec} x=\mathrm{a}$ min. $\therefore u=2 a-\frac{1}{2} b \cot x+\frac{1}{2} b \sqrt{3} \operatorname{cosec} x=a$ minimum .

$$
\frac{d u}{d x}=\frac{1}{2} b\left(\operatorname{cosec}^{2} x-\sqrt{3 \operatorname{cosec} x \cot x)=0 . \quad} \quad \therefore \cos x=\frac{1}{\sqrt{3}}\right.
$$

$$
\therefore x=54^{\circ} 44^{\prime} 08^{\prime \prime}
$$

This is the celebrated problem relating to the form of the cells of the bee.

## CHAPTER IX.

## FUNCTIONG OF TWO INDEPENDENT VARIABLES.

81. Hitherto it has been supposed that the function $u$ depended, either directly or indirectly, on a single variable $x$. But the value of $u$ may depend on the values of two or more variables, entirely independent of each other. Thus, if there were given

$$
u=x y+y^{2}, \ldots .(1)
$$

we might suppose $x$ to vary and $y$ to be constant; or $y$ to be variable and $x$ constant; or, lastly, $x$ and $y$ may vary simultaneously. These three suppositions lead to three essentially different changes in the function $u$.
Thus when $x$ becomes $x+h$, and $y$ is constant, $u$ becomes

$$
u_{1}=x y+h y+y^{2} .
$$

When $y$ becomes $y+k$, and $x$ is constant, $u$ becomes

$$
u_{2}=x y+x k+y^{2}+2 y k+k^{2} .
$$

And finally, when $x$ and $y$ become respectively $x+h$ and $y+k$;
$u$ becomes $u_{3}=x y+h y+k x+y^{2}+2 k y+k^{2}+h k$.
The general case is presented in the following proposition.
82. Prop. Having given $u=F(x, y) \ldots$ (1)., to develop $u_{3}=F(x+h \quad y+k)$, the variables $x$ and $y$ being independent of each other.

Since $x$ and $y$ are supposed to have no mutual dependence, they may be supposed to vary successively.

Let $x$ take an increment $h$; then $u$ becomes $u_{1}=F(x+h, y)$ which, developed as a function of $x+h$ by Taylor's Theorem, gives

$$
\begin{equation*}
u_{1}=u+\frac{d u}{d x} \cdot \frac{h}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} u}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& c . \tag{2}
\end{equation*}
$$

in which $u, \frac{d u}{d x}, \frac{d^{2} u}{d x^{2}}, \quad \& \mathrm{c}$., are functions of both $x$ and $y$.
Now, if in every term of (2), we replace $y$ by $y+k$, we shall convert $u_{1}=F(x+h, y)$ into $u_{3}=F(x+h, y+k)$, and, since each term in the second member of (2) will then be a function of $y+k$, we must replace

$$
\begin{gathered}
u \text { by } u+\frac{d u}{d y} \cdot \frac{k}{1}+\frac{d^{2} u}{d y^{2}} \cdot \frac{k^{2}}{1.2}+\& \mathrm{c} . \\
\frac{d u}{d x} \text { by } \frac{d u}{d x}+\frac{d \frac{d u}{d x}}{d y} \cdot \frac{k}{1}+\frac{d^{2} \frac{d u}{d x}}{d y^{2}} \cdot \frac{k^{2}}{1 \cdot 2}+\& \mathrm{c} . \\
\frac{d^{2} u}{d x^{2}} \text { by } \frac{d^{2} u}{d x^{2}}+\frac{d \frac{d^{2} u}{d x^{2}}}{d y} \cdot \frac{k}{1}+\frac{d^{2} \frac{d^{2} u}{d x^{2}}}{d y^{2}} \cdot \frac{k^{2}}{1 \cdot 2}+\& c . \\
\frac{d^{3} u}{d x^{3}} \text { by } \frac{d^{3} u}{d x^{3}}+\frac{d \frac{d^{3} u}{d x^{3}}}{d y} \cdot \frac{k}{1}+\frac{d^{2} \frac{d^{3} u}{d x^{3}}}{d y^{2}} \cdot \frac{k^{2}}{1.2}+\& c . \\
\text { But we put for convenience } \frac{d \frac{d u}{d x}}{d y}=\frac{d^{2} u}{d x d y}, \text { indicating thereby }
\end{gathered}
$$ that two differentiations of $u$ have been performed, the first with respect to $x$, and the second with respect to $y$. Similarly we put $\frac{d^{2} \frac{d u}{d x}}{d y^{2}}=\frac{d^{3} u}{d x d y^{2}}$, and $\frac{d \frac{d^{2} u}{d x^{2}}}{d y}=\frac{d^{3} u}{d x^{2} d y}$; the first expression indicating one differentiation with respect to $x$, followed by two with respect to $y$; and the second implying two differentiations with regard to $x$, followed by one with regard to $y$. And generally, we denote the result of $n$ differentiations with respect to $x$, followed by $m$ differentiations with respect to $y$, by the symbol.

$$
\frac{d^{n+m} u}{d x^{n} d y^{m}}
$$

Now let the necessary substitutions be made in (2), and we shall get

$$
\begin{aligned}
& u_{3}=u+\frac{d u}{d x} \cdot \frac{h}{1}+\frac{d u}{d y} \cdot \frac{k}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{2} u}{d x d y} \cdot \frac{h k}{1}+\frac{\dot{d}^{2} u}{d y^{2}} \cdot \frac{k^{2}}{1.2} \\
& +\frac{d^{3} u}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\frac{d^{3} u}{d x^{2} d y} \cdot \frac{h^{2} k}{1.2}+\frac{d^{3} u}{d x d y^{2}} \cdot \frac{h k^{2}}{1.2}+\frac{d^{3} u}{d y^{3}} \cdot \frac{k^{3}}{1.2 .3}+\& c .
\end{aligned}
$$

which is the proposed expansion.
If we had supposed the variable $y$ to receive its increment first, we should have obtained the following series for $u_{3}$.

$$
\begin{aligned}
& u^{3}=u+\frac{d u}{d y} \cdot \frac{k}{1}+\frac{d u}{d x} \cdot \frac{h}{1}+\frac{d^{2} u}{d y^{2}} \cdot \frac{k^{2}}{1.2}+\frac{d^{2} u}{d y d x} \cdot \frac{k h}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{h^{2}}{1.2} \\
& +\frac{d^{3} u}{d y^{3}} \cdot \frac{k^{3}}{1.2 .3}+\frac{d^{3} u}{d y^{2} d x} \cdot \frac{k^{2} h}{1.2}+\frac{d^{3} u}{d y d x^{2}} \cdot \frac{k h^{2}}{1.2}+\frac{d^{3} u}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& \mathrm{c} .
\end{aligned}
$$

The two series must obviously give equal results, and being true fur all values of $h$ and $k$, the coefficients of the like powers and products of $k$ and $k$ must be equal.

$$
\therefore \frac{d^{2} u}{d x d y}=\frac{d^{2} u}{d y d x}, \quad \frac{d^{3} u}{d x^{2} d y}=\frac{d^{3} u}{d y d x^{2}}, \quad \frac{d^{3} u}{d x d y^{2}}=\frac{d^{3} u}{d y^{2} d x} \& c .
$$

Hence the result of $n$ differentiations with respect to $x$, followed by $m$ differentiations with respect to $y$, will be the same as that pro duced by performing the differentiations in a contrary order.

## EXAMPLES OF DIFFERENTIAL COEFFICIENTS.

83. 84. 

$$
u=x^{3} y+a y^{2}
$$

$\frac{d u}{d x}=3 x^{2} y, \quad \frac{d u}{d y}=x^{3}+2 a y, \quad \frac{d^{2} u}{d x^{2}}=6 x y, \quad \frac{d^{2} u}{d y^{2}}=2 a$
$\frac{d^{2} u}{d x d y}=3 x^{2}$ and $\frac{d^{2} u}{d y d x}=3 x^{2}$ also.
$\frac{d^{3} u}{d x^{3}}=6 y, \quad \frac{d^{3} u}{d y^{3}}=0, \quad \frac{d^{3} u}{d x^{2} d y}=6 x=\frac{d^{3} u}{d y d x^{2}}, \quad \frac{d^{3} u}{d x d y^{2}}=0=\frac{d^{3} u}{d y^{2} d x}$
$\frac{d^{4} u}{d x^{4}}=0, \quad \frac{d^{4} u}{d x^{3} d y}=6=\frac{d^{4} u}{d y d x^{3}}, \quad \frac{d^{4} u}{d x^{2} d y^{2}}=0=\frac{d^{4} u}{d y^{2} d x^{2}}, \& c ., \& c$.
2. $\quad u=\tan ^{-1} \frac{x}{y} \cdot \frac{d u}{d x}=\frac{y}{x^{2}+y^{2}}, \frac{d u}{d y}=-\frac{x}{x^{2}+y^{2}}$,

$$
\frac{d^{2} u}{d x d y}=\frac{x^{2}-y^{2}}{\left(x^{2}+y^{2}\right)^{2}}=\frac{d^{2} u}{d y d x}, \& c \cdot, \& c
$$

3. $u=\sin x \cdot \cos y \cdot \frac{d u}{d x}=\cos x \cdot \cos y, \frac{d u}{d y}=-\sin x \cdot \sin y$.

$$
\begin{aligned}
& \frac{d^{2} u}{d x d y}=-\cos x \cdot \sin y=\frac{d^{2} u}{d y d x}, \quad \frac{d^{2} u}{d x^{2}}=-\sin x \cos y \\
& \frac{d^{3} u}{d x^{2} d y}=\sin x \sin y=\frac{d^{3} u}{d y d x^{2}}=\frac{d^{3} u}{d x d y d x} \& c
\end{aligned}
$$

In general the order of the differentiations is immaterial, provided we always differentiate the same number of times with respect to the same variable.

The expressions $\frac{d u}{d x}$ and $\frac{d u}{d y}$ are called partial differential coefficients: $\frac{d u}{d x} d x$ and $\frac{d u}{d y} d y$ are called partial differentials, and $d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y$ is the total differential of $u$.
84. Similarly, if $u=F(x, y, z)$, where $x, y$, and $z$, are *independent variables, then

$$
d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y+\frac{d u}{d z} d z
$$

And generally, to differentiate a function of several independent variables, we must differentiate successively with respect to each, and add the results.
85. If it were proposed to develop $u_{1}=F(x+h, y+k, z+l)$, where $u=F(x, y, z)$, we should obtain, by supposing $x, y$, and $z$ to vary, and reasoning as in the expansion of $F(x+h, y+k)$,

$$
\begin{aligned}
u_{1}= & u+\frac{d u}{d x} \cdot \frac{h}{1}+\frac{d u}{d y} \cdot \frac{k}{1}+\frac{d u}{d z} \cdot \frac{l}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{2} u}{d x d y} \cdot \frac{h k}{1}+\frac{d^{2} u}{d y^{2}} \cdot \frac{k^{2}}{1.2} \\
& +\frac{d^{2} u}{d x d z} \cdot \frac{h l}{1}+\frac{d^{2} u}{d z^{2}} \cdot \frac{l^{2}}{1.2}+\frac{d^{2} u}{d y d z} \cdot \frac{k l}{1}+\frac{d^{3} u}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3} \\
& +\frac{d^{3} u}{d x^{2} d y} \cdot \frac{h^{2} k}{1.2}+\frac{d^{3} u}{d x d y^{2}} \cdot \frac{h k^{2}}{1.2}+\frac{d^{3} u}{d y^{3}} \cdot \frac{k^{3}}{1.2 .3}+\frac{d^{3} u}{d x^{2} d z} \cdot \frac{h^{2} l}{1.2}+\& \mathrm{c}
\end{aligned}
$$

Remark. The formula $d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y+\frac{d u}{d z} d z+\& c$., for differentiating a function of several variables, may be deduced immediately from the preceding development.

For put $k=r h, l=r_{1} h, \& c$. where $r, r_{1} \& c$. are arbitrary, since $x, y, z, \& c$., are independent of each other. Then by substitution and reduction,

$$
\frac{u_{1}-u}{h}=\frac{d u}{d x}+r \frac{d u}{d y}+r_{1} \frac{d u}{d z} \& c .+ \text { terms in } h, h^{2}, \& c .
$$

and by passing to the limit, making $h=0$, neglecting terms con taining $h, h^{2}$, \&c., and finally making
$u_{1}-u=d u, \quad h=d x, \quad r h=k=d y, \quad r_{1} h=l=d z, \& c$. , we get

$$
d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y+\frac{d u}{d z} d z+\& c
$$

86. Prop. To differentiate successively $u=F(x, y)$.

We have already found the first differential

$$
d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y
$$

Differentiating this and observing that $\frac{d u}{d x}$, and $\frac{d u}{d y}$ are usually functions of both $x$ and $y$, but that $d x$ and $d y$ are constant, we get

$$
\begin{aligned}
d^{2} u & =\frac{d^{2} u}{d x^{2}} d x^{2}+\frac{d^{2} u}{d x d y} \cdot d x d y+\frac{d^{2} u}{d y d x} \cdot d y d x+\frac{d^{2} u}{d y^{2}} \cdot d y^{2} \\
\quad d^{2} u & =\frac{d^{2} u}{d x^{2}} d x^{2}+2 \frac{d^{2} u}{d x d y} \cdot d x d y+\frac{d^{2} u}{d y^{2}} \cdot d y^{2}:
\end{aligned}
$$

and by differentiating again, we have

$$
\begin{aligned}
d^{3} u= & \frac{d^{3} u}{d x^{3}} d x^{3}+3 \frac{d^{3} u}{d x^{2} d y} \cdot d x^{2} d y+3 \frac{d^{3} u}{d x d y^{2}} d x d y^{2}+\frac{d^{3} u}{d y^{3}} \cdot d y^{3} . \\
d^{4} u= & \frac{d^{4} u}{d x^{4}} \cdot d x^{4}+4 \frac{d^{4} u}{d x^{3} d y} \cdot d x^{3} d y+6 \frac{d^{4} u}{d x^{2} d y^{2}} d x^{2} d y^{2}+4 \frac{d^{4} u}{d x d y^{3}} d x d y^{3} \\
& +\frac{d^{4} u}{d y^{4}} d y^{4}:
\end{aligned}
$$

and similarly may $l^{5} u, d^{6} u, \& c$., be found, the numerical coefficients of the several terms proving the same as in the powers of the binomial.

## Implicit Functions of two Independent Variables.

87. Prop. Let $F(x, y, z)=0$, so that $z$ shall be an implicit function of the two independent variables $x$ and $y$, and let it be proposed to form expressions $d z, d^{2} z, \& c$., without solving the equation with respect to $z$.

Put $u=F(x, y, z)=0$; then, observing that $u$ is directly a funcion of the independent variables $x$ and $y$, and also indirectly a funcion of $x$ and $y$ through $z$, we shall have for the total differential -oefficient $\left[\frac{d u}{d x}\right]$ and $\left[\frac{d u}{d y}\right]$
$\left\lceil\frac{d u}{d x}\right]=\frac{d u}{d z} \cdot \frac{d z}{d x}+\frac{d u}{d x}=0 \ldots$ (1). and $\left[\frac{d u}{d y}\right]=\frac{d u}{d z} \cdot \frac{d z}{d y}+\frac{d u}{d y}=0 \ldots$ (2).

$$
\therefore \frac{d z}{d x}=-\frac{\frac{d u}{d x}}{\frac{d u}{d z}}, \frac{d z}{d y}=-\frac{\frac{d u}{d y}}{\frac{d u}{d z}} .
$$

$$
\therefore d z=\frac{d z}{d x} d x+\frac{d z}{d y} \cdot d y=-\frac{\frac{d u}{d x}}{\frac{d u}{d z}} d x-\frac{\frac{d u}{d y}}{\frac{d u}{d z}} d y
$$

Next to form $d^{2} z$, we have

$$
d^{2} z=\frac{d^{2} z}{d x^{2}} \cdot d x^{2}+2 \frac{d^{2} z}{d x d y} \cdot d x x y+\frac{d^{2} z}{d y^{2}} d y^{2}
$$

But by differentiating (1) with respect to $x$, (2) with respect to $y$, and (1) or (2) with regard to $y$ or $x$, respectively, and observing that $\frac{d u}{d x}, \frac{d u}{d y}, \frac{d u}{d z}$, are functions of $x, y$, and $z$, we get

$$
2 \frac{d^{2} u}{d x d z} \cdot \frac{d z}{d x}+\frac{d^{2} u}{d z^{2}} \cdot \frac{d z^{2}}{d x^{2}}+\frac{d u}{d z} \cdot \frac{d^{2} z}{d x^{2}}+\frac{d^{2} u}{d x^{2}}=0
$$

$$
\begin{gathered}
2 \frac{d^{2} u}{d y d z} \cdot \frac{d z}{d y}+\frac{d^{2} u}{d z^{2}} \cdot \frac{d z^{2}}{d y^{2}}+\frac{d u}{d z} \cdot \frac{d^{2} z}{d y^{2}}+\frac{d^{2} u}{d y^{2}}=0 \\
\frac{d^{2} u}{d y d z} \cdot \frac{d z}{d x}+\frac{d^{2} u}{d z^{2}} \cdot \frac{d z}{d y} \cdot \frac{d z}{d x}+\frac{d u}{d z} \cdot \frac{d^{2} z}{d x d y}+\frac{d^{2} u}{d x d y}+\frac{d^{2} u}{d x d z} \cdot \frac{d z}{d y}=0 .
\end{gathered}
$$

whence $\frac{d^{2} z}{d x^{2}}, \frac{d^{2} z}{d y^{2}}$, and $\frac{d^{2} z}{d x d y}$ may be found in terms of the partial differential coefficients of the first and second orders of $u$, with respect to $x, y$, and $z$, all of which are easily formed.
88. Prop. Having given $u=\varphi z$, and $z=F(x, y)$, to differentiate $u$ without previously eliminating $z$.
If we suppose $x$ alone to increase, it will impart a change to $u$ through $z$; and a similar change will be transmitted to $u$, when $y$ alone varies; thus we shall have

$$
\begin{aligned}
\frac{d u}{d x} & =\frac{d u}{d z} \cdot \frac{d z}{d x} \text { and } \quad \frac{d u}{d y}=\frac{d u}{d z} \cdot \frac{d z}{d y} \\
\therefore d u & =\frac{d u}{d x} \cdot d x+\frac{d u}{d y} d y=\frac{d u}{d z} \cdot \frac{d z}{d x} d x+\frac{d u}{d z} \cdot \frac{d z}{d y} \cdot d y
\end{aligned}
$$

## Elimination by Differentiation.

89. When a constant is connected with a function by the sigu + or - , it disappears by differentiation; but when it is a coefficient of the function, it will appear in the differential also.
Thus, if $u=F(x, y)=0 \ldots$ (1) be a relation connecting $x$ and $y$, into which the constant $a$ enters as a factor, then $a$ will also be found $n$ the equation.

$$
\left[\frac{d u}{d x}\right]=\frac{d u}{d x}+\frac{d u}{d y} \cdot \frac{d y}{d x}=F_{1}\left(x, y, \frac{d y}{d x}\right)=0 \ldots \text { (2). }
$$

Now $a$ may be eliminated between (1) and (2), and the resulting equation, called a differential equation, will contain $x, y$, and $\frac{d y}{d x}$.

If it were required to eliminate two constants, we might differentiate twice, thus obtaining three equations, including the primitive, (1), with which the elimination could be effected, and the resulting equation would contain $x, y, \frac{d y}{d x}$, and $\frac{d^{2} y}{d x^{2}}$. Surds and transcendental quantities may also be eliminated by a similar process.
90. 1. Given $y^{2}=2 a x$, or $u=y^{2}-2 a x=0$, to eliminate $2 a$.

$$
\begin{gathered}
{\left[\frac{d u}{d x}\right]=2 y \frac{d y}{d x}-2 a=0 . \quad \therefore 2 a=\frac{y^{2}}{x}=2 y \frac{d y}{d x},} \\
y-2 x \frac{d y}{d x}=0
\end{gathered}
$$

or
an equation in which $2 a$ does not appear, but which implies the same relation between $x$ and $y$.
2. Eliminate the surd from the equation $y=\left(a^{2}+x^{2}\right)^{\frac{3}{2}} \ldots$ (1).

$$
\begin{gathered}
\frac{d y}{d x}=\frac{3}{2}\left(a^{2}+x^{2}\right)^{\frac{1}{2}} \cdot 2 x=\frac{3 x\left(a^{2}+x^{2}\right)^{\frac{8}{2}}}{a^{2}+x^{2}}=\frac{3 x y}{a^{2}+x^{2}} \\
\therefore\left(a^{2}+x^{2}\right) \frac{d y}{d x}=3 x y
\end{gathered}
$$

3. Eliminate $a$ and $b$ from the equation $y=a x^{2}+b x \ldots$ (1).

$$
\frac{d y}{d x}=2 a x+b \ldots \text { (2) } \frac{d^{2} y}{d x^{2}}=2 a \ldots \ldots \text { (3). }
$$

$\therefore$ By combining (1), (2), and (3).

$$
\begin{aligned}
& y=x^{2} \cdot \frac{1}{2} \frac{d^{2} y}{d x^{2}}+x\left(\frac{d y}{d x}-x \frac{d^{2} y}{d x^{2}}\right) \\
& \frac{d^{2} y}{d x^{2}}-\frac{2}{x} \cdot \frac{d y}{d x}+\frac{2 y}{x^{2}}=0 .
\end{aligned}
$$

1. Eliminate the exponential from the equation $y=2 a e^{c r}$.

$$
\frac{d y}{d x}=2 a c e^{c x}=c y
$$

5. Eliminate $a$ and $b$ from the equation $y=a \cos 2 x+b \sin 2 x$.
$\frac{d y}{d x}=-2 a \sin 2 x+2 b \cos 2 x, \frac{d^{2} y}{d x^{2}}=-4 a \cos 2 x-4 b \sin 2 x=-4 y$.

$$
\therefore \frac{d^{2} y}{d x^{2}}+4 y=0 .
$$

91. Prop. Let $\stackrel{z}{u}=F z$, and $\underset{z}{v}=\varphi(x, y)$, where $x$ and $y$ are independent variables, and let it be proposed to eliminate the function $F$.

Differentiate $u$ first with respect to $x$, and then with respect to $y$.

$$
\therefore \frac{d u}{d x}=\frac{d u}{d z} \cdot \frac{d z}{d x}=\frac{d F z}{d z} \cdot \frac{d \varphi(x, y)}{d x} \ldots \text { (1). }
$$

and

$$
\frac{d u}{d y}=\frac{d u}{d z} \cdot \frac{d z}{d y}=\frac{d F z}{d z} \cdot \frac{d \varphi(x, y)}{d y} \ldots \text { (2). }
$$

Now divide (1) by (2), observing that the common factor $\frac{d F_{z}}{d z}$ will disappear;

$$
\therefore \frac{\frac{d u}{d x}}{\frac{d u}{d y}}=\frac{\frac{d \varphi(x, y)}{d x}}{\frac{d \varphi(x, y)}{d y}} \quad \text { or, } \quad \frac{d u}{d x} \cdot \frac{d \varphi(x, y)}{d y}=\frac{d u}{d y} \cdot \frac{d \varphi(x, y)}{d x},
$$

in which equation $F$ does not appear.

1. Eliminate the function $F$ from the equation $u=F\left(a x^{3}+b y^{2}\right)$.

Put $\quad a x^{3}+b y^{2}=z . \quad \therefore \frac{d z}{d x}=3 a x^{2}, \quad$ and $\quad \frac{d z}{d y}=2 b y$. $\therefore \frac{d u}{d x} \cdot 2 b y=\frac{d u}{d y} \cdot 3 a x^{2}$.
2. Eliminate the function $F$ from the equation $u=\frac{1}{x} F\left(\frac{x}{y}\right)$.

$$
\begin{gathered}
\frac{d u}{d x}=-\frac{1}{x^{2}} F^{\prime}\left(\frac{x}{y}\right)+\frac{1}{x} F_{1}\left(\frac{x}{y}\right) \cdot \frac{1}{y} \text { and } \frac{d u}{d y}=-\frac{1}{x} F_{1}\left(\frac{x}{y}\right) \frac{x}{y^{2}} \\
\cdot\left[\frac{d u}{d x}+\frac{u}{x}\right] \times\left[\frac{1}{-y^{2}}\right]=-\frac{1}{x y^{3}} F_{1}\left(\frac{x}{y}\right)=\frac{d u}{d y} \times \frac{1}{x y} \\
\cdot u+x \frac{d u}{d x}+y \frac{d u}{d y}=0
\end{gathered}
$$

3. Prove that if $y=a \sin x+b \sin 2 x$, then

$$
\frac{d^{4} y}{d x^{4}}+5 \frac{d^{2} y}{d x^{2}}+4 y=0
$$

$y=a \sin x+b \sin 2 x \ldots$ (1). $\frac{d y}{d x}=a \cos x+2 b \cos 2 x$.
$\frac{d^{2} y}{d x^{2}}=-a \sin x-4 b \sin 2 x \ldots$ (2). and $\frac{d^{4} y}{d x^{4}}=a \sin x+16 b \sin 2 x$. .
Multiply (1) by 4 , and (2) by 5 , and add the results to (3); thus

$$
\frac{d^{4} y}{d x^{4}}+5 \frac{d^{2} y}{d x^{2}}+4 y=0
$$

- 92. Prop. To determine whether any proposed combination of $x$ and $y$, as $F(x, y)$, is a function of some other combination, as $\varphi(x, y)$.

Put $u=F(x, y)$, and $z=\varphi(x, y)$; then if $u$ be a functicn of $z$, we must have

$$
\frac{d u}{d x}=\frac{d u}{d z} \cdot \frac{d z}{d x} \quad \text { and } \quad \frac{d u}{d y}=\frac{d u}{d z} \cdot \frac{d z}{d y} .
$$

And

$$
\therefore \frac{d u}{d x} \cdot \frac{d z}{d y}=\frac{d u}{d y} \cdot \frac{d z}{d x} .
$$

which is the required test.

1. Is $u=x^{3}-6 x^{2} y+12 x y^{2}-8 y^{3}$, a function of $z=2 y+a-x$ ?

$$
\begin{gathered}
\frac{d u}{d x}=3 x^{2}-12 x y+12 y^{2} . \quad \frac{d u}{d y}=-6 x^{2}+24 x y-24 y^{2} . \\
\frac{d z}{d x}=-1, \quad \text { and } \frac{d z}{d y}=2 . \\
\therefore \frac{d u}{d x} \cdot \frac{d z}{d y}=6 x^{2}-24 x y+24 y^{2}=\frac{d u}{d y} \cdot \frac{d z}{d x} .
\end{gathered}
$$

Hence $u$ is a function of $z$.
2. Is $u=\log \left(x^{2}\right)-2 \log y$, a function of $z=\sin \left(a+\frac{y}{x}\right)$ ?

$$
\frac{d u}{d x}=\frac{2}{x}, \frac{d u}{d y}=-\frac{2}{y}, \frac{d z}{d x}=-\cos \left(a+\frac{y}{x}\right) \cdot \frac{y}{x^{2}}, \frac{d z}{d y}=\cos \left(a+\frac{y}{x}\right) \cdot \frac{1}{x} .
$$

$$
\because \frac{d u}{d x} \cdot \frac{d z}{d y}=\frac{2}{x^{2}} \cdot \cos \left(a+\frac{y}{x}\right)=\frac{d u}{d y} \cdot \frac{d z}{d x}
$$

Hence $u$ is a function of $z$.
3. Is $u=x^{2}+y^{2}$, a function of $z=\tan (x+y)$ ?

$$
\begin{aligned}
& \frac{d u}{d x}=2 x, \frac{d u}{d y}=2 y, \frac{d z}{d x}=\sec ^{2}(x+y), \frac{d z}{d y}=\sec ^{2}(x+y) \\
& \therefore \frac{d u}{d x} \cdot \frac{d z}{d y}=2 x \sec ^{2}(x+y), \text { and } \frac{d u}{d y} \cdot \frac{d z}{d x}=2 y \sec ^{2}(x+y)
\end{aligned}
$$

Hence $u$ is not a function of $z$.

## Development of Functions of Two Independent Variables.

93. Prop. To extend Maclaurin's Theorem to functions of two independent variables.

If, in the general development of $F(x+h, y+k)$, we make $x=0$, and $y=0$, and denote the particular resulting values by the use of the [], changing $h$ and $k$ into $x$ and $y$ respectively, we shall obtain

$$
\begin{aligned}
& u=F(x, y)=[u]+\left[\frac{d u}{d x}\right] \cdot \frac{x}{1}+\left[\frac{d u}{d y}\right] \cdot \frac{y}{1}+\left[\frac{d^{2} u}{d x^{2}}\right] \cdot \frac{x^{2}}{1.2} \\
&+\left[\frac{d^{2} u}{d x d y}\right] \cdot \frac{x y}{1}+\left[\frac{d^{2} u}{d y^{2}}\right] \cdot \frac{y^{2}}{1.2}+\left[\frac{d^{3} u}{d x^{3}}\right] \cdot \frac{x^{3}}{1.2 .3} \\
&+\left[\frac{d^{3} u}{d x^{2} d y}\right] \cdot \frac{x^{2} y}{1.2}+\left[\frac{d^{3} u}{d x d y^{2}}\right] \cdot \frac{x y^{2}}{1.2}+\left[\frac{d^{3} u}{d y^{3}}\right] \cdot \frac{y^{3}}{1.2 .3}+\& c^{*}
\end{aligned}
$$

Example. Expand $u=e^{x} \sin y$.

$$
\begin{gathered}
\frac{d u}{d x}=e^{x} \sin y, \quad \frac{d u}{d y}=e^{x} \cos y, \quad \frac{d^{2} u}{d x^{2}}=e^{x} \sin y, \quad \frac{d^{2} u}{d x d y}=e^{x} \cos y, \\
\frac{d^{2} u}{d y^{2}}=-e^{x} \sin y, \quad \frac{d^{3} u}{d x^{3}}=e^{x} \sin y, \frac{d^{3} u}{d x^{2} d y}=e^{x} \cos y \\
\frac{d^{3} u}{d x d y^{2}}=-e^{x} \sin y, \frac{d^{3} u}{d y^{3}}=-e^{x} \cos y, \quad \& c ., \quad \& c .
\end{gathered}
$$

$$
\begin{gathered}
\therefore[u]=0, \quad\left[\frac{d u}{d x}\right]=0,\left[\frac{d u}{d y}\right]=1,\left[\frac{d^{2} u}{d x^{2}}\right]=0,\left[\frac{d^{2} u}{d x d y}\right]=1, \\
{\left[\frac{d^{2} u}{d y^{2}}\right]=0,\left[\frac{d^{3} u}{d x^{3}}\right]=0,\left[\frac{d^{3} u}{d x^{2} d y}\right]=1,\left[\frac{d^{3} u}{d x d y^{2}}\right]=0} \\
{\left[\frac{d^{3} u}{d y^{3}}\right]=-1, \text { \&c., the law being quite apparent. }} \\
\therefore u=e^{x} \sin y=y+x y+\frac{x^{2} y}{1 \cdot 2}-\frac{y^{3}}{1 \cdot 2 \cdot 3}+\frac{x^{3} y}{1 \cdot 2 \cdot 3}-\frac{x y^{3}}{1 \cdot 2 \cdot 3} \\
+\frac{x^{4} y}{1 \cdot 2 \cdot 3 \cdot 4}+\& c .
\end{gathered}
$$

94. In a similar manner we might apply the general formula deduced in the last proposition to the expansion of any function of two variables, $x$ and $y$, but among these functions there is one of peculiar interest, in consequence of its frequent occurrence in the application of the Calculus to Physical Astronomy. The forınula for the expansion referred to, is known as Lagrange's Theorem. It will be deduced in the next proposition.

Prop. Having given $u=F z$, and $z=y+x \varphi z$, where $F$ and $\varphi$ denote any function, and $y$ is independent of $x$, to expand $u$ in terms of the ascending powers of the variable $x$.

We observe first that $u$ is a function of $x$, and therefore if we denote, as usual, by $[u],\left[\frac{d u}{d x}\right],\left[\frac{d^{2} u}{d x^{2}}\right] \& c$., the particular values assumed by $u, \frac{d u}{d x}, \frac{d^{2} u}{d x^{2}}, \& c$., when $x=0$ we shall have, by Maclaurin's Theorem,
$u=[u]+\left[\frac{d \prime \prime}{d x}\right] \frac{x}{1}+\left[\frac{d^{2} u}{d x^{2}}\right] \frac{x^{2}}{1 \cdot 2}+\left[\frac{d^{3} u}{d x^{3}}\right] \frac{x^{3}}{1 \cdot 2 \cdot 3}+\& c_{.} \cdot(A)$
Now since

$$
z=y+x \varphi z, \cdots(1)
$$

$\therefore$ when $\quad x=0, \quad[z]=y, \quad$ and $\quad \therefore[u]=F y$.

Also

$$
\frac{d u}{d x}=\frac{d u}{d z} \cdot \frac{d z}{d x} \quad \text { and } \quad \frac{d u}{d y}=\frac{d u}{d z} \cdot \frac{d z}{d y}
$$

But by differentiating (1) with respect to $x$ we get

$$
\begin{equation*}
\frac{d z}{d x}=\varphi z+x \frac{d \varphi z}{d z} \cdot \frac{d z}{d x} \quad \text { whence } \quad \frac{d z}{d x}=\frac{\varphi z}{1-x \cdot \frac{d \varphi z}{d z}} \cdots \tag{2}
\end{equation*}
$$

And by differentiating (1) with respect to $y$ we have

$$
\begin{equation*}
\frac{d z}{d y}=1+x \frac{d \varphi z}{d z} \cdot \frac{d z}{d y} \text { whence } \frac{d z}{d y}=\frac{1}{1-x \frac{d \varphi z}{d z}} \tag{R}
\end{equation*}
$$

Dividing (2) by (3) and reducing, we obtain

$$
\begin{gathered}
\frac{d z}{d x}=\varphi z \cdot \frac{d z}{d y} . \\
\therefore \frac{d u}{d x}=\frac{d u}{d z} \cdot \frac{d z}{d x}=\frac{d u}{d z} \cdot \varphi z \cdot \frac{d z}{d y}=\varphi z \cdot \frac{d u}{d y} .
\end{gathered}
$$

Hence when $\quad x=0, \quad$ and $\quad z=y,\left[\frac{d u}{d x}\right]=\varphi y \frac{d F y}{d y}$.
Now assume $u_{1}$ such that $\varphi z \cdot \frac{d u}{d y}=\frac{d u_{1}}{d y}$.

$$
\therefore \frac{d u}{d x}=\frac{d u_{1}}{d y} \quad \text { and } \quad \frac{d^{2} u}{d x^{2}}=\frac{d^{2} u_{1}}{d y d x}=\frac{d^{2} u_{1}}{d x d y}=\frac{d\left(\frac{d u_{1}}{d x}\right)}{d y}
$$

But $\quad \frac{d u_{1}}{d x}=\frac{d u_{1}}{d z} \cdot \frac{d z}{d x}=\frac{d u_{1}}{d z} \cdot \varphi z \cdot \frac{d z}{d y}=\varphi z \cdot \frac{d u_{1}}{d y}=(\varphi z)^{2} \cdot \frac{d u}{d y}$.

$$
\therefore \frac{d^{2} u}{d x^{2}}=\frac{d\left[(\varphi z)^{2} \cdot \frac{d u}{d y}\right]}{d y} \text { and }\left[\frac{d^{2} u}{d x^{2}}\right]=\frac{d\left[(\varphi y)^{2} \cdot \frac{d F y}{d y}\right]}{d y}
$$

And similarly it may be shown that

$$
\left[\frac{d^{3} u}{d x^{3}}\right]=\frac{d^{2}\left[(\varphi y)^{3} \cdot \frac{d F y}{d y}\right]}{d y^{2}},\left[\frac{d^{4} u}{d x^{4}}\right]=\frac{d^{3}\left[(\varphi y)^{4} \cdot \frac{d F y}{d y}\right]}{d y^{3}}, d<
$$

But to show that this law of formation of the differential coeff. cients is general, suppose that it has been proved that

$$
\begin{equation*}
\frac{d^{n-1} u}{d x^{n-1}}=\frac{d^{n-2}\left[(\varphi z)^{n-1} \cdot \frac{d u}{d y}\right]}{d y^{n-2}} \ldots \tag{4}
\end{equation*}
$$

Put

$$
\begin{aligned}
& (p z)^{n-1} \cdot \frac{d u}{d y}=\frac{d u_{n-1} .}{d y} . \therefore \frac{d^{n-1} u}{d x^{n-1}}=\frac{d^{n-1} u_{n-1}}{d y^{n-1}} . \\
& \therefore \frac{d^{n} u}{d x^{n}}=\frac{d^{n} u_{n-1}}{d y^{n-1} d x}=\frac{d^{n} u_{n-1}}{d x d y^{n-1}}=\frac{d^{n-1}\left(\frac{d u_{n-1}}{d x}\right)}{d y^{n-1}} .
\end{aligned}
$$

But $\frac{d u_{n-1}}{d x}=\frac{d u_{n-1}}{d z} \cdot \frac{d z}{d x}=\frac{d u_{n-1}}{d z} \cdot \varphi z \cdot \frac{d z}{d y}=\varphi z \cdot \frac{d u_{n-1}}{d y}=(\varphi z)^{n} \cdot \frac{d u}{d y}$

$$
\begin{equation*}
\therefore \frac{d^{n} u}{d x^{n}}=\frac{d^{n-1}\left[(p z)^{n} \cdot \frac{d u}{d y}\right]}{d y^{n-1}} \ldots . \tag{5}
\end{equation*}
$$

Thus the form (4), if true for any value of $n$, is also true for the next higher value. Now it has been shown true for $n=1$ and $n=2$; and hence it is true when $n=3, n=4$, \&c., or it is universally true.

Now making $x=0$ and $z=y$ and the expression (5) becomes

$$
\left[\frac{d^{n} u}{d x^{n}}\right]=\frac{d^{n-1}\left[(p y)^{n} \frac{d F_{y}}{d y}\right]}{d_{y^{n-1}}} .
$$

Making the substitutions for $[u],\left[\frac{d u}{d x}\right],\left[\frac{d^{2} u}{d x^{2}}\right], \& c$. , in the expan$\operatorname{sion}(A)$, we get

$$
\begin{align*}
u=F y+\varphi y \cdot \frac{d F y}{d y} \cdot \frac{x}{1} & +\frac{d\left[(p y)^{2} \cdot \frac{d F y}{d y}\right]}{d y} \cdot \frac{x^{2}}{1.2} \\
& +\frac{d^{2}\left[(\varphi y)^{3} \cdot \frac{d F y}{d y}\right]}{d y^{2}} \cdot \frac{x^{3}}{1.2 .3}+\& c \ldots \tag{L}
\end{align*}
$$

This furmula is called Lagrange's Theorem.

Cor. Let $u=F z=z$; then $F y=y$, and $\frac{d F^{\prime} y}{d y}=1$.
$\therefore \boldsymbol{z}=y+\varphi y \frac{x}{1}+\frac{d\left[(\varphi y)^{2}\right]}{d y} \cdot \frac{x^{2}}{1.2}+\frac{d^{2}\left[(\varphi y)^{3}\right]}{d y^{2}} \cdot \frac{x^{3}}{1.2 .3}+\& c . .(M)$
a formula for the expansion of $z$ when we have given $z=y+x p z$.

## EXAMPLES.

95. 96. Given $z^{3}-a z+b=0$ to express $z$ in terms of $a$ and $b$.

Here $z=\frac{b}{a}+\frac{1}{a} z^{3}$, which corresponds to the form $z=y+x \varphi z$, when we make

$$
\frac{b}{a}=y, \frac{1}{a}=x, \quad \text { and } \quad z^{3}=\varphi z .
$$

Hence by substitution $\quad \varphi y=y^{3}=\frac{b^{3}}{a^{3}}$,
$\frac{d\left[(\varphi y)^{2}\right]}{d y}=\frac{d\left(y^{6}\right)}{d y}=6 y^{5}=6 \frac{b^{5}}{a^{5}} \frac{d^{2}\left[\left(\varphi y^{3}\right]\right.}{d y^{2}}=\frac{d^{2}\left(y^{9}\right)}{d y^{2}}=8.9 y^{7}=8.9 \frac{b^{7}}{a^{7}}, \& c$.
Introducing these values into the formula ( $M$ ), it becomes

$$
z=\frac{b}{a}+\frac{b^{3}}{a^{3}} \cdot \frac{1}{a}+6 \frac{b^{5}}{a^{5}} \cdot \frac{1}{1.2 a^{2}}+8.9 \frac{b^{7}}{a^{7}} \cdot \frac{1}{1.2 .3 . a^{3}}+10.11 .12 \frac{b^{9}}{a^{9}} \cdot \frac{1}{1.2 .3 .4 a^{4}}+\& c .
$$

$$
=\frac{b}{a}\left[1+\frac{b^{2}}{a^{3}}+3 \frac{b^{4}}{a^{6}}+12 \frac{b^{6}}{a^{9}}+55 \frac{b^{8}}{a^{12}} \& \mathrm{c} .\right]
$$

If $b$ be very small in comparison with $a$ this series will converge very rapidly.
2. Given $\quad y=z+z^{2}+z^{3}+z^{4}+\& c$. , to revert the series, that is to express $z$ in terms of $y$. By transposition, $\quad z=y-\left(z^{2}+z^{3}+z^{4}+\& c\right.$. $)$ Put

$$
x=-1, \quad \varphi z=z^{2}+z^{3}+z^{4}+\& \mathrm{c} .
$$

$$
\varphi y=y^{2}+y^{3}+y^{4}+\& c .
$$

$$
\frac{d\left[(\varphi y)^{2}\right]}{d y}=\frac{d\left[\left(y^{2}+y^{3}+y^{4}+\& c .\right)^{2}\right]}{d y}
$$

$$
=2\left(y^{2}+y^{3}+y^{4}+\& c .\right)\left(2 y+3 y^{2}+4 y^{3}+\& c .\right)
$$

$$
=2\left(2 y^{3}+5 y^{4}+9 y^{5}+14 y^{6}+\& \mathrm{c} .\right)
$$

$$
(\varphi y)^{3}=\left(y^{2}+y^{3}+y^{4}+\& c .\right)^{3}=y^{6}+3 y^{7}+6 y^{8}+8 \mathrm{c}
$$

$$
\therefore \cdot \frac{d^{2}\left[(\varphi y)^{3}\right]}{d y^{2}}=5.6 y^{4}+3.6 .7 y^{5}+6.7 .8 y^{6}+\& c
$$

$$
(p y)^{4}=\left(y^{2}+y^{3}+y^{4}+\& c .\right)^{4}=y^{8}+4 y^{9}+\& 2
$$

$$
\therefore \frac{d^{3}\left[(\varphi y)^{4}\right]}{d y^{3}}=6.7 .8 y^{5}+4.7 .8 .9 y^{6}+\& \mathrm{c} .
$$

$$
(\varphi y)^{5}=\left(y^{2}+y^{3}+y^{4}+\& c .\right)^{5}=y^{10}+\& c .
$$

$\therefore \frac{d^{4}\left[(\varphi y)^{5}\right]}{d y^{4}}=7.8 \cdot 9 \cdot 10 y^{6}+\& c . \quad \& c ., \& c$.
$\therefore$ By substitution in formula ( $M$ ).

$$
\begin{aligned}
& z=y-\frac{1}{1}\left[y^{2}+y^{3}+y^{4}+y^{5}+y^{6}+\& \mathrm{c} .\right] \\
& +\frac{1}{1.2}\left[2.2 y^{3}+2.5 y^{4}+2.9 y^{5}+2.14 y^{6}+\& \mathrm{c} .\right] \\
& -\frac{1}{1.2 .3}\left[5.6 y^{4}+3.6 .7 y^{5}+6.7 .8 y^{6}+\& \mathrm{c} .\right] \\
& +\frac{1}{1.2 .3 .4}\left[6.7 .8 y^{5}+4.7 .8 .9 y^{6}+\& \mathrm{c} .\right] \\
& -\frac{1}{1.2 .3 .4 .5}\left[7.8 .9 .10 y^{6}+\& \mathrm{c} .\right] \\
& +\& \mathrm{c} .=y-y^{2}+y^{3}-y^{4}+y^{5}-y^{6}+\& \mathrm{c} .
\end{aligned}
$$

3. Given $1-z+e^{z}=0$ to expand $z^{n}$.

Here $z=1+e^{z}$. Put $x=1, y=1, \varphi z=e^{z}, F z=z^{n}$,
$\therefore \varphi y=e^{y} . F y=y^{n}, \varphi y \cdot \frac{d F y}{d y}=e^{y} \cdot \frac{d\left(y^{n}\right)}{d y}=n y^{n-1} e^{y}=n e$.

$$
\begin{aligned}
& \frac{d}{d y}\left[(\varphi y)^{2} \cdot \frac{d F y}{d y}\right]=\frac{d\left(e^{2 y} n y^{n-1}\right)}{d y} \\
& =2 n e^{2 y} \cdot y^{n-1}+n(n-1) e^{2 y} \cdot y^{n-2}=n(n+1) e^{2} \\
& \frac{d^{2}}{d y^{2}}\left[(\varphi y)^{3}: \frac{d F y}{d y}\right]=\frac{d^{2}\left(e^{3 y} \cdot n y^{n-1}\right)}{d y^{2}}
\end{aligned}
$$

$=9 \pi e^{3 y} \cdot y^{n-1}+6 n(n-1) e^{3 y} \cdot y^{n-2}+n(n-1)(n-2) e^{3 y} y^{n-3}$
$=n\left(n^{2}+3 n+5\right) e^{3} . \& c . \& c$.
Hence, by substitution in formula ( $L$ ), we have

$$
2^{n}=1+n e+\frac{n(n+1)}{1.2} e^{2}+\frac{n\left(n^{2}+3 n+5\right)}{1.2 .3} e^{3}+\& c
$$

4. Given $z=y+e \cdot \sin z$, to expand $z$ and $\sin z$.

Put

$$
x=e, \varphi z=\sin z, F z=\sin z .
$$

$\therefore \varphi y=\sin y,(\varphi y)^{2}=\sin ^{2} y,(\varphi y)^{3}=\sin ^{3} y \& c$.

$$
\therefore \frac{d\left[(\varphi y)^{2}\right]}{d y}=2 \sin y \cdot \cos y \cdot=\sin 2 y .
$$

$$
\begin{aligned}
\frac{d^{2}\left[(\varphi y)^{3}\right]}{d y^{2}} & =\frac{d\left(3 \sin ^{2} y \cdot \cos y\right)}{d y}=6 \sin y \cdot \cos ^{2} y-3 \sin 3 y . \\
& =3 \sin y\left(1+\cos 2 y-\frac{1}{2}+\frac{1}{2} \cos 2 y\right) \\
& =\frac{3}{2} \sin y+\frac{9}{2}\left(\frac{1}{2} \sin 3 y-\frac{1}{2} \sin y\right) \\
& =\frac{9}{4} \sin 3 y-\frac{3}{4} \sin y \cdot \quad \& c
\end{aligned}
$$

Hence by substitution in ( $M$ ).
$z=y+\sin y \frac{e}{1}+\sin 2 y \frac{e^{2}}{1.2}+\left(\frac{9}{4} \sin 3 y-\frac{3}{4} \sin y\right) \frac{e^{3}}{1.2 .3}+80$.
Again $\quad F y=\sin y . . \ddots \varphi y \cdot \frac{d F y}{d y}=\sin y \cdot \cos y=\frac{1}{2} \sin 2 y$.

$$
\begin{gathered}
\frac{d}{d y}\left[(\varphi y)^{2} \cdot \frac{d F^{\prime} y}{d y}\right]= \\
=\frac{d\left(\cos y \cdot \sin ^{2} y\right)}{d y}=\frac{d\left(\frac{1}{2} \sin y \cdot \sin 2 y\right)}{d y} \\
=\frac{d\left(\frac{1}{4} \cos y-\frac{1}{4} \cos 3 y\right)}{d y}=\frac{3}{4} \sin 3 y-\frac{1}{4} \sin y . \\
\frac{d^{2}}{d y^{2}}\left[(\varphi y)^{3} \cdot \frac{d F y}{d y}\right]=\frac{d^{2}\left(\cos y \cdot \sin ^{3} y\right)}{d y^{2}}=\frac{d^{2}\left[\frac{1}{2} \sin 2 y\left(\frac{1}{2}-\frac{1}{2} \cos 2 y\right)\right]}{d y^{2}} \\
=\frac{d^{2}\left(\frac{1}{4} \sin 2 y-\frac{1}{8} \sin 4 y\right)}{d y^{2}} \pm 2 \sin 4 y-\sin 2 y . \quad \& c . \& c .
\end{gathered}
$$

Hence by substitution in formula ( $L$ ).

$$
\begin{aligned}
\sin z & =\sin y+\frac{1}{2} \sin 2 y \cdot \frac{e}{1}+\left(\frac{3}{4} \sin 3 y-\frac{1}{4} \sin y\right) \frac{e^{2}}{1.2} \\
& +(2 \sin 4 y-\sin 2 y) \frac{e^{3}}{1.2 .3}+\& c .
\end{aligned}
$$

5. Given $u+\frac{d u}{d x} \cdot \frac{h}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} u}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& \mathrm{c} .=0$, to find $h$ in terms of $u$ and its differential coefficients.

$$
\begin{aligned}
& \text { Put } \\
& \begin{array}{l}
\frac{d u}{d x}=p_{1}, \frac{d^{2} u}{d x^{2}}=p_{2}, \frac{d^{3} u}{d x^{3}}=p_{3} \\
\therefore h=-\frac{u}{p_{1}}-\frac{1}{p_{1}}\left(\frac{p_{2} h^{2}}{1.2}+\frac{p_{3} h^{3}}{1.2 .3}+\& c .\right) \\
\therefore y=-\frac{u}{p_{1}^{\prime}}, x=-\frac{1}{p_{1}}, z=h, \varphi z=\varphi h=\frac{p_{2} h^{2}}{1.2}+\frac{p_{3} h^{3}}{1.2 .3}+\& c . \\
\therefore h=-\left(\frac{u}{p_{1}}+\frac{p_{2}}{p_{1}^{3}} \cdot \frac{u^{2}}{1.2}+\frac{3 p_{2}^{2}-p_{1} p_{3}}{p_{1}{ }^{\mathbf{3}}} \cdot \frac{u^{3}}{1.2 .3}+\& c .\right)
\end{array}
\end{aligned}
$$

Now if $a$ be a root of the equation $u=0$, and $x$ an approximate value of $a$, so that $x+h=a$, we may use this serics in finding a morc exact value of $x$. Thus, if $x=\frac{3}{2}=1.5$ be an approximate
root of the equation $u=x^{4}-2 x^{2}+4 x-8=0$, then

$$
1.5+h=a \quad \text { and }
$$

$$
\begin{aligned}
h=- & \left(\frac{u}{2^{2}\left(x^{3}-x+1\right)}+\frac{3 x^{2}-1}{2^{4}\left(x^{3}-x+1\right)^{3}} \cdot \frac{u^{2}}{1.2}\right. \\
& \left.+\frac{21 x^{4}-12 x^{2}-6 x+3}{2^{6}\left(x^{3}-x+1\right)^{6}} \cdot \frac{u^{3}}{1.2 .3}+\& c .\right)
\end{aligned}
$$

Here $u=-\frac{23}{16} \quad \therefore h=.11$ and $a=1.5+.11=1.61$ nearly. And if we repeat the operation by putting $x=1.61$, a nearer approximation will be obtained.

## CHAPTER X.

## MAXIMA AND MINIMA FUNCTIONS OF TWO INDEPENDENT VARIABLES.

96. A function $u$ of two independent variables $x$ and $y$, is said to be a maximum when its value exceeds all those other values obtained by replacing $x$ by $x \pm h$ and $y$ by $y \pm k$, when $h$ and $k$ may take any values between zero and certain small but finite quantities; and $u$ is said to be a minimum when its value is less than all other values determined by the conditions above described.
97. Prop. Having given $u=F(x, y)$, when $x$ and $y$ are inderendent variables, to determine the values of $x$ and $y$ which shall render $u$ a maximum or minimum.

Suppose $x$ to receive an increment $\pm h$, and $y$ an increment $\pm k$, the value $h$ and $k$ being small but finite and entirely independent of each other ; and denote by $u_{2}$ the value assumed by $u$, so that

$$
u_{2}=F(x \pm h, \quad y \pm k) .
$$

Then, by Taylor's Theorem, as applied to functions of two independent variables, we have

$$
\begin{aligned}
u_{2}= & u+\frac{d u}{d x} \cdot \frac{( \pm h)}{1}+\frac{d u}{d y} \frac{( \pm k)}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{( \pm h)^{2}}{1 \cdot 2} \\
& +\frac{d^{2} u}{d x d y} \cdot \frac{( \pm h)}{1} \cdot \frac{( \pm k)}{1}+\frac{d^{2} u}{d y^{2}} \cdot \frac{( \pm k)^{2}}{1.2}+\& c
\end{aligned}
$$

Now in order that $u$ may exceed $u_{2}$ for all small values of $\varepsilon$ and $k$, whether positive or negative, it is obviously necessary to have

$$
\begin{aligned}
\frac{d u}{d x} \cdot \frac{( \pm h)}{1} & +\frac{d u}{d y} \cdot \frac{( \pm k)}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{( \pm h)^{2}}{1.2}+\frac{d^{2} u}{d x d y} \cdot \frac{( \pm h)}{1} \cdot \frac{( \pm k)}{1} \\
& +\frac{d^{2} u}{d y^{2}} \cdot \frac{( \pm k)^{2}}{1.2}+\& c \cdot<0 \ldots(1)
\end{aligned}
$$

in which series we must be at liberty to make $h$ and $k$ both positive or both negative, or one positive and the other negative : or, finally either may be taken equal to zero, the other remaining finite.

Now when $k=0$ the series (1) reduces to

$$
\frac{d u}{d x} \cdot \frac{( \pm h)}{1}+\frac{d^{2} u}{d x^{2}} \cdot \frac{( \pm h)^{2}}{1.2}+\frac{d^{3} u}{d x^{3}} \cdot \frac{( \pm h)^{3}}{1.2 .3}+\& c .<0 \ldots(2)
$$

in which $h$ may be taken so small that the sign of the first term $\frac{d u}{d x} \cdot \frac{( \pm h)}{1}$, which contains the lowest power of $h$, shall control the sign of the series. But this term obviously changes sign with $h$, since $\frac{d u}{d x}$ does not contain $h$; and as we are at liberty to make $h$ alternately positive and negative, it is impossible that the series (2) should remain negative so long as $\frac{d u}{d x} \cdot \frac{( \pm h)}{1}$ has any value other than zero.

We have then, as a first condition necessary to render $u$ a maxinum,

$$
\frac{d u}{d x} \cdot \frac{( \pm h)}{1}=0 \quad \text { or simply } \quad \frac{d u}{d x}=0 \ldots(A)
$$

Omitting the first term in (2) we have

$$
\frac{d^{2} u}{d x^{2}} \cdot \frac{( \pm h)^{2}}{1.2}+\frac{d^{3} u}{d x^{3}} \cdot \frac{( \pm h)^{3}}{1.2 .3}+\& c .<0 \ldots(3)
$$

Here again the sign of the series will depend on that of the first term when $h$ is small, and since that term does not change sign when we substitute $-h$ for $+h$, the series (3) will remain negative for small values of $h$, when

Hence

$$
\begin{gathered}
\frac{d^{2} u}{d x^{2}} \cdot \frac{( \pm h)^{2}}{1.2}<0, \quad \text { or simply when } \quad \frac{d^{2} u}{d x^{2}}<0 . \\
\frac{d^{2} u}{d x^{2}}<0 \ldots(B)
\end{gathered}
$$

is a second condition necessary for a maximum.
98. Returning to the series (1) and supposing $k=0$ while $k$ romains finite, we prove, by a course of reasoning entirely similar, that the following conditions are also necessary, viz. :

$$
\frac{d u}{d y}=0 \ldots(C) \quad \text { and } \quad \frac{d^{2} u}{d y^{2}}<0 \ldots(D)
$$

Now omitting the terms in (1) which contain the first powers of $k$ and $k$, and which it has been seen must reduce to zero, we obtain

$$
\begin{aligned}
\frac{d^{2} u}{d x^{2}} \cdot \frac{( \pm h)^{2}}{1 \cdot 2} & +\frac{d^{2} u}{d x d y} \cdot \frac{( \pm h)}{1} \cdot \frac{( \pm k)}{1}+\frac{d^{2} u}{d y^{2}} \cdot \frac{( \pm k)^{2}}{1 \cdot 2}+\frac{d^{3} u}{d x^{3}} \cdot \frac{( \pm h)^{3}}{1 \cdot 2 \cdot 3} \\
& +\frac{d^{3} u}{d x^{2} d y} \cdot \frac{( \pm h)^{2} \cdot( \pm k)}{1 \cdot 2}+\frac{d^{3} u}{d x d y^{2}} \cdot \frac{( \pm h)( \pm k)^{2}}{1 \cdot 2} \\
& +\frac{d^{3} u}{d y^{3}} \cdot \frac{( \pm k)^{3}}{1 \cdot 2 \cdot 3}+\& c \cdot<0
\end{aligned}
$$

or, by making $\frac{k}{h}=r$, where $r$ is entirely arbitrary, since $h$ and $k$ have no necessary dependence upon each other.

$$
\begin{gather*}
\frac{h^{2}}{1.2}\left[\frac{d^{2} u}{d x^{2}} \pm 2 r \frac{d^{2} u}{d x d y}+r^{2} \frac{d^{2} u}{d y^{2}}\right] \\
\pm \frac{h^{3}}{1.2 .3} \cdot\left[\frac{d^{3} u}{d x^{3}} \pm 3 r \frac{d^{3} u}{d x^{2} d y}+3 r^{2} \frac{d^{3} u}{d x d y^{2}} \pm r^{3} \frac{d^{3} u}{d y^{3}}\right]+\& c .<0 \ldots \tag{4}
\end{gather*}
$$

in which, when $h$ is small, the sign of the series will depend on that of

$$
\frac{d^{2} u}{d x^{2}} \pm 2 r \frac{d^{2} u}{d x d y}+r^{2} \frac{d^{2} u}{d y^{2}}
$$

and this must be negative fur all values of $r$, whether positive or negative, when $u$ is a maximum.
4. We must now search for the condition necessary to rendel

$$
\frac{d^{2} u}{d x^{2}} \pm 2 r \frac{d^{2} u}{d x d y}+r^{2} \frac{d^{2} u}{d y^{2}}<0 \ldots \text { (5) for all values of } r .
$$

Put for brevity $\frac{d^{2} u}{d x^{2}}=A, \quad \frac{d^{2} u}{d y d x}=B, \quad$ and $\quad \frac{d^{2} u}{d y^{2}}=C$,
Then $A, B$, and $C$, must, if possible, be so related to each other that $A \pm 2 B r+C r^{2}$ shall be negative for every real value of $r$.

Now it is known, from the theory of equations, that if we sclve the equation $A \pm 2 B r+C r^{2}=0$ with respect to $\dot{r}$, and obtain the values

$$
r_{1}=\frac{\mp B+\sqrt{B^{2}-A C}}{C}, \quad \text { and } \quad r_{2}=\frac{\mp B-\sqrt{B^{2}-A C}}{C},
$$

and then substitute in the polynomial $A \pm 2 B r+C r^{2}$, for $r$ values alternately a little greater and somewhat less than $r_{1}$ or $r_{2}$, the sign of the polynomial will undergo a change. If therefore the proposed substitution be possible, the condition $A \pm 2 B r+C r^{2}<0$ for all values of $r$ will be impossible.

And so long as the values of $r_{1}$ and $r_{2}$ are real and unequal, this substitution can be made ; but if those values of $r$ prove imaginary, it will no longer be possible to substitute for $r$, real quantities alternately greater and less than such values, and therefore the polynomial cannot change its sign.

Now by examining the values of $r_{1}$ and $r_{2}$ it will be seen that the condition necessary to render $r_{1}$ and $r_{2}$ imaginary is $B^{2}<A C$. Hence we have a fifth condition necessary for a maximum, viz. :

$$
\frac{d^{2} u}{d x^{2}} \cdot \frac{d^{2} u}{d y^{2}}-\left(\frac{d^{2} u}{d x d y}\right)^{2}>0 \ldots(E)
$$

when this condition is satisfied, the condition (5) will also be satisfied, since (5) is true when $r=0$.

It ought to be remarked, however, that when $B^{2}=A C$, the two roots $r_{1}$ and $r_{2}$ become real and equal, and therefore in passing over one of these roots, we necessarily pass over both. Thus the sign of polynomial will not change, so that the fifth condition would be more correctly stated as follows:

$$
\frac{d^{2} u}{d x^{2}} \cdot \frac{d^{2} u}{d y^{2}}-\left(\frac{d^{2} u}{d x d y}\right)^{2}=0 \ldots(E)
$$

By a course of reasoning entirely similar, we can prove that the five conditions necessary to render $u$ a minimum are the following:

$$
\frac{d u}{d x}=0, \frac{d u}{d y}=0, \frac{d^{2} u}{d x^{2}}>0, \frac{d^{2} u}{d y^{2}}>0, \frac{d^{2} u}{d x^{2}} \cdot \frac{d^{2} u}{d y^{2}}-\left(\frac{d^{2} u}{d x d y}\right)^{2}=0 .
$$

99. If $\frac{d^{2} u}{d x^{2}}=0$, when $\frac{d u}{d x}=0$, there can be neither maximum nor minimum, unless $\frac{d^{3} u}{d x^{3}}=0$ also; and similarly, if $\frac{d^{2} u}{d y^{2}}=0$, when $\frac{d u}{d y}=0$, there can be neither maximum nor minimum unless $\frac{d^{3} u}{d y^{3}}=0$.

There are other conditions likewise necessary to render $u$ a maximum or minimum in such cases, but they are usually of so complicated a character as to be unfit for use.

## EXAMPLES.

100. 101. To determine the values of $x$ and $y$ which render $u=x^{3}+y^{3}-3 a x y$ a maximum or minimum.
$\frac{d u}{d x}=3 x^{2}-3 a y=0, \ldots(1) . \quad \frac{d u}{d y}=3 y^{2}-3 a x=0, \ldots$ (2).
From (1), $y=\frac{x^{2}}{a}$, and this substituted in (2), gives

$$
x^{4}-a^{3} x=0 ; \quad \therefore x=0, \quad \text { or }, \quad x=a
$$

the two other roots being imaginary.

But when $x=0, \quad y=\frac{x^{2}}{a}=0$,
and when $x=a, \quad y=a$.
Now forming the second differential coefficients, we get

$$
\begin{array}{r}
\frac{d^{2} u}{d x^{2}}=6 x=0 \quad \text { when } x=0, \quad \frac{d^{2} u}{d y^{2}}=6 y=0 \quad \text { when } y=0, \\
=6 a \text { when } x=a, \\
\begin{array}{r}
\frac{d^{2} u}{d x d y}=-3 a, \frac{d^{2} u}{d x^{2}} \cdot \frac{d^{2} u}{d y^{2}}-\left(\frac{d^{2} u}{d x d y}\right)^{2}
\end{array}=-9 a^{2} \text { when } x=0 \text { and } y=0 . \\
=27 a^{2} \text { when } x=a \text { and } y=a .
\end{array}
$$

$\therefore$ The five conditions necessary for a minimum are fulfilled when $x=a$ and $y=a$, viz.

$$
\begin{gathered}
\frac{d u}{d x}=0, \frac{d u}{d y}=0, \frac{d^{2} u}{d x^{2}}>0, \frac{d^{2} u}{d y^{2}}>0, \text { and } \frac{d^{2} u}{d x^{2}} \cdot \frac{d^{2} u}{d y^{2}}-\left(\frac{d^{2} u}{d x d y}\right)^{2}>0 \\
\therefore u=a^{3}+a^{3}-3 a^{3}=-a^{3}
\end{gathered}
$$

But when $x=0$ and $y=0, \frac{d^{2} u}{d x^{2}}$ and $\frac{d^{2} u}{d y^{2}}$ reduce to zero, while $\frac{d^{3} u}{d x^{3}}$ and $\frac{d^{3} u}{d y^{3}}$ do not reduce to zero. Hence the value $u=0$, is neither a maximum nor a minimum.
2. To find the lengths of the three edges of a rectangular parallelopipedon which shall contain a given volume, $a^{3}$, under the least surface.

Let $x, y$, and $z$, be the required edges, $\therefore x y z=a^{3} \ldots(1)$. And $\quad u=2(x y+x z+y z)=$ surface $=$ a minimum.
But from (1), $x z=\frac{a^{3}}{y}$, and $y z=\frac{a^{3}}{x}$,

$$
\begin{equation*}
\therefore u=2\left(x y+\frac{a^{3}}{y}+\frac{a^{3}}{x}\right) \tag{2}
\end{equation*}
$$

$\cdot \frac{d u}{d x}=2 y-\frac{2 a^{3}}{x^{2}}=0, \ldots(3)$. and $\frac{d u}{d y}=2 x-\frac{2 a^{3}}{y^{2}}=0, \ldots$.
$\therefore x^{2} y=a^{3}=x y^{2}, \therefore x=y, \quad$ and consequently $x^{3}=a^{3}$,

$$
\cdot x=a, \quad y=a, \quad \text { and } \quad z=a
$$

$$
\begin{gathered}
\frac{d^{2} u}{d x^{2}}=\frac{4 a^{3}}{x^{3}}=4>0, \quad \frac{d^{2} u}{d y^{2}}=\frac{4 a^{3}}{y^{3}}=4>0, \quad \frac{d^{2} u}{d x d y}=2 . \\
\frac{d^{2} u}{d x^{2}} \cdot \frac{d^{2} u}{d y^{2}}-\left(\frac{d^{2} u}{d x d y}\right)^{2}=12>0
\end{gathered}
$$

$\therefore u=2\left(a^{2}+a^{2}+a^{2}\right)=6 a^{2}=a$ minimum, and the parallelopipedon must be a cube.
3. Given $x+y+z=\pi$, to find the values of $x, y$, and $z$, when $\cos x \cos y \cos z=u=$ a maximum.

Regarding $x$ and $y$ as independent variables, and $z$ a function of $x$ and $y$, we obtain by differentiating
$x+y+z=\pi$, with respect to $x$ and $y$ successively.

$$
1+\frac{d z}{d x}=0, \quad \text { and } \quad 1+\frac{d z}{d y}=0 \ldots(1)
$$

But since $u=$ maximum,

$$
\log u=\log \cos x+\log \cos y+\log \cos z=\text { maximum }
$$

$$
\therefore\left(\frac{d \log u}{d x}\right)=-\tan x-\tan z \frac{d z}{d x}=0 .
$$

and

$$
\left(\frac{d \log u}{d y}\right)=-\tan y-\tan z \frac{d z}{d y}=0 .
$$

or, by replacing $\frac{d z}{d x}$ and $\frac{d z}{d y}$ by their values derived from equations (1).

$$
-\tan x+\tan z=0, \quad-\tan y+\tan z=0
$$

$\because \tan x=\tan z=\tan y, \quad$ and $\quad x=y=z=\frac{1}{3} \pi$.

$$
u=\cos ^{3} \frac{1}{3} \pi=\left(\frac{1}{2}\right)^{3}=\frac{1}{8} .
$$

4. To find the greatest rectangular parallelopipedon which can be inscribed in a given ellipsoid.

Let $a, b$, and $c$, be the sєmi-axes of the ellipsoid, $x, y$, and $z$, the co-ordinates of one of the vertices of the parallelopipedon.

Then $2 x, 2 y$, and $2 z$, are the three edges of the parallelopipedon, and, therefore, $2 x \cdot 2 y \cdot 2 z=$ maximum, or

$$
u=x y z=\text { maximum. . . . (1) }
$$

But, since each vertex is in the surface of the ellipsoid, the com ordinates $x, y, z$, must satisfy the equation of the surface.

$$
\begin{equation*}
\therefore \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1 \ldots \tag{2}
\end{equation*}
$$

Differentiating (2) with respect to $x$ and $y$ successively, regarding $\varepsilon$ as a function of the independent variables $x$ and $y$, we get

$$
\frac{2 x}{a^{2}}+\frac{2 z}{c^{2}} \cdot \frac{d z}{d x}=0, \quad \frac{2 y}{b^{2}}+\frac{2 z}{c^{2}} \cdot \frac{d z}{d y}=0 \ldots .(3)
$$

But, from (1) we have

$$
\left(\frac{d u}{d x}\right)=y z+x y \frac{d z}{d x}=0, \quad\left(\frac{a n}{d y}\right)=x z+x y \frac{d z}{d y}=0
$$

or, by introducing the values of $\frac{d z}{d x}$ and $\frac{d z}{d y}$ from equations (3).

$$
\begin{array}{r}
y z-x y \frac{c^{2} x}{a^{2} z}=0, \quad \text { and } \quad x z-x y \frac{c^{2} y}{b^{2} z}=0 . \\
\therefore a^{2} z^{2}=c^{2} x^{2} \quad \text { and } \quad b^{2} z^{2}=c^{2} y^{2} \quad \because \frac{x^{2}}{a^{2}}=\frac{z^{2}}{c^{2}}=\frac{y^{2}}{b^{2}}
\end{array}
$$

Hence from (2), $\frac{x^{2}}{a^{2}}+\frac{x^{2}}{a^{2}}+\frac{x^{2}}{a^{2}}=1$ and $x=\frac{a}{\sqrt{3}}$ : in like manner it may be shown that, $y=\frac{b}{\sqrt{3}}$, and $z=\frac{c}{\sqrt{3}}$.

Thus the edges of the parallelopipedon must be proportional to the axes to which they are parallel. In each of the last two examples, the formation of the second differential coefficient has been omitted as unnecessary, it being easily seen that the proposed question admitted of the maximum or minimum sought, and also that the values found were the only suitable values.

## CHAPTER XI.

## CHANGE OF THE INDEPENDENT VARIABLE.

101. Hitherto we have employed the differential coefficient $\frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c$. or $\frac{d u}{d x}, \frac{d^{2} u}{d x^{2}}, \& c$. exclusively upon the hypothesis that $x$ was the independent variable. But there are many cases in which it is more convenient to adopt some other quantity $t$ upon which both $x$ and $y$, or $x$ and $u$ depend as the independent variable, and perhaps to pass from one supposition to the other within the limits of the same inv sstigation.

It then becomes necessary to express $\frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c$. or $\frac{d u}{d x}, \frac{d^{2} u}{d x^{2}}, \& c$. in terms of the differential coefficients of $x$ and $y$, or those of $x$ and $u$ taken with respect to the new variable $t$.
102. Prox. Given $y=\varphi \stackrel{x}{x}$, and $x=F t$, to express $\frac{d y}{d x}$, and $\frac{d^{2} y}{d x^{2}}$ in terms of $\frac{d x}{d t}, \frac{t^{2} x}{e^{\frac{1}{t} t^{2}}}, \frac{d y}{d t}, \frac{d^{2} y}{d t^{2}}, \& c$.

Since $y$ is a runction of $\ddot{x}$, and $\tilde{x}$ a function of $\dot{t}$, we have

$$
\frac{d y}{d t}=\frac{d y}{d x} \cdot \frac{d x}{d t} \cdots(1) \text { and } \quad \therefore \frac{d y}{d x}=\frac{\frac{d y}{d t}}{\frac{d x}{d t}} \cdots \cdots(A)
$$

Now differentiating (1), and observing that $\frac{d y}{d x}$ is a function of 1 through $x$, we get

$$
\frac{d^{2} y}{d t^{2}}=\frac{d^{2} y}{d x^{2}} \cdot \frac{d x^{2}}{d t^{2}}+\frac{d y}{d x} \cdot \frac{d^{2} x}{d t^{2}}
$$

$$
\therefore \frac{d^{2} y}{d x^{2}}=\frac{\frac{d^{2} y}{d t^{2}}-\frac{d y}{d x} \cdot \frac{d^{2} x}{d t^{2}}}{\frac{d x^{2}}{d t^{2}}}=\frac{\frac{d^{2} y}{d t^{2}} \cdot \frac{d x}{d t}-\frac{d^{2} x}{d t^{2}} \cdot \frac{d y}{d t}}{\frac{d x^{3}}{d t^{3}}} \cdots \cdot(B)
$$

The two formulæ ( $A$ ) and ( $B$ ) resolve the problem.
Cor. In a similar manner we might form expressions for $\frac{d^{3} y}{d x^{3}} \frac{d^{4} y}{d x^{4}}$ upon the same hypothesis, but they are seldom required.

Cor. If $y$ be taken as the independent variable, then

$$
\begin{aligned}
& t=y, \frac{d y}{d t}=\frac{d y}{d y}=1 \quad \text { and } \quad \therefore \frac{d^{2} y}{d t^{2}}=\frac{d\left(\frac{d y}{d y}\right)}{d t}=0 . \\
& \therefore \frac{d y}{d x}=\frac{1}{\frac{d x}{d t}}=\frac{1}{\frac{d x}{d y}} . \quad \text { and } \quad \frac{d^{2} y}{d x^{2}}=-\frac{\frac{d^{2} x}{d y^{2}}}{\frac{d x^{3}}{d y^{3}}}
\end{aligned}
$$

Cor. If $x$ be the independent variable, then

$$
t=x, \frac{d x}{d t}=\frac{d x}{d x}=1 \quad \text { and } \quad \frac{d^{2} x}{d t^{2}}=0, \text { and }(A) \text { and }(B) \text { reduce }
$$

to

$$
\frac{d y}{d x}=\frac{d y}{d x}, \text { and } \frac{d^{2} y}{d x^{2}}=\frac{d^{2} y}{d x^{2}}, \text { the ordinary forms. }
$$

## EXAMPLES.

103. 104. Transform the differential equation

$$
\frac{d^{2} y}{d x^{2}}-\frac{x}{1-x^{2}} \cdot \frac{d y}{d x}+\frac{y}{1-x^{2}}=0, \text { so as to render } \theta \text { the }
$$

independent variable, having given $\theta=\cos ^{-1} x$.
Here $x=\cos \theta . \quad \therefore \frac{d x}{d \theta}=-\sin \theta, \frac{d^{2} x}{d \theta^{2}}=-\cos \theta=-x$,

$$
\therefore \frac{d y}{d x}=\frac{\frac{d y}{d \theta}}{\frac{d x}{d \theta}}=-\frac{1}{\sin \theta} \cdot \frac{d y}{d \theta}
$$

$$
\frac{d^{2} y}{d x^{2}}=\frac{\frac{d^{2} y}{d \theta^{2}} \cdot \frac{d x}{d \theta}-\frac{d^{2} x}{d \theta^{2}} \cdot \frac{d y}{d \theta}}{\frac{d x^{3}}{d \theta^{3}}}=\frac{1}{\sin ^{2} \theta} \cdot \frac{d^{2} y}{d \theta^{2}}-\frac{\cos \theta}{\sin ^{3} \theta} \cdot \frac{d y}{d \theta}
$$

Hence by substitution in the given equation,

$$
\begin{gathered}
\frac{1}{\sin ^{2} \theta} \cdot \frac{d^{2} y}{d \theta^{2}}-\frac{\cos \theta}{\sin ^{3} \theta} \cdot \frac{d y}{d \theta}+\frac{\cos \theta}{\sin ^{3} \theta} \cdot \frac{d y}{d \theta}+\frac{y}{\sin ^{2} \theta}=0 \\
\frac{d^{2} y}{d \theta^{2}}+y=0
\end{gathered}
$$

or
This example illustrates the important fact, that a change of the independent variable will sometimes simplify the form of the differ ential equation.
2. Transform $\frac{d^{2} u}{d x^{2}}+\frac{d^{2} u}{d y^{2}}=0$, so as to render $r$ the independeni variable, where $\boldsymbol{r}^{2}=x^{2}+y^{2}$.

Here $\quad x^{2}=r^{2}-y^{2} \quad \therefore \frac{d x}{d r}=\frac{r}{x}, \therefore \frac{d^{2} x}{d r^{2}}=\frac{d}{d r}\left(\frac{r}{x}\right)$

$$
=\frac{1}{x}-\frac{r}{x^{2}} \cdot \frac{d x}{d r}=\frac{1}{x}-\frac{r^{2}}{x^{3}}=-\frac{y^{2}}{x^{3}}
$$

And similarly $\quad \frac{d y}{d r}=\frac{r}{y}, \quad \frac{d^{2} y}{d r^{2}}=-\frac{x^{2}}{y^{3}}$.
$\therefore \frac{d^{2} u}{d x^{2}}=\frac{\frac{d^{2} u}{d r^{2}} \cdot \frac{d x}{d r}-\frac{d^{2} x}{d r^{2}} \cdot \frac{d u}{d r}}{\frac{d x^{3}}{d r^{3}}}=\frac{x^{2}}{r^{2}} \cdot \frac{d^{2} u}{d r^{2}}+\frac{y^{2}}{r^{3}} \cdot \frac{d u}{d r}$.
And

$$
\frac{d^{2} u}{d y^{2}}=\frac{y^{2}}{r^{2}} \cdot \frac{d^{2} u}{d r^{2}}+\frac{x^{2}}{r^{3}} \cdot \frac{d u}{d r} .
$$

$\therefore$ By substitution in the given relation $\frac{d^{2} u}{d x^{2}}+\frac{d^{2} u}{d y^{2}}=0$, and reduction,

$$
\frac{d^{2} u}{d r^{2}}+\frac{1}{r} \cdot \frac{d u}{d r}=0
$$

104. Prop. Having given $u=F(x, y)$ when $x=\varphi(r, \theta)$ and $y=f(r, \theta)$, to express $\frac{d u}{d x}$ and $\frac{d u}{d y}$ in terms of $r$ and $\theta$.

Since $u$ is a function of $x$ and $y$, each of which is a function of $r$, we have

$$
\begin{equation*}
\frac{d u}{d r}=\frac{d u}{d x} \cdot \frac{d x}{d r}+\frac{d u}{d y} \cdot \frac{d y}{d r} \ldots \ldots \tag{1}
\end{equation*}
$$

And similarly, $x$ and $y$ being functions of $\theta$,

$$
\begin{equation*}
\frac{d u}{d \theta}=\frac{d u}{d x} \cdot \frac{d x}{d t}+\frac{d u}{d y} \cdot \frac{d y}{d \theta} \ldots \ldots \tag{2}
\end{equation*}
$$

Multiply (1) by $\frac{d x}{d \theta}$, and (2) by $\frac{d x}{d r}$ and subtract; then multiply (1) by $\frac{d y}{d \theta}$ and (2) by $\frac{d y}{d r}$ and subtract. We shall then obtain

$$
\begin{array}{r}
\frac{d u}{d r} \cdot \frac{d x}{d \jmath}-\frac{d u}{d \jmath} \cdot \frac{d x}{d r}=-\frac{d u}{d y}\left(\frac{d x}{d r} \cdot \frac{d y}{d \theta}-\frac{d y}{d r} \cdot \frac{d x}{d \jmath}\right) \\
\frac{d u}{d r} \cdot \frac{d y}{d \jmath}-\frac{d u}{d \jmath} \cdot \frac{d y}{d r}=\frac{d u}{d x}\left(\frac{d x}{d r} \cdot \frac{d y}{d \theta}-\frac{d y}{d r} \cdot \frac{d x}{d \lambda}\right) \cdot \\
\therefore \cdot \frac{d u}{d x}=\frac{\frac{d u}{d r} \cdot \frac{d y}{d \jmath}-\frac{d u}{d \theta} \cdot \frac{d y}{d r}}{\frac{d x}{d r} \cdot \frac{d y}{d \jmath}-\frac{d y}{d r} \cdot \frac{d x}{d \jmath}} \text { and } \frac{d u}{d y}=-\frac{\frac{d u}{d r} \cdot \frac{d x}{d \jmath}-\frac{d u}{d y} \cdot \frac{d x}{d r}}{\frac{d y}{d r} \cdot \frac{d y}{d \jmath}-\frac{d y}{d r} \cdot \frac{d x}{d \theta}}
\end{array}
$$

and
105. These formulæ becume much simplified when we have $x=r \cos \theta, y=r \sin \theta$, the common formula for passing from rectangular to polar co-ordinates. For we then have

$$
\begin{aligned}
& \frac{d x}{d r}=\cos \theta, \quad \frac{d y}{d r}=\sin \theta, \quad \frac{d x}{d \partial}=-r \cdot \sin \theta, \quad \frac{d y}{d \theta}=r \cos \theta \\
& \quad \\
& \quad \cdot \frac{d x}{d r} \cdot \frac{d y}{d \theta}-\frac{d y}{d r} \cdot \frac{d x}{d \theta}=r\left(\cos ^{2} \theta+\sin ^{2} \theta\right)=r \\
& \cdot \frac{d u}{d x}=\cos \theta \frac{d u}{d r}-\frac{\sin \theta}{r} \cdot \frac{d u}{d \theta} \text { and } \frac{d u}{d y}=\sin \theta \frac{d u}{d r}+\frac{\cos \theta}{r} \cdot \frac{d u}{d \theta}
\end{aligned}
$$

Ex. Having given $x \frac{d u}{d y}-y \frac{d u}{d x}=a$, to transform the equation to the variables $r$ and $\theta$, where $x=r \cos \theta, y=r \sin \theta$.

$$
\begin{aligned}
& x \frac{d u}{d y}-y \frac{d u}{d x}=r \cos \theta\left(\sin \theta \frac{d u}{d r}+\frac{\cos \theta}{r} \cdot \frac{d u}{d j}\right)-r \sin \theta\left(\cos \theta \frac{d u}{d r}-\frac{\sin \theta}{r} \frac{d u}{d \theta}\right) \\
& =\left(\cos ^{2} \theta+\sin ^{2} \partial\right) \frac{d u}{d \partial}=\frac{d u}{d \partial}=a .
\end{aligned}
$$
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## CHAPTER XII.

## FAILURE OF TAYLOR'S THEOREM.

106. It has been shown that the general development of $F(x+h)$, so long as the value of $h$ remains unassigned, is of the form

$$
F(x+h)=F x+A h+B h^{2}+C h^{3}+\& c . \ldots(1)
$$

containing none but the positive integral powers of $h$.
But although this be true for the general value of $x$, it is possible in some cases, to assign certain particular values to $x$, which shall cause fractional powers of $h$ to appear in the development; and to such cases Taylor's Theorem does not apply, because its proof depends upon the assumption that the series (1) holds true. If, for example, we assign to $x$ such a value as shall cause fractional powers of $h$ to appear in the undeveloped function, we may expect to find similar powers in the development, and we therefore cannot expect Taylor's Theorem to give the correct expansion. Now when the particular vaiue $x=a$ introduced into the undeveloped function the fractional power $h^{\frac{m}{n}}$, there must have been in the general expression for $F x$ (before $a$ was substituted for $x$ ) a term of the form $(x-a)^{\frac{m}{n}}$ which becomes $(x-a+h)^{\frac{m}{n}}$ in $F(x+h)$, and reduces to $h^{\frac{m}{n}}$ when $x=a$.

When this occurs some of the differential coefficients will cer. tainly become infinite, if we make $x=a$.

To illustrate this fact, take the example

$$
u=F x=b+(x-a)^{3}+(x-a)^{\frac{m}{n}}
$$

and suppose $x$ to receive the increment $h$, converting $u$ into

$$
u_{1}=F(x+h)=b+(x-a+h)^{3}+(x-a+h)^{\frac{m}{n}}
$$

Now, for the particular value $x=a, u_{1}$ becomes $b+h^{3}+h^{\frac{\pi}{n}}$. But by forming the successive differential coefficients of $u$ with re. spect to $x$, we get

$$
\begin{aligned}
& \frac{d u}{d x}=3(x-a)^{2}+\frac{m}{n}(x-a)^{\frac{m}{n}-1} \\
& \frac{d^{2} u}{d x^{2}}=2.3(x-a)+\frac{m}{n}\left(\frac{m}{n}-1\right)(x-a)^{\frac{m}{n}-2} \\
& \frac{d^{3} u}{d x^{3}}=1.2 .3+\frac{m}{n}\left(\frac{m}{n}-1\right)\left(\frac{m}{n}-2\right)(x-a)^{\frac{m}{n}-3} \\
& \frac{d^{4} u}{d x^{4}}=\frac{m}{n}\left(\frac{n}{n}-1\right)\left(\frac{m}{n}-2\right)\left(\frac{m}{n}-3\right)(x-a)^{\frac{m}{n}-4}, \& c ., \text { \&.c. }
\end{aligned}
$$

and since the exponent of $x-a$ is diminished by unity at each dif. ferentiation, it must eventually become negative, rendering the coefficient infinite when $x=\alpha$. Moreover, all the succeeding differential coefficients will likewise become infinite.

It may be observed also that if the luwest (and therefore the first) fractional exponent which appears in the devel,pment, be intermediate in value between the integers $r$ and $r+1$; then the first differential coefficient which becomes infinite will be the $(r+1) t h$.

It appears then that this peculiarity will arise whenever the value assigned to $x$ causes a surd (such as $(x-a)^{\frac{m}{n}}$ ) to disappear in Frr, $^{\frac{m}{r}}$ while the corresponding surd $\left[(x-a+h)^{\frac{m}{n}}\right]$ continues to appear in $F(x+h)$ in the form of a fractional power of $h$. This inapplieability of Taylor's Theorem, improperly called a failure of the
theorem, occurs precisely when the development is impossible in the general form, and therefore does not result from any defect in the theorem itself.

Again, it has been'shown that the general development does not pontain negative powers of $h$, because we would have, (if there were such a term $\left.C h^{-c}\right) F^{\prime}(\dot{x}+h)=F x=\infty$ when $h=0$, an obvious absurdity. But when we assign to $x$ such a value $a$ as shall render $F x=\infty$, the above argument ceases to be conclusive. In this case $F x=\infty$, and the differential coefficients will be infinite also. Thus Taylor's Theorem will be inapplicable.

Here also we see that the presence of a negative power of $h$ in the development must result from a term of the form $\frac{B}{(x-a)^{n}}$ in $F x$, which becomes $\frac{B}{(x-a+h)}$ in $F(x+h)$ and reduces to $\frac{B}{h^{n}}=B h^{-r}$ when $x=\alpha$.

We conclude, therefore, that there are two cases in which Taylor's Theorem is not applicable, viz.:

1st. When $x=a$ causes a surd to disappear in $F x$, thereby introducing a fractional power of $h$ into $F(x+h)$.

2d. When $x=a$ renders $F x=\infty$.

## EXAMPLES,

107. 1st. Case. Given $u=b+(x+c)^{2}+(x-a)^{\frac{\frac{3}{2}}{2}}=F x$, tc expand $\quad u_{1}=F(x+h)=b+(x-1+h)^{2}+(x-a+h)^{\frac{8}{2}}$.

$$
\frac{d u}{d x}=2(x+c)+\frac{3}{2}(x-a)^{\frac{1}{2}}, \quad \frac{d^{2} u}{d x^{2}}=1 \cdot 2+\frac{1}{2} \cdot \frac{3}{2}(x-a)^{-\frac{1}{4}}
$$

$\frac{d^{3} u}{d x^{3}}=-\frac{1}{2} \cdot \frac{1}{2} \cdot \frac{3}{2}(x-a)^{-\frac{8}{2}} \quad \& c ., \& c$.
$\therefore$ My substitution in Taylor's Theorem,

$$
\begin{aligned}
u_{1}=b & +(x+c)^{2}+(x-a)^{\frac{3}{2}}+\left[2(x+c)+\frac{3}{2}(x-a)^{\frac{1}{2}}\right] \frac{h}{1} \\
& +\left[1.2+\frac{1}{2} \cdot \frac{3}{2}(x-a)^{-\frac{1}{2}}\right] \frac{h^{2}}{1.2} \\
& -\frac{1}{2} \cdot \frac{1}{2} \cdot \frac{3}{2}(x-a)^{-\frac{8}{2}} \cdot \frac{h^{3}}{1.2 .3}+\& c \ldots \ldots(1)
\end{aligned}
$$

Now this development is entirely true for all values of $x$ except $2=a$, which renders the term $\left[1.2+\frac{1}{2} \cdot \frac{3}{2}(x-a)^{-\frac{1}{2}}\right] \frac{h^{2}}{1.2}$, and all succeeding terms, infinite; the true development in this case being $u_{1}=b+(a+c+h)^{2}+h^{\frac{3}{2}}:=b+(a+c)^{2}+2(a+c) h+h^{\frac{2}{2}}+h^{2}$, which agrees with the series (1), only so far as to include the term

$$
\left[2(x+c)+\frac{\dot{3}}{2}(x-a)^{\frac{1}{2}}\right]^{\frac{h}{1}}
$$

2d. Case. Given $u=b+\sin x+\frac{c}{(x-a)^{2}}=F x$, to expand

$$
\begin{aligned}
& u_{1}=F(x+h)=b+\sin (x+h)+\frac{c}{(x-a+h)^{2}} \\
& \frac{d u}{d x}=\cos x-\frac{1 \cdot 2 c}{(x-a)^{3}}, \frac{d^{2} u}{d x^{2}}=-\sin x+\frac{1}{(a \cdot 3 c}, \\
& \frac{d^{3} u}{d x^{3}}=-\cos x-\frac{1 \cdot 2 \cdot 3 \cdot 4 c}{(x-a)^{5}}, \quad . \quad \text { \&\%, }
\end{aligned}
$$

$\therefore$ By substitution in Taylor's Theorem,

$$
\begin{aligned}
u_{1} & =b+\sin x+\frac{c}{(x-a)^{2}}+\left[\cos x-\frac{1.2 c}{\langle x-a)^{-3}}\right] \frac{h}{1} \\
& +\left[-\sin x+\frac{1.2 \cdot 3 c}{(x-a)^{4}}\right] \frac{h^{2}}{1.2}+\left[-\cos c-\frac{1.2 \cdot 3 \cdot 4 c}{(x-a)^{5}}\right] \frac{\dot{n}^{3}}{1.2 .3} \& 0
\end{aligned}
$$

This development is correct except when $x=a$, the true devel opment then being (Art. 48)
$\mu_{1}=b+\sin (a+h)+\frac{c}{h^{2}}=b+\sin a+c h^{-2}+\cos a . h-\sin a \frac{h^{2}}{1.2} \& c_{a}$

Here the very first term given by Taylor's formula, viz.:

$$
F x=b+\sin a+\frac{c}{(a-a)^{2}}, \text { is incorrect. }
$$

108. Prop. If the true development of $F(x+h)$ contain positive integral powers of $h$ to the $(n-1)$ th power inclusive, followed by a term containing $h^{s}$ where $s$ is a fraction intermediate in value between. $n-1$ and $n$, the first $n$ terms of the expansion will be given correctly by Taylor's Theorem, but the $(n+1) t h$ term will not be given correctly.

Proof. Let the true development of $F(x+h)$, when $x=a$, be $F(x+h)=A+B h+C h^{2}+D h^{3} \ldots \ldots+N h^{n-1}+P h^{s}+\& c .$, where $s$ denotes a fraction greater than $n-1$ and less than $n$.

Then, since the differential coefficients of $F(x+h)$, taken first with respect to $x$, and afterwards with respect to $h$, are equal, we have

$$
\begin{aligned}
& \frac{d F(x+h)}{d x}=\frac{d F(x+h)}{d h}=1 B+2 C h+3 D h^{2} \ldots . \\
& +(n-1) N h^{n-2}+s P h^{s-1}+\& c . \\
& \frac{d^{2} F(x+h)}{\alpha^{\prime} x^{2}}=\frac{d^{2} F(x+h)}{d h^{2}}=1.2 C+2.3 D h \ldots . . \\
& +(n-2)(n-1) N h^{n-3}+(s-1) s P h^{s-2}+\$ \mathrm{c} . \\
& \frac{d^{3} F(x+h)}{d x^{3}}=1.2 .3 D \ldots \ldots+(\dot{n}-3)(n-2)(n-1) N h^{n \rightarrow} \\
& +(s-2)(s-1) s P h^{s-3}+\& c . \\
& \frac{d^{n-1} F(x+h)}{d x^{n-1}}=1.2 .3 \ldots(n-3)(n-2)(n-1) N \\
& +(s-n+2)(s-n+3) \ldots(s-2)(s-1) s P h^{s-n+1}+\& a . \\
& \frac{d^{n} F^{\prime}(x+h)}{d x^{n}}=(s-n+1)(s-n+2)(s-n+3) \ldots \\
& (s-2)(s-1) s P h^{s-n}+\& c .
\end{aligned}
$$

Now when $h=0$, the preceding expressicns reduce to

$$
F x=A, \frac{d F x}{d x}=1 B, \frac{d^{2} F x}{d x^{2}}=1.2 C, \frac{d^{3} F x}{d x^{3}}=1.2 .3 D \ldots
$$

$$
\begin{gathered}
\frac{d^{n-1} F x}{d x^{n-1}}=1.2 .3 \ldots(n-3)(n-2)(n-1) N . \\
\frac{d^{n} F x}{d x^{n}}=(s-n+1)(s-n+2)(s-n+3) \ldots(s-2)(s-1) s \frac{P}{0}=\infty \\
. \cdot A=F x, \quad B=\frac{d F x}{d x}, \quad C=\frac{1}{1.2} \frac{d^{2} F x}{d x^{2}}, \quad \& c .
\end{gathered}
$$

Thus each of the terms $A, B h, C h^{2}, \& c$., of the true development will be given correctly by Taylor's Theorem as far as the term $N h^{n-1}$ inclusive (that is to $n$ terms), but the $(n+1)$ th term of the true expansion is $P h^{s}$, while by Taylor's series it would appear to be infinite.

The results established in thes proposition are important, because it frequently occurs that the first or leading terms of an expansion, are those only which we have occasion to consider.

## PART II.

## application of the differential calculus to THE THEORY OF PLANE CURVES.

## CHAPTER I.

TANGENTS TO PLANE CURVES. -NORMALS. -ASYMPTOTES.
109. In the application of the Differential Calculus to the investigation of the properties of plane curves, we regard the two variable co-ordinates $x$ and $y$ or $\theta$ and $r$, which serve to fix the position of $a$ point on the curve, as the independent variable and the dependent function respectively.

These two quantities are connected by a general relation called the equation of the curve.

Such as $y=F x$ or $r=\varphi \theta, \quad F(x, y)=0$, or $\varphi(r, \theta)=0$.
When the form of this equation is given, we can readily deter mine the values of the differential coefficients $\frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c$., or $\frac{d r}{d \theta}, \frac{d^{2} r}{d \theta^{2}}, \& c$. , in terms of the co-ordinates, and these values will be found extremely serviceable in the discussion of the properties of the curves.
110. The first application of the Calculus to Geometry which it is proposed to make, is the determination of the tangents to plane curves.

Prop. To find the general differential equation of a line which is tangent to a plane curve at a given point $x_{1} y_{1}$.


The equation of the secant line $R S$, passing through the points $\boldsymbol{t}_{1} y_{1}$ and $x_{2} y_{2}$, is

$$
y-y_{1}=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\left(x-x_{1}\right) \ldots(1)
$$

But if the secant $R S$ be caused to revolve about the point $P_{1}$, ap. proaching to coincidence with the tangent $T V$, the point $P_{2}$ will approach $P_{1}$, and the differences $y_{2}-y_{1}$ and $x_{2}-x_{1}$ will also diminish, so that at the limit, when $R S$ and $T V$ coincide, $\frac{y_{2}-y_{1}}{x_{2}-x_{1}}$ will reduce to $\frac{d y_{1}}{d x_{1}}$, and the equation (1) will take the form

$$
y-y_{1}=\frac{d y_{1}}{d x_{1}}\left(x-x_{1}\right) \ldots(2)
$$

which is the required equation of the tangent line at the point $x_{1} y_{1}$.
111. To apply ( 2 ) to any particular curve we substitute for $\frac{d y_{1}}{d x_{1}}$ its value deduced from the equation of the curve and expressed in terms of the co-ordinates of the point of tangency.

Cor. The differential coefficient $\frac{d y_{1}}{d x_{1}}$ represents the trigonometrical tangent of the angle $P_{1} T^{\prime} X$ formed by the tangent line with the axis of $x$.

Cor. To find the value of the subtangent $D_{1} T$, we make $y=0$ in (2). The corresponding value of $x$ will be the distance $O T$, and
therefore $x-x_{1}$ will represent the subtangent $D_{1} T$, this latter being reckoned from $D_{1}$ the foot of the ordinate. Thus

$$
\operatorname{subtan} D_{1} T=x-x_{1}=-\frac{y_{1}}{\frac{d y_{1}}{d x_{1}}} \cdots(3)
$$

In the formula (3), $x$ represents the independent variable, but if we take $y$ as the independent variable, this formula may be simpli. fied. For it has been shown that $\frac{d y}{d x}=\frac{1}{\frac{d x}{d y}}$ or $\frac{1}{\frac{d y}{d x}}=\frac{d x}{d y}$. Hence (3) may be written

$$
\operatorname{subtan} D_{1} T=-y_{1} \frac{d x_{1}}{d y_{1}} \cdots(4)
$$

112. Prop. To determine the general differential equation of a line which is normal to a plane curve at a given point $x_{1} y_{1}$.

The equation of the normal $P N$, which passes through the point $x_{1} y_{1}$, will be of the form $y-y_{1}=t_{1}\left(x-x_{1}\right) \ldots(5)$,
where $t_{1}$ denotes the unknown
 tangent of the angle $P N X$ formed by $P N$ with the axis of $x$.

But since the normal $P N$ is perpendicular to the tangent $P T$, we must have, by the condition of perpendicularity of lines in a plane, $1+t t_{1}=0$ or $t_{1}=-\frac{1}{t}$ where $t=\frac{d y_{1}}{d x_{1}}=\tan$. angle $P T D$.

Replacing $t_{1}$ by its value in (5) there results

$$
y-y_{1}=-\frac{1}{\frac{d y_{1}}{d x_{1}}}\left(x-x_{1}\right)=-\frac{d x_{1}}{d y_{1}}\left(x-x_{1}\right) \ldots(6)
$$

To apply (6) we substitute for $\frac{d x_{1}}{d y_{1}}$ its value derived from the equation of the given curve.
7. Cor. To find the value of the subnormal $D N$, we make $y=0$ in (6) and thus obtain $O N$ as the corresponding value of $x$.

$$
\therefore D N=x-x_{1}=y_{1} \frac{d y_{1}}{d x_{1}} \cdots(7)
$$

when either the subtangent or subnormal has been determined, the tangent and normal can be readily constructed.

## applications.

113. 114. Let the curve be the common parabola, whose equation is

$$
\begin{gathered}
y^{2}=2 p x \\
\therefore \frac{d y}{d x}=\frac{p}{y}, \quad \frac{d y_{1}}{d x_{1}}=\frac{p}{y_{2}}, \quad \text { and } \quad \frac{d x_{1}}{d y_{1}}=\frac{y_{1}}{p}
\end{gathered}
$$

Hence the equation of the tangent is

$$
y-y_{1}=\frac{p}{y_{1}}\left(x-x_{1}\right)
$$

or $y y_{1}-y_{1}^{2}=p\left(x-x_{1}\right)$,
whence


$$
y y_{1}=p\left(x-x_{1}\right)+2 p x_{1}=p\left(x+x_{1}\right) .
$$

And that of the normal is

$$
y-y_{1}=-\frac{y_{1}}{p}\left(x-x_{1}\right)
$$

Also, $\quad \operatorname{subtan} D T=-\frac{y_{1}}{p} \cdot y_{1}=-\frac{2 p x_{1}}{p}=-2 x_{1}$,
and

$$
\text { subnorm } D N=y_{1} \frac{p}{y_{1}}=p
$$

Thus it appears that the subtangent of the parabola is negative and equal to twice the abscissa; and the subnormal is positive and con stant, being equal to the semi-parameter.'
2. The Ellipse, $\quad a^{2} y^{2}+b^{2} x^{2}=a^{2} b^{2}$

$$
\frac{d y}{d x}=-\frac{b^{2} x}{a^{2} y}, \quad \therefore \frac{d y_{1}}{d x_{1}}=-\frac{b^{2} x_{1}}{a^{2} y_{1}}, \quad \text { and } \quad \frac{d x_{1}}{d y_{1}}=-\frac{a^{2} y_{1}}{b^{2} x_{1}}
$$

$\therefore$ The equation of the tangent is

$$
y-y_{1}=-\frac{b^{2} x_{1}}{a^{2} y_{1}}\left(x-x_{1}\right), \quad \text { or, } \quad a^{2} y y_{1}+b^{2} x x_{1}=a^{2} b^{2}
$$

Also subtangent $=-y_{1} \frac{d x_{1}}{d y_{1}}=\frac{a^{2} y_{1}{ }^{2}}{b^{2} x_{1}}=\frac{a^{2}}{x_{1}}-x_{1}$.
And subnormal $=y_{1} \frac{d y_{1}}{d x_{1}}=-\frac{b^{2}}{a^{2}} x_{1}$.
3. The logarithmic curve, whose equation is $y=a^{x}$.

$$
\frac{d y}{d x}=\log a \cdot a^{x}
$$



$$
\therefore \text { subtan }=-\frac{y_{1}}{\log a \cdot a^{x_{1}}}=-\frac{1}{\log a}=-m
$$

where $m$ is the modulus of the system of logarithms whose base is $a$.

Also subnorm. $=\log a \cdot a^{x_{1}} y_{1}=\frac{y_{1}{ }^{2}}{m}=\frac{a^{2 x_{1}}}{m}$.
In this curve, the values of the abscissas are the logarithms of the values of the corresponding ordinates in the system whose base is $\alpha$.
114. Prop. To determine expressions for the tangent, the normal, and the perpendicular from the origin to the tangent of a plane curve.

For the tangel.t $P T$, we have

$$
\begin{aligned}
P T & =\sqrt{P D^{2}+D T^{2}} \\
& =y_{1} \sqrt{1+\frac{d x_{1}{ }^{2}}{d y_{1}{ }^{2}}}
\end{aligned}
$$



For the normal $P N$, we have

$$
P N=\sqrt{P D^{2}+D N^{2}}=y_{1} \sqrt{1+\frac{d y_{1}{ }^{2}}{d x_{1}{ }^{2}}}
$$

For the perpendicular $O Q$, we have
$O Q=O T \cdot \sin O T Q=O T \frac{1}{\operatorname{cosec} \theta}=O T \sqrt{\frac{1}{1+\cot ^{2} \partial}}=\frac{x_{1}-y \frac{d x_{1}}{d y_{1}}}{\left[1+\frac{d x_{1}{ }^{2}}{d y_{1}{ }^{2}}\right]^{\frac{1}{2}}}$
or,

$$
O Q=\frac{x_{1} d y_{1}-y_{1} d x_{1}}{\left(d x_{1}^{2}+d y_{1}^{2}\right)^{\frac{1}{2}}}
$$

$E x$. The general equation of all parabolas.
The general name of parabola is applied to all curves included in the equation $y^{m}=a^{m-1} x$, in which $m$ may represent any positive number either whole or fractional. When $m=2$, the curve becomes the common parabola.

Here $\quad y^{m}=a^{m-1} x, \quad \therefore \frac{d y}{d x}=\frac{a^{m-1}}{m y^{m-1}}, \quad$ and $\quad \frac{d x}{d y}=\frac{m y^{m-1}}{a^{m}}-\frac{m x_{1}}{y_{1}}$

$$
\tan =y_{1} \sqrt{1+\frac{d x_{1}{ }^{2}}{d y_{1}{ }^{2}}}=\sqrt{y_{1}{ }^{2}+m^{2} x_{1}{ }^{2}}
$$

$$
\text { norm }=y_{1} \sqrt{1+\frac{d y_{1}{ }^{2}}{d x_{1}{ }^{2}}}=\sqrt{y_{1}{ }^{2}+\frac{y_{1}{ }^{4}}{m^{2} x_{1}{ }^{2}}}
$$

and

$$
\operatorname{perp}=\frac{x_{1}-m x_{1}}{\left[1+\frac{m^{2} \cdot r_{1}{ }^{2}}{y_{1}{ }^{2}}\right]^{\frac{1}{2}}}=\frac{x_{1} y_{1}(1-m)}{\left[y_{1}{ }^{2}+m^{2} x_{1}{ }^{2}\right]^{\frac{1}{2}}} .
$$

115. Prop. To obtain expressions for the polar subtangent, subnurmal, tangent, normal, and perpendicular to the tangent of a plane curve, when it is referred to polar co-ordinates.

$$
\begin{aligned}
& \because \text { subtan }=-y_{1} \frac{d x_{1}}{d y_{1}}=-\frac{m y_{1}{ }^{m}}{a^{m-1}}=-m x_{,} \\
& \text {subnorm }=y_{1} \frac{d y_{1}}{d x_{1}}=\frac{a^{m-1}}{m y_{1}{ }^{m-2}}=\frac{y_{1}{ }^{2}}{m x_{1}},
\end{aligned}
$$

Let $A B$ be the curve, $Q$ the pole, $P$ the point to be referred, $Q X$ the fixed axis from which the variable angle $P Q X$ is reekoned, $Q P$ the radius vector, $T Q N$ a ine drawn through the pole $Q$, perpendicular to the radius vector $P Q$, and limited by the tangent $P T$, and the normal $P N$, $Q S$ a perpendicular on the tangent from the pole. Then $Q T$ is called the polar subtangent, and $Q N$ the polar subnormal.


Put $\quad Q P=r, \quad$ angle $P Q X=\theta$, angle $Q P T=u$,

$$
\text { angle } P T_{1} X=i, \quad Q D=x, \quad D P=y
$$

Then $Q T=Q P \cdot \tan Q P T=r \tan u=r \cdot \tan (i-\theta)$

$$
=r \cdot \frac{\tan i-\tan \theta}{1+\tan i \tan \theta}
$$

But $\quad \tan i=\frac{d y}{d x}, \quad \tan \theta=\frac{y}{x}, \quad \therefore \tan u=\frac{\frac{d y}{d x}-\frac{y}{x}}{1+\frac{y}{x} \cdot \frac{u y}{d x}}$.
Now if we change the independent variable from $x$ to $\theta$, we must employ the formula $\frac{d y}{d x}=\frac{\frac{d y}{d d}}{\frac{d x}{d d}}$,

$$
\therefore \tan u=\frac{x \frac{d y}{d \vartheta}-y \frac{d x}{d \theta}}{x \frac{d x}{d \theta}+y \frac{d y}{d \theta}} \ldots(1)
$$

And from the formula for passing from rectangular to polar co-ordinates, we have $x=r \cos \theta, y=r \sin \theta$, which being differentiated with respect to $\theta$, observing that $r_{\mathrm{c}}$ is a function of $\theta$, we get

$$
\because \frac{d x}{d \jmath}=\frac{d r}{d \theta} \cdot \cos \theta-r \cdot \sin \theta, \quad \frac{d y}{d \theta}=\frac{d r}{d \theta} \sin \theta+r \cos \theta .
$$

and these substituted in (1) give

$$
\begin{aligned}
\tan u & =\frac{r \cos \theta\left(\frac{d r}{d \theta} \cdot \sin \theta+r \cos \theta\right)-r \sin \theta\left(\frac{d r}{d \theta} \cdot \cos \theta-r \sin \theta\right)}{r \cos \theta\left(\frac{d r}{d \theta} \cdot \cos \theta-r \sin \theta\right)+r \sin \theta\left(\frac{d r}{d \theta} \cdot \sin \theta+r \cos \theta\right)} \\
& =\frac{r}{\frac{d r}{d \theta}}=r \frac{d \theta}{d r} .
\end{aligned}
$$

$\therefore$ subtangent $Q T=r \tan u=\frac{r^{2}}{\frac{d r}{d \theta}}=r^{2} \frac{d \theta}{d r}$.
Also subnormal $Q N=\frac{Q P^{2}}{Q T}=\frac{d r}{d \theta}$.
Tangent $P T=\sqrt{Q P^{2}+Q T^{2}}=r \sqrt{1+r^{2} \frac{d d^{2}}{d r^{2}}}$.
Normal $P N=\sqrt{Q P^{2}+Q N^{2}}=\sqrt{r^{2}+\frac{d r^{2}}{d \theta^{2}}}$.
Perpendicular $Q S=\frac{P Q \times Q T}{P T}=\frac{r^{2}}{\sqrt{r^{2}+\frac{d r^{2}}{d d^{2}}}}$.
EXAMPLES.
116. 1. The spiral of Archimedes whose equation is $r=a \theta$.

$$
\frac{d r}{d \theta}=a, \quad \frac{d \theta}{d r}=\frac{1}{a},
$$


$\therefore$ subtan $Q T=r^{2} \frac{d \theta}{d r}=\frac{r^{2}}{a}, \quad$ subnorm $Q N=\frac{d r}{d \theta}=a$,
$\tan P T=r \sqrt{1+\frac{r^{2}}{a^{2}}}$, norm $P N=\sqrt{r^{2}+a^{2}}, \operatorname{perp} Q S=\frac{r^{2}}{\sqrt{r^{2}+a^{2}}}$.
2. The logarithmic spiral $r:=a^{\theta}$.

In this curve, the numerical value $\theta$ of the are which measures the variable angle is the logarithm of the value of the radius vector $r$, in the system whose base is $\dot{\alpha}$.

$$
\begin{gathered}
\frac{d r}{d \theta}=\log a a^{\theta}=r \cdot \log a . \quad \therefore \text { Subtan }=\frac{r}{\log a}=m r, \text { where } \\
m=\text { modulus. } \quad \text { Subnormal }=r \cdot \log a=\frac{r}{m}
\end{gathered}
$$

This curve cuts every radius vector under the same angle ; that is, the tangent at any point is inclined to the radius vector at that point in a constant angle.

For $\tan u=r \frac{d \theta}{d r}$

$$
=\frac{r}{r \log a}=\frac{1}{\log a}=m
$$



If $a=e$ the Naperian base, then $\log a=1, \tan u=1$ and $u=45^{\circ}$, and $Q T=Q N=r$.
3. The lemniscata of Bernouilli, $r^{2}=a^{2} \cos 2 \theta$.
$r \frac{d r}{d \theta}=-a^{2} \sin 2 \theta . \quad \therefore$ subtan $=\frac{-r^{3}}{a^{2} \sin 2 \theta}$, subnorm $=\frac{-a^{2}}{r} \cdot \sin 2 \theta$.

$$
\operatorname{per} p=\frac{r^{3}}{\sqrt{r^{4}+a^{4} \sin ^{2} 2 \theta}}=\frac{r^{3}}{\sqrt{a^{4} \cos ^{2} 2 \theta+a^{4} \sin ^{2} 2 \theta}}=\frac{r^{3}}{a^{2}} .
$$

This curve has the form of the figure 8 , is perpendicular to the axis $A B$ at $A$ and $B$, and forms angles of $45^{\circ}$ with $A B$ at the pole $Q$. For when $\theta=0$,
 or $\theta=\pi, r=a$, and $\frac{d r}{d \theta}=0$. And when $\theta=45^{\circ}$, or $135^{\circ}$, or $225^{\circ}$, or $315^{\circ}$, then $r=0$.

## Rectilinear Asymptotes.

117. A rectilinear asymptnte to a curve is a line which touches the curve at a point infinitely distant from the origin, and yet passes within a finite distance of the origin.
118. If in the differential equation of a tangent line

$$
y-y_{1}=\frac{d!y_{1}}{d x_{1}}\left(x-x_{1}\right), \text { we make successively } x=0, \text { and } y=0
$$

we shall obtain for the distances intercepted on the axes,

$$
y^{\prime}=y_{1}-x_{1} \frac{d y_{1}}{d x_{1}}, \quad \text { and } \quad x^{\prime}=x_{1}-y_{1} \frac{d x_{1}}{d y_{1}} .
$$

Now if when either $x_{1}$ or: $y_{1}$ becomes infinite, one or both of these values should prove finite, the curve will have an asymptote whose position will be determined by the values of $x$ and $y^{\prime}$.

If $x^{\prime}=a$, and $y^{\prime}=b$ when $a$ and $b$ are both finite, the asymptote will cut both axes : if $x^{\prime}=a$ and $y^{\prime}=\infty$, the as! mptote will be parallel to the axis of $y$; and, finally, if $x^{\prime}=\infty$ and $y^{\prime}=b$, the asymptote will be parallel to the axis of $x$.
119. When the curve is referred to polar co-ordinates, there will be an asymptote whenever the subtangent (which is then equal to the perpendicular from the pole upon the tangent) becomes finite fur an infinite value of the radius vector. Its position will be fixed also, since it will be parallel to the radius vector ; that is, it will form with the radius vector an indefinitely small angle. The existence of an asymptote may be ascertained from the equation of the curve iny finding what value of $\theta$ will render $r$ infinite. If the same value of $\theta$ makes $r^{2} \cdot \frac{d \theta}{d r}$ either finite or zero, there will be an asymptote parallel to the radius vector, and passing through the extremity of the sub. tangent.
120. 1. The hyperbola $a^{2} y^{2}-b^{2} x^{2}=-a^{2} b^{2}$.

$$
\frac{d y_{1}}{d \cdot x_{1}}=\frac{b^{2} x_{1}}{a^{2} y_{1}}=\frac{b^{2}}{a^{2}} \cdot \frac{a}{b} \cdot \sqrt{\frac{b^{2}+y_{1}^{2}}{y_{1}^{2}}}=\frac{b}{a} \sqrt{1+\frac{l^{2}}{y_{1}^{2}}}=\frac{3}{a} \text { when } y_{1}=\infty \text {. }
$$

Also $y_{1}=\frac{b}{a} \sqrt{x_{1}^{2}-a^{2}}=\frac{h x_{1}}{a} \sqrt{1-\frac{a^{2}}{x_{1}^{2}}}=\frac{b x_{1}}{a}$ when $x_{1}$ or $y_{1}=\infty$.

$$
\therefore y^{\prime}=y_{1}-x_{1} \frac{d y_{1}}{d x_{1}}=\frac{b x_{1}}{a}-\frac{b x_{1}}{a}=0
$$

and

$$
x^{\prime}=x_{1}-y_{1} \frac{d x_{1}}{d y_{1}}=x_{1}-\frac{b x_{1}}{a} \cdot \frac{a}{b}=x_{1}-x_{1}=0 .
$$

$\therefore$ The hyperbola has an asymptote passing through the origin, and forming with the axis of $x$ an angle whose tangent $= \pm \frac{b}{a}$.
2. The logarithmic curve $y=a^{x}$.

$$
\begin{gathered}
\frac{d y}{d x}=\log a \cdot a^{x}, x^{\prime}=x_{1}-y_{1} \frac{d x_{1}}{d y_{1}}=x_{1}-\frac{a^{x_{1}}}{\log a \cdot a^{x_{1}}}=x_{1}-m . \\
y^{\prime}=y_{1}-x_{1} \frac{d y_{i}}{d x_{1}}=a^{x_{1}}-\frac{x_{1} a^{x_{1}}}{m} .
\end{gathered}
$$

Now when $x_{1}=+\infty, y_{1}=+\infty, \therefore x^{\prime}=\infty$ and $y^{\prime}=\infty$ and the corresponding tangent is not an asymptote.

But when $x_{1}=-\infty, y_{1}=0 . \quad \therefore x^{\prime}=-\infty$ and $y^{\prime}=0$, and therefore the axis of $x$ is an asymptote.
3. The cissoid whose equation is $y^{2}=\frac{x^{3}}{2 r-x}$. or $2 r y^{2}-y^{2} x-x^{3}=0$ $\frac{d y_{1}}{d x_{1}}=\frac{y_{1}{ }^{2}+3 x_{1}{ }^{2}}{4 r y_{1}-2 x_{1} y_{1}}, \quad \therefore x^{\prime}=x_{1}-y_{1} \frac{4 r y_{1}-2 x_{1} y_{1}}{y_{1}{ }^{2}+3 x_{1}{ }^{2}}=\frac{2 x_{1}-4 r}{1+\frac{3 x_{1}{ }^{2}}{y_{1}{ }^{2}}}+x_{1}$

$$
\therefore x^{\prime}=2 r, \quad \text { when } \quad x_{1}=2 r \quad \text { and } \quad y_{1}=\infty .
$$

Also

$$
\begin{aligned}
y^{\prime} & =y_{1}-x_{1} \frac{y_{1}^{2}+3 x_{1}^{2}}{4 r \cdot y_{1}-2 x_{1} y_{1}}=y_{1}-\frac{y_{1}\left(6 r-2 x_{1}\right)}{4 r-2 x_{1}} \\
& =-\frac{2 r y_{1}}{4 r-2 x_{1}}=\infty \text { when } x_{1}=2 r
\end{aligned}
$$

$\therefore$ The cissoid has an asymptote parallel to $y$, at a distance $2 r$ from the origin.
4. The parabola $y^{2}=2 p x$.
$\frac{d y_{1}}{d x_{1}}=\frac{p}{y_{1}} \therefore \cdot x^{\prime}=x_{1}-y_{1} \frac{y_{1}}{p}=x_{1}-2 x_{1}=-x_{1}=\infty$ when $x_{1}=\infty$.
Alse $y^{\prime}=y_{1}-x_{1} \frac{p}{y_{1}}=y_{1}-\frac{1}{2} y_{1}=\frac{1}{2} y_{1}=\infty$ when $y_{1}=\infty$ or $x_{1}=\infty$,
$\therefore$ The parabola has no asymptote. .
5. To find the equation of the asymptote to the curve $y^{3}=a x^{2}+x^{3}$

$$
\begin{gathered}
y_{1}=\infty, \text { when } x_{1}=\infty . \\
\frac{d y_{1}}{d x_{1}}=\frac{2 a x_{1}+3 x_{1}{ }^{2}}{3\left(a x_{1}{ }^{2} \cdot+x_{1}{ }^{3}\right)^{\frac{2}{3}}}=\frac{\frac{2 a}{x_{1}}+3}{3\left[\frac{a}{x_{1}}+1\right]^{\frac{9}{3}}}=1 \text { when } x_{1}=\infty .
\end{gathered}
$$

Also $\quad y^{\prime}=y_{1}-x_{1} \frac{2 a x_{1}+3 x_{1}{ }^{2}}{3\left(a x_{1}{ }^{2}+x_{1}{ }^{3}\right)^{\frac{2}{3}}}=\left(a x_{1}{ }^{2}+x_{1}{ }^{3}\right)^{\frac{1}{8}}-\frac{2 a x_{1}{ }^{2}+3 x_{1}{ }^{3}}{3\left(a x_{1}{ }^{2}+x_{1}{ }^{3}\right)^{\frac{8}{3}}}$

$$
=\frac{a x_{1}{ }^{2}}{3\left(a x_{1}{ }^{2}+x_{1}{ }^{3}\right)^{\frac{2}{3}}}=\frac{a}{3\left(\frac{a}{x_{1}}+1\right)^{\frac{2}{3}}}=\frac{a}{3} \text { when } x_{1}=\infty .
$$

$\therefore y=x+\frac{1}{3} a$ the equation of the asymptote.
Polar Curves. 1. The hyperbolic spiral $r \theta=\alpha$.

$$
\frac{d \theta}{d r}=-\frac{a}{r^{2}} . \quad \therefore \text { subtan }=r^{2} \frac{a}{r^{2}}=a, \quad \text { for all values of } r
$$

$\therefore$ There is an asymptote which passes at a distance $\boldsymbol{a}$ from the origin. Also, since $r=\infty$ when $\theta=0$, the asymptote is parallel to the fixed axis from which $\theta$ is reckoned.
2. The spiral of Archimedes $r=a \theta$.

$$
\frac{d \theta}{d r}=\frac{1}{a}, \quad \text { subtan }=\frac{r^{2}}{a}=\infty \quad \text { when } \quad r=\infty .
$$

$\therefore$ The curve has no asymptote.
3. The logarithmic spiral $\quad r=a^{9}$.

$$
\frac{d \theta}{d r}=\frac{m}{r}, \quad \operatorname{subtan}=\frac{m r^{2}}{r}=m r=\infty \quad \text { when } \quad r=\infty
$$

$\therefore$ There is no asymptote.
4. The Lituus

$$
r 0^{\frac{1}{2}}=a .
$$

$$
\frac{d \theta}{d r}=-\frac{2 a^{2}}{r^{3}} . \quad \therefore \text { subtan }=\frac{2 a^{2} r^{2}}{r^{3}}=\frac{2 a^{2}}{r}=0 \quad \text { when } r=\infty .
$$

Also $r=\infty$ when $\theta=0 . \quad$. The fixed axis is an asymptote.

## Circular Asymptotes.

121. When the equation of the curve has such a form as will render $r=$ a finite value when $\theta=\infty$, the curve will make an infinite number of revolutions about the pole before becoming tangent to a circle whose radius $=a$. This circle is therefore called a circular asymptote. If $r>a$ for every finite value of $\theta$, the curve will lie wholly exterior to the circle; but if $r<a$ for all finite values of $\theta$, the curve will lie entirely within the circle.
122. Let the equation be $\left(r^{2}-a r\right)^{2}=1$ or $A=\frac{1}{\sqrt{r^{2}-a r}}$.

Then $\theta=\infty$ when $r=a$. And $\theta$ is real when $r>a$, but imagi nary when $r<\alpha$.
$\therefore$ The circle with radius $=a$ is an asymptote, and lies within the spiral.
2. The curve $\quad\left(a r-r^{2}\right)^{2}=1$.

$$
\theta=\frac{1}{\sqrt{a r}-r^{2}}=\infty \quad \text { when } \quad r=a
$$

Also $\theta$ is real when $r<a$, and imaginary when $r>a$.
$\therefore$ The circle with radius $=a$ is an asymptote and encloses the curve within it.

## CHAPTER II.

## CURVATURE AND OSCULATION OF PLANE CURVES.

122. As introductory to the discussion of the subject of the curvature of plane curves, the following proposition will be fuund useful:

Prop. To show that the limit to the ratio of the chord and arc of any plane curve, when that are is diminished indefinitely, is unity, and to deduce an expression for the differential of the arc of a plane curve, in terms of the differentials of the co-ordinates.

Let $P P_{1}$ be an are of a plane
 curve $A P B$, whose equation is $\dot{y}=F x$.

Put $O D=x, D P=y, D D_{1}=h, D_{1} P_{1}=y_{1}, A P=s, A P_{1}=s_{1}$.
Then

$$
y_{1}=F^{\prime}(x+h) .
$$

The arc $P P_{1}$ is intermediate in length between the chord $P P_{1}=C$, and the broken line $P T P_{1}=B$. If, therefore, we can prove that the limit to the ratio $\frac{B}{C}$ is unity, it will follow that the limit to the ratio of the chord and are is unity, and therefore at that limit the expression for the chord $P P_{1}$ will be a suitable expression for the $\operatorname{arc} P P_{1}$ which will then become the differential of $s$.

But $\frac{B}{C}=\frac{P T+P_{1} T}{P P_{1}}=\frac{\sqrt{P E^{2}+E T^{2}}+P_{1} T}{\sqrt{P E^{2}+E P_{1}{ }^{2}}}$
$=\frac{\sqrt{h^{2}+h^{2} \frac{d y^{2}}{d x^{2}}}+h \frac{d y}{d x}-\left(y_{1}-y\right)}{\sqrt{h^{2}+\left(y_{1}-y\right)^{2}}}$
$=\frac{h \sqrt{1+\frac{d y^{2}}{d x^{2}}}+h \frac{d y}{d x}-\left(h \frac{d y}{d x}+\frac{h^{2}}{1.2} \cdot \frac{d^{2} y}{d x^{2}}+\frac{h^{3}}{1.2 .3} \cdot \frac{d^{3} y}{d x^{2}}+\& \mathrm{c} .\right)}{\sqrt{h^{2}+\left(h \frac{d y}{d x}+\frac{h^{2}}{1.2} \cdot \frac{d^{2} y}{d x^{2}}+\& \mathrm{c} .\right)^{2}}}$
and by dividing numerator and denominator by $h$

$$
\frac{B}{C}=\frac{\sqrt{1+\frac{d y^{2}}{d x^{2}}}-h\left[\frac{1}{1.2} \frac{d^{2} y}{d x^{2}}+\frac{h}{1.2 .3} \cdot \frac{d^{3} y}{d x^{3}}+\& c .\right]}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{h}{1} \cdot \frac{d y}{d x} \cdot \frac{d^{2} y}{d x^{2}}+\frac{h^{2}}{1.3} \cdot \frac{d y}{d x} \cdot \frac{d^{3} y}{d x^{3}}+\& c .}}=1, \text { when } h=\mathbf{c} .
$$

$\therefore$ at the limit,

$$
\frac{\text { arc }}{\text { chord }}=1, \quad \text { or } \quad \frac{d s}{d x}=\frac{\text { chord }}{d x}=\frac{\tan P T}{d x}=\frac{h \sqrt{1+\frac{d y^{2}}{d x^{2}}}}{h}
$$

$$
\text { or } \quad \frac{d s}{d x}=\sqrt{1+\frac{d y^{2}}{d x^{2}}} . \quad \therefore d s=d x \sqrt{1+\frac{d y^{2}}{d x^{2}}}=\sqrt{d x^{2}+d y^{2}} .
$$

Also

$$
d s=d y \sqrt{1+\frac{d x^{2}}{d y^{2}}}
$$

123. In the first of these expressions $x$ is the independent variable; in the second, $y$.

Cor. If we wish to employ some other quantity $t$ upon which $\varepsilon, x$ and $y$ depend, as the independent variable, we must use the formulæ for changing the independent variable, viz. :

$$
\frac{d s}{d x}=\frac{\frac{d s}{d t}}{\frac{d x}{d t}} \quad \text { and } \quad \frac{d y}{d x}=\frac{\frac{d y}{d t}}{\frac{d x}{d t}}
$$

which, substituted in the value of $\frac{d s}{d x}$ give

$$
\frac{d s}{d t}=\sqrt{\frac{d x^{2}}{d t^{2}}+\frac{d y^{2}}{d t^{2}}} .
$$

124. We proceed now to consider the osculation of plane curves.

Let $Y=F x$ (1), and $y=\varphi x$ (2) be the equations of two plane curves, the first of which is given in species, magnitude, and position, but the latter in species only.

Then the constants or parameters which enter into equation (1) are fixed and determinate, but those which appear in (2) entirely arbitrary, and may therefore be so assumed as to fulfil as many independent conditions as there are constants to be determined.

If, when the abseissa $x$ is supposed the same in both curves, the condition $y=Y$ is satisfied, the curves will have a common point $P$, but will usually intersect at that point.


If the condition $\frac{d y}{d x}=\frac{d Y}{d x}$ be true also, the curves will have a common tangent such as $S P T$; and the contact is then said to be ofthe first order : if the second differential coefficients be also equal, viz., $\frac{d^{2} y}{d x^{2}}=\frac{d^{2} Y}{d x^{2}}$, the contact is said to be of the second order; if $\frac{d^{3} y}{d x^{3}}=\frac{d^{3} Y}{d x^{3}}$, the contact is of the third order, \&c. \&c.
125. In order to show that the contact will be more intimate as the number of corresponding equal differential coefficients becomes greater, let $x$ take the arbitrary increment $h$, converting $y$ and $\boldsymbol{Y}$ into $y_{1}$ and $Y_{1}$ respectively.

Then $\quad Y_{1}==Y+\frac{d Y}{d x} \cdot \frac{h}{1}+\frac{d^{2} Y}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} Y}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& c$.
and

$$
\begin{gathered}
y_{1}=y+\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1 \cdot 2}+\frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1 \cdot 2 \cdot 3}+\& c . \\
\therefore Y_{1}-y_{1}=\left[\frac{d Y}{d x}-\frac{d y}{d x}\right] \frac{h}{1}+\left[\frac{d^{2} Y}{d x^{2}}-\frac{d^{2} y}{d x^{2}}\right] \frac{h^{2}}{1.2} \\
+\left[\frac{d^{3} Y}{d x^{3}}-\frac{d^{3} y}{d x^{3}}\right] \frac{h^{3}}{1.2 .3}+\& c .
\end{gathered}
$$

Now the value of this difference, which expresses the distance by which the one curve departs from the other, measured on the line parallel to $y$, will depend, when $h$ is small, chiefly upon the terms containing the lowest powers of $h$.
If, then, the first differential coefficients derived from the equations of three curves $(A),(B)$ and $(C)$ be equal, at a common point, and if the second differential coefficients derived from the equations of $(A)$ and $(B)$ be also equal, but those derived from $(A)$ and $(C)$ unequal, the curves $(A)$ and $(B)$ will separate more slowly than $(A)$ and $(C)$, because the expression for the difference of the ordi nates of $(A)$ and $(C)$ corresponding to the abscissa $x+h$, will contain a term including the second power of $h$, but the difference of the ordinates of $(A)$ and $(B)$ will contain no power of $h$ lower than the third.
126. The order of closest possible contact between one curve entirely given, and another given only in species, will depend on the number of arbitrary parameters contained in the equation of the second curve.

Thus a contact of the first order requires two conditions, viz. :

$$
y=Y \text { and } \frac{d y}{d x}=\frac{d Y}{d x}:
$$

the first of these conditions being employed in giving the curves a common point, and the second in giving their tangents at that point a common direction. Hence there must be at least two arbitrary parameters.

A contact of the second order requires three parameters; one of the third order, four parameters, \&c. Hence the straight line, whose equation $y=a x+b$ has two parameters, $a$ and $b$, can have contact of the first order only.

The circle $(x-a)^{2}+(y-b)^{2}=r^{2}$ having in its equation three parameters, can have contact of the second order.

The parabola can have contact of the third order; the ellipse or byperbola a contact of the fourth order, \&c.

The curve of a given species, which has the most intimate contact possible with a given curve at a given point, is called the osculatory surve of that species.
The osculatory circle is employed to measure the curvature of plane curves, and its radius is called the radius of curvature of the given curve.
127. Prop. To determine the radius of curvature of a given curve at a given point, and also the co-ordinates of the centre of the osculatory circle.

Let the equation of the given curve be $y=F x(1)$, and that of the required circle $(x-a)^{2}+(y-b)^{2}=r^{2}$ (2), the quantities $a, b$ and $r$ being those which it is proposed to determine.

There being three disposable parameters, $a, b$, and $r$, in equation (2), we can impose the three conditions

$$
y=Y, \frac{d y}{d x}=\frac{d Y}{d x} \quad \text { and } \quad \frac{d^{2} y}{d x^{2}}=\frac{d^{2} Y}{d x^{2}}
$$

with which determine $a, b$, and $r$, and the contact will be of the second order.

Denote the first and second differential coefficients derived from thr equation of the given curve by $p^{\prime}$ and $p^{\prime \prime}$, that is, put

$$
\frac{d Y}{d x}=p^{\prime} \quad \text { and } \quad \frac{d^{2} Y}{d x^{2}}=p^{\prime \prime}
$$

Then, since the corresponding differential coefficients derived from
the equation of the osculatory circle must have the same values, we shall have

$$
\frac{d y}{d x}=p^{\prime} \quad \text { and } \quad \frac{d^{2} y}{d x^{2}}=p^{\prime \prime}
$$

Now let (2) be differentiated twice successively, replacing

$$
\frac{d y}{d x} \quad \text { and } \quad \frac{d^{2} y}{d x^{2}} \text { by } p^{\prime} \text { and } p^{\prime \prime}
$$

$\therefore(x-a)+(y-b) p^{\prime}=0 \ldots(3)$, and $1+p^{\prime 2}+(y-b) p^{\prime \prime}=0 \ldots$ (4).
The equations (2), (3), and (4), will just suffice to determino $a, b$, and $r$.

Thus, from (4) $y-b=-\frac{1+p^{\prime 2}}{p^{\prime \prime}} \cdots(5)$ or $b=y+\frac{1+p^{2}}{p^{\prime \prime}} \cdots$
and from (3) and (4) $x-a=-(y-b) p^{\prime}=\frac{p^{\prime}\left(1+p^{\prime 2}\right)}{p^{\prime \prime}} \ldots$

$$
\begin{equation*}
\therefore a=x-\frac{p^{\prime}\left(1+p^{\prime 2}\right)}{p^{\prime \prime}} . \therefore(8) \tag{7}
\end{equation*}
$$

Now combining (2), (5), and (7), we get

$$
\begin{gathered}
r^{2}=\frac{\left(1+p^{\prime 2}\right)^{2}}{p^{\prime 2}}+\frac{p^{\prime 2}\left(1+p^{\prime 2}\right)^{2}}{p^{\prime 2}}=\frac{\left(1+p^{\prime 2}\right)^{3}}{p^{\prime 2}} \\
\therefore r= \pm \frac{\left(1+p^{\prime 2}\right)^{\frac{8}{2}}}{p^{\prime \prime}} \cdots(9)
\end{gathered}
$$

The equations (6), (8), and (9), resolve the problem. To apply them to a particular case, we form the differential coefficients $p^{\prime}$ and $\boldsymbol{p}^{\prime \prime}$ from the equation of the given curve, and substitute their values in (6), (8), and (9).

Cor. Since $1+p^{\prime 2}$ or $1+\frac{d y^{2}}{d x^{2}}=\frac{d s^{2}}{d x^{2}}$, (Art. 122) the value of $r$ may be written thus

$$
r= \pm \frac{\frac{d s^{3}}{\frac{d x^{3}}{d^{2} y}}}{\frac{d x^{2}}{}} \ldots(10)
$$

Reniark. We may omit the donble sign $\pm$ in (9) and (10) and regard the radius of curvature as an essentially positive quantity in all cases. This double sign is sometimes employed to indicate the direction of the curvature, being positive when the curve presents its convexity to the axis of $x$, and negative in the contrary case. But it seems more simple to consider $r$ essentially positive, and to fix the direction of the curvature by the sign of $\frac{d^{2} y}{d x^{2}}$. It will now be shown that the sign of this second differential will always be determined by the direction of the curvature.

If the curve be convex towards the axis of $x$, as in Fig. 1, and if an increment $h$ be given to the abscissa $O D=x$, the ordinate $y$ will take an in-
 crement

$$
E P_{1}=\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& \mathrm{c}
$$

and the ordinate of the tangent will take a corresponding increment $E T=\frac{d y}{d x} \cdot \frac{h}{1}$, and the former of these two increments will be the greater since the tangent lies between the curve and the axis of $x$.

$$
\therefore E P_{1}-E T=\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& c .>0
$$

or since the sign of this series depends, when $h$ is small, on that of the first term, we must have $\frac{d^{2} y}{d x^{2}}>0$.

But when the curve is concave towards the axis of $x$, as in Fig. 2,

$$
E P_{1}-E T<0, \quad \text { and } \quad \therefore \frac{d^{2} y}{d x^{2}}<0
$$

Again, since the arc $s$ and the abscissa $x$ may always be supposed
to increase together, $\frac{d s^{3}}{d x^{3}}$ may be considered as essentially positive, and therefore the sign of $r$ in (10) would be controlled by that of $\frac{d^{2} y}{\bar{d} x^{2}}$. It is in this way that the sign of $r$ may be regarded as indicating the direction of the curvature.

## EXAMPLES.

128. 129. To find the radius of curvature of the common parabola $v^{2}=2 p x$, at a given point.

Here

$$
p^{\prime}=\frac{d y}{d x}=\frac{p}{y}
$$

and

$$
\begin{aligned}
& p^{\prime \prime}=\frac{d^{2} y}{d x^{2}}=-\frac{p}{y^{2}} \cdot \frac{d y}{d x}=-\frac{p^{2}}{y^{3}} \\
& \therefore r=\frac{\left(1+p^{\prime 2}\right)^{\frac{8}{2}}}{p^{\prime \prime}}=\frac{\left(y^{2}+p^{2}\right)^{\frac{8}{2}}}{p^{2}} \\
& r=\frac{(\text { normal })^{3}}{(\text { semi-parameter })^{2}}
\end{aligned}
$$

or


At the vertex, $y=0$, and $. \therefore r=p$ the semi-parameter; and $y=\infty, r=\infty$ also.
2. The ellipse

$$
A^{2} y^{2}+B^{2} x^{2}=A^{2} B^{2}
$$

$$
\begin{gathered}
p^{\prime}=-\frac{B^{2} x}{A^{2} y}, \quad p^{\prime \prime}=-\frac{B^{2} A^{2} y-A^{2} B^{2} x p^{\prime}}{A^{4} y^{2}} \\
=-\frac{B^{2}\left(A^{2} y^{2}+B^{2} x^{2}\right)}{A^{4} y^{3}}=-\frac{B^{4}}{A^{2} y^{3}} \\
\therefore r=\frac{\left[1+\frac{B^{4} x^{2}}{A^{4} y^{2}}\right]^{\frac{8}{2}}}{\frac{B^{4}}{A^{2} y^{3}}}=\frac{\left[A^{4} y^{2}+B^{4} x^{2}\right]^{\frac{8}{2}}}{A^{4} B^{4}} .
\end{gathered}
$$

At the extremity of the transverse axis $x=A$ and $y=0 . \therefore r=\frac{B^{2}}{A}$, and " " " conjugate " $x=0$ and $y=B . \therefore r=\frac{A^{2}}{B}$.
3. The logarithmic curve $y=a^{x}$.
$?^{\prime}=\log a \cdot a^{x}=\frac{y}{m}, \quad p^{\prime \prime}=\frac{1}{m} \cdot \frac{d y}{d x}=\frac{y}{m^{2}}, \quad$ where $m=$ modulus,

$$
\therefore r=\frac{\left(1+p^{\prime 2}\right)^{\frac{8}{2}}}{p^{\prime \prime}}=\frac{\left[1+\frac{y^{2}}{m^{2}}\right]^{\frac{3}{2}}}{\frac{y}{m^{2}}}=\frac{\left[m^{2}+y^{2}\right]^{\frac{3}{2}}}{m y}
$$

When $\quad y=0, r=\infty$; and when $y=\infty, r=\infty$ also.
4. The cubical parabola $\quad y^{3}=a^{2} x$.

$$
\begin{gathered}
p^{\prime}=\frac{a^{2}}{3 y^{2}}, \quad p^{\prime \prime}=-\frac{3 \prime^{2} \cdot 2 y}{9 y^{4}} \cdot \frac{a^{2}}{3 y^{2}}=-\frac{2 a^{4}}{9 y^{5}} . \\
\therefore r=\frac{\left[1+\frac{a^{4}}{9 y^{4}}\right]^{\frac{8}{2}}}{\frac{2 u^{4}}{9 y^{5}}}=\frac{\left(9 y^{4}+a^{4}\right)^{\frac{8}{2}}}{6 u^{4} y} .
\end{gathered}
$$

When $\quad y=0, r=\infty$, and when $y= \pm \infty, r=\infty$.
5. The cycloid, or curve generated by the motion of a point on the circumference of a circie, while the circle rolls on a straight line.

Let the radius of the generating circle $=a$. Place the origin at $V$, the vertex of the cycloid. Put $V D=x, D P=y$, the point $P$ being that which de-
 scribes the curve $A P V B$, while the circle rolls on the line $A C B$.

Then $P D=D F+F P=D F+E C$ since $E P$ and $C F$ are parallel. Also, since each point of the semi-circumference $C F^{\prime} V$ has been in contact with the semi-base $C A$ we must have arc $C F V=C A$ and similarly are $E P=E A=\operatorname{arc} C F$.
$\therefore$ By subtraction
$C A-E A=C F V-C F$ or $C E=F V ;$ and $. \therefore P D=D F+F V$

But $\quad D F=\sqrt{2 a x-x^{2}}, \quad$ and $\quad F V=a \operatorname{versin}^{-1} \frac{x}{a}$.
Hence the equation of the cycloid is

$$
\begin{gathered}
y=\sqrt{2 a x-x^{2}}+a \cdot \operatorname{versin}-\frac{x}{a} \\
\therefore p^{\prime}=\frac{a-x}{\sqrt{2 a x-x^{2}}}+\frac{a \frac{1}{a}}{\sqrt{2 \frac{x}{a}-\frac{x^{2}}{a^{2}}}}=\sqrt{\frac{2 a-x}{x}} . \\
p^{\prime \prime}=-\frac{a}{x \sqrt{2 a x-x^{2}}} \\
\therefore r=\frac{\left[1+\frac{2 a-x}{x}\right]^{\frac{8}{2}}}{\frac{a}{x \sqrt{2 u x-x^{2}}}}=\frac{(2 a)^{\frac{8}{2}} \sqrt{2 a x-x^{2}}}{a \sqrt{x}}=2 \sqrt{2 a(2 u-x)},
\end{gathered}
$$

or,

$$
r=2 \operatorname{chord} P E
$$

129. Prop. At the points of greatest and least curvature of any curve, the osculatory circle has contact of the third order.

The condition which characterises these points, is that the differential coefficient $\frac{d r}{d x}$ shall reduce to zero, since $r$ is a minimum when the curvature is greatest, and a maximum when it is least.

But by the general formula for the radius of curvature, $r=\frac{\left(1+p^{2}\right)^{\frac{8}{2}}}{p^{\prime \prime}}$, we have, by putting $\frac{d^{3} y}{d x^{3}}=p^{\prime \prime \prime}$,

$$
\begin{gathered}
\frac{d r}{d x}=\frac{\frac{3}{2}\left(1+p^{\prime 2}\right)^{\frac{1}{2}} \cdot 2 p^{\prime} p^{\prime \prime 2}-p^{\prime \prime \prime}\left(1+p^{\prime 2}\right)^{\frac{8}{2}}}{p^{\prime \prime 2}}=0 \\
\therefore p^{\prime \prime \prime}=\frac{3 p^{\prime} p^{\prime \prime 2}}{1+p^{\prime 2}} \ldots(1)
\end{gathered}
$$

This is the value of the third differential $\frac{d^{3} y}{d x^{3}}$, at the points of greatest and least curvature, of any curve; and if it can be shown
that the third differential coefficient in the osculatory circle has the same value, it will follow that the contact must be of the third order.

But in the circle we have already found $y-b=-\frac{1+p^{\prime 2}}{p^{\prime \prime}}$,
$\therefore \frac{d y}{d x}=p^{\prime}=-\frac{2 p^{\prime} p^{\prime 2}-p^{\prime \prime \prime}\left(1+p^{\prime 2}\right)}{p^{\prime 2}}, \quad \therefore p^{\prime \prime \prime}=\frac{3 p^{\prime} p^{\prime \prime 2}}{1+p^{\prime 2}} \cdot \cdots$
which being identical with (1), the contact must be of the third order.
130. Prop. If two curves have contact of an even order, they will intersect at the point of contact; but if the order of their contact be odd, they will not intersect at that point.

If $Y=F x$, and $y=\varphi x$, be the equations of the two curves; the difference of their ordinates corresponding to the abscissa $x+h$, will be expressed by

$$
\begin{aligned}
Y_{1}-y_{1}= & \left(\frac{d Y}{d x}-\frac{d y}{d x}\right)\left(\frac{ \pm h}{1}\right)+\left(\frac{d^{2} Y}{d x^{2}}-\frac{d^{2} y}{d x^{2}}\right) \frac{( \pm h)^{2}}{1.2} \\
& +\left(\frac{d^{3} Y}{d x^{3}}-\frac{d^{3} Y}{d x^{3}}\right) \frac{( \pm h)^{3}}{1.2 .3}+\& c .
\end{aligned}
$$

Now when the order of contact is even, the first term of this difference which does not reduce to zero, must contain an odd power of $\pm h$, and must therefore change sign with $h$, thus imparting a change of sign to $Y_{1}-y_{1}$, in passing through the point $x, y$.

Hence the first curve will lie alternately above and below the second, intersecting it at the point $x, y$.

But if the order of contact be odd, the first term in the difference will contain an even power of $\pm h$, which will not change sign with $h$, and therefore there will be no intersection; the first curve lying entirely above or entirely below the second.

Cor. The osculatory circle intersects the curve, except at the points of greatest and least curvature.

For usually, the circle has contact of the second order-but at the
points of greatest and least curvature, the contact is of the third order.

Cor. At those points of a curve where $p^{\prime \prime}=0$, a straight line may have con-
 tact of the second order, and it will intersect the curve. If $p^{\prime \prime \prime}=0$, also there will be no. intersection unless $p^{\prime \prime \prime \prime}=0$, also.
131. Prop. To find a formula for the radius of curvature, when any quantity $t$, other than the abscissa $x$, is taken as the independent variable.

To effect this object, we must substitute in the value of $r$, already found, the values of $p^{\prime}=\frac{d y}{d x}$, and $p^{\prime \prime}=\frac{d^{2} y}{d x^{2}}$, given by the formula for changing the independent variable, viz. :

$$
\frac{d y}{d x}=\frac{\frac{d y}{d \iota}}{\frac{d x}{d t}} \quad \text { and } \quad \frac{d^{2} y}{d x^{2}}=\frac{\frac{d^{2} y}{d t^{2}} \cdot \frac{d x}{d t}-\frac{d^{2} x}{d t^{2}} \cdot \frac{d y}{d t}}{\frac{d x^{3}}{d t^{3}}}
$$

We thus obtain

$$
\begin{align*}
r & =\frac{\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{8}{2}}}{\frac{d^{2} y}{d x^{2}}}=\frac{\left(\frac{d x^{2}}{d t^{2}}+\frac{d y^{2}}{d t^{2}}\right)^{\frac{8}{2}}}{\left(\frac{d x^{2}}{d t^{2}}\right)^{\frac{8}{2}}} \div \frac{\frac{d^{2} y}{d t^{2}} \cdot \frac{d x}{d t}-\frac{d^{2} x}{d t^{2}} \cdot \frac{d y}{d t}}{\frac{d x^{3}}{d t^{3}}} \\
& =\frac{\left(\frac{d x^{2}}{d t^{2}}+\frac{d y^{2}}{d t^{2}}\right)^{\frac{8}{2}}}{\frac{\frac{d s^{3}}{d t^{2}}}{d t^{3}} \cdot \frac{d x}{d t}-\frac{d^{2} x}{d t^{2}} \cdot \frac{d y}{d t}}=\frac{d^{2} y}{\frac{d^{2}}{d t^{2}} \cdot \frac{d x}{d t}-\frac{d^{2} x}{d t^{2}} \cdot \frac{d y}{d t}} \cdots \tag{1}
\end{align*}
$$

Cor. If $x$ be the independent variable, $\frac{d x}{d t}=\frac{d x}{d x}=1$,
und $\quad \frac{d^{2} x}{d t^{2}}=0, \quad \therefore r=\frac{\frac{d s^{3}}{d x^{3}}}{\frac{d^{2} y}{d x^{2}}}$, the common formula.

If $y$ be the independendent variable, $\frac{d y}{d t}=\frac{d y}{d y}=1$, and $\frac{d^{2} y}{d t^{2}}=0$.

$$
\therefore r=\frac{-\frac{d s^{3}}{d y^{3}}}{\frac{d^{2} x}{d y^{2}}}
$$

If $s$ be the independent variable, $\frac{d s}{d t}=\frac{d s}{d s}=1$,

$$
\begin{equation*}
\therefore r=\frac{1}{\frac{d^{2} y}{d s^{2}} \cdot \frac{d x}{d s}-\frac{d^{2} x}{d s^{2}} \cdot \frac{d y}{d s}}, \ldots . \tag{2}
\end{equation*}
$$

But $\frac{d x^{2}}{d s^{2}}+\frac{d y^{2}}{d s^{2}}=\frac{d s^{2}}{d s^{2}}=1$, which, being differentiated with respect to $s$, gives

$$
\begin{gather*}
\frac{\frac{d x}{d s} \cdot \frac{d^{2} x}{d s^{2}}+\frac{d y}{d s} \cdot \frac{d^{2} y}{d s^{2}}=0, \ldots(3)}{\cdots r}=\frac{1}{\frac{d^{2} x}{d s^{2}} \cdot \frac{d x^{2}}{d s^{2}}} \frac{\frac{d y}{d y}}{\frac{d y}{d s}}=-\frac{d^{2} x}{d s^{2}} \cdot \frac{d y}{d s} \\
\frac{d^{2} x}{d s^{2}} \tag{4}
\end{gather*} \cdot .
$$

and similarly

And, finally, by squaring the equation (2), and adding to the denominator of the second member, the square of (3), which is equal to zero, there results, by reduction,

$$
r^{2}=\frac{1}{\left(\frac{d^{2} y}{d s^{2}}\right)^{2}+\left(\frac{d^{2} x}{d s^{2}}\right)^{2}} \text { and } \therefore r=\frac{1}{\sqrt{\left(\frac{d^{2} y}{d s^{2}}\right)^{2}+\left(\frac{d^{2} r}{d s^{2}}\right)^{2}}}
$$

132. Prop. To obtain a formula for the radius of curvature of curves when referred to polar co-ordinates.

Adopting the variable angle $\theta$, as the independent variable, denoting the radius vector by $r$, and the radius of curvature by $R$, we have, from the formulæ for the transformation of co-ordinates,

$$
\begin{aligned}
& x=r \cos \theta, y=r \sin \theta, \therefore \frac{d x}{d \theta}=-r \sin \theta+\cos \theta \frac{d r}{d \theta}, \\
& \frac{d y}{d \theta}=r \cos \theta+\sin \theta \frac{d r}{d \theta} . \\
& \frac{d^{2} x}{d \theta^{2}}=-r \cos \theta-2 \sin \theta \frac{d r}{d \theta}+\cos \theta \frac{d^{2} r}{d \theta^{2}}, \\
& \frac{d^{2} y}{d \theta^{2}}=-r \sin \theta+2 \cos \theta \frac{d r}{d \theta}+\sin \theta \frac{d^{2} r}{d \theta^{2}} .
\end{aligned}
$$

Put $\frac{d r}{d \theta}=p_{1}$ and $\frac{d^{2} r}{d \theta^{2}}=p_{2}$ and substitute in the general value of the radius of curvature.

$$
\begin{aligned}
\therefore R & =\frac{\left[\frac{d x^{2}}{d d^{2}}+\frac{d y^{2}}{d \theta^{2}}\right]^{\frac{3}{2}}}{\frac{d^{2} y}{d \theta^{2}} \cdot \frac{d x}{d \theta}-\frac{d^{2} x}{d \theta^{2}} \cdot \frac{d y}{d \theta}}=\frac{\left[r^{2}+p_{1}^{2}\left(\sin ^{2} \theta+\cos ^{2} \theta\right)\right]^{\frac{3}{2}}}{\left(r^{2}+2 p_{1}^{2}-r p_{2}\right)\left(\sin ^{2} \theta+\cos ^{2} \theta\right)} \\
& =\frac{\left(r^{2}+p_{1}{ }^{2}\right)^{\frac{3}{2}}}{r^{2}+2 p_{1}^{2}-r p_{2}}=\frac{N^{3}}{r^{2}+2 p_{1}{ }^{2}-r p_{2}}
\end{aligned}
$$

where $N$ is the polar normal.

## EXAMPLES.

133. 134. The logarithmic Spiral $r=a^{\theta}$.

$$
\begin{gathered}
p_{1}=\log a \cdot a^{9}=\frac{r}{m}, \quad p_{2}=\log ^{2} a \cdot a^{\theta}=\frac{r}{m^{2}} \\
\therefore R=\frac{N^{3}}{r^{2}+2 \frac{r^{2}}{m^{2}}-\frac{r^{2}}{m^{2}}}=\frac{N^{3} m^{2}}{r^{2}\left(m^{2}+1\right)}=\frac{N\left(r^{2}+m^{2} r^{2}\right)}{r^{2}\left(1+m^{2}\right)}=N .
\end{gathered}
$$

$\therefore$ The radius of curvature of the logarithmic spiral is always equal to the polar normal.
2. The spiral of Archimedes $r=a$.

$$
p_{1}=a, \quad p_{2}=0 . \cdot R=\frac{\left(r^{2}+a^{2}\right)^{\frac{3}{2}}}{r^{2}+2 a^{2}}
$$

When $r=0, R=\frac{1}{2} a$, and when $r=\infty, R=r=\infty$
3. The hyperbolic spiral $r \boldsymbol{r}=a$.

$$
\begin{aligned}
& p_{1}=-\frac{a}{\theta^{2}}=-\frac{r^{2}}{a}, p_{2}=\frac{2 a}{\theta^{3}}=\frac{2 r^{3}}{a^{2}} . \\
& \therefore R=\frac{\left(r^{2}+\frac{r^{4}}{a^{2}}\right)^{\frac{3}{2}}}{r^{2}+2 \frac{r^{4}}{a^{2}}-\frac{2 r^{4}}{a^{2}}}=\frac{r\left(a^{2}+r^{2}\right)^{\frac{1}{2}}}{a^{3}},
\end{aligned}
$$

when $r=0, R=0$, and when $r=\infty, R=\infty$.
4. The lituus $r^{2} \theta=a^{2}$.

$$
\begin{aligned}
& p_{1}=-\frac{1}{2} a \theta^{-\frac{3}{2}}=-\frac{r^{3}}{2 a^{2}}, p_{2}=\frac{3}{4} a \theta^{-\frac{5}{2}}=\frac{3 r^{5}}{4 a^{4}} \\
\therefore & R=\frac{\left[r^{2}+\frac{r^{6}}{4 a^{4}}\right]^{\frac{8}{2}}}{r^{2}+2 \frac{r^{6}}{4 a^{4}}-\frac{3 r^{6}}{4 a^{4}}}=\frac{r\left(4 a^{4}+r^{4}\right)^{\frac{8}{2}}}{2 a^{2}\left(4 a^{4}-r^{4}\right)}
\end{aligned}
$$

When $\theta=0, r=\infty$ and $R=\infty$; when $\theta=1, r=a$, and $R=a \frac{\sqrt{125}}{6}$; when

$r=a \sqrt{2}, \mathrm{or} r^{4}=4 a^{4}, R=\infty$
and when $\theta=\infty r=0$ and $R=0$.
134. A curve may be characterized by an equation expressing \& relation between the radius vector $r$ and the perpendicular $p$ from the pole upon the tangent.

Thus the equation of the circie referred to the co-ordinates $r$ and $p$ is $r=p$, the pole being at the centre. That of the logarithmic spiral is $r=c p$, \&c.
135. Prop. To obtain a formula for the radius of curvature of curves referred to the radius vector and the perpendicular upon the tangent.

From the general value of the perpendicular when the curve is referred to the ordinary polar co-ordinates $r$ and $\theta$, viz.: (Art. 115.)

$$
p=\frac{r^{2}}{\sqrt{r^{2}+\frac{d r^{2}}{d \delta^{2}}}} \text { we obtain } \frac{d r^{2}}{d \theta^{2}}=\frac{r^{4}}{p^{2}}-r^{2}=p_{1}^{2}
$$

which, differentiated with respect to $\theta$, gives

$$
2 \frac{d r}{d \theta} \cdot \frac{d^{2} r}{d \theta^{2}}=\frac{4 r^{3}}{p^{2}} \cdot \frac{d r}{d \theta}-\frac{2 r^{4}}{p^{3}} \cdot \frac{d p}{d \theta}-2 r \frac{d r}{d \theta}
$$

Substituting for $\frac{d p}{d \theta}$ its value $\frac{d p}{d r} \cdot \frac{d r}{d \theta}$ and divide by $2 \frac{d r}{d \theta}$.

$$
\therefore \frac{d^{2} r}{d \theta^{2}}=\frac{2 r^{3}}{p^{2}}-\frac{r^{4}}{p^{3}} \cdot \frac{d p}{d r}-r .=p_{2}
$$

Now substituting the values of $\frac{d r}{d \theta}$ and $\frac{d^{2} r}{d \theta^{2}}$ in that of $R$, we get

$$
\begin{aligned}
R & =\frac{\left(r^{2}+p_{1}^{2}\right)^{\frac{3}{2}}}{r^{2}+2 p_{1}^{2}-r p_{2}}=\frac{\left(r^{2}+\frac{r^{4}}{p^{2}}-r^{2}\right)^{\frac{3}{2}}}{r^{2}+2\left(\frac{r^{4}}{p^{2}}-r^{2}\right)-r\left(\frac{2 r^{3}}{p^{2}}-\frac{r^{4}}{p^{3}} \cdot \frac{d p}{d r}-r\right)} \\
& =\frac{r}{\frac{d p}{d r}}=r \frac{d r}{d p} .
\end{aligned}
$$

Ex. The involute of the circle whose equation referred to $p$ and is $p^{2}=r^{2}-a^{2}$.

$$
\frac{d r}{d p}=\frac{p}{r}, \quad \therefore R=r \frac{d r}{d p}=r \frac{p}{r}=p=\sqrt{r^{2}-a^{2}}
$$

## CHAPTER III.

## EVOLUTES AND INVOLUTES.

136. The curve which is the locus of the centres of all the osculatory circles applied to every point of a given curve, is called the evolute of that curve, the latter being termed the involute of the former.
137. Prop. To determine the evolite of a given curve $y=F x x$.

If in the formulæ for the co-ordinates of the centre of the osculatory circle, viz.: (Art. 127.)

$$
a=x-p^{\prime} \frac{1+p^{\prime 2}}{p^{\prime \prime}} \cdots:(1) \quad \text { and } \quad b=y+\frac{1+p^{\prime 2}}{p^{\prime \prime}} \cdots(2)
$$

we substitute the values of $p^{\prime}$ and $p^{\prime \prime}$, derived from the equation of the curve $y=F x$ (3), we shall have the three equations (1), (2), and (3), involving the four variable quantities $x, y, a$, and $b$; and by eliminating $x$ and $y$ the result will be a general relation between $a$ and $b$, the co-ordinates of the required evolute. This equation being independent of $x$ and $y$ will apply to every point in the desired curve.
138. In most cases the necessary elimination is quite difficult; the following are com paratively simple examples.

1. The evolute of the common parabola. Here we have $y^{2}=2 p x \ldots$ (1).

$$
\therefore p^{\prime}=\frac{p}{y} \quad \text { and } \quad p^{\prime \prime}=-\frac{p^{2}}{y^{3}} .
$$



$$
\begin{align*}
\cdot a & =x+\frac{p}{y} \cdot \frac{y^{2}+p^{2}}{y^{2}} \cdot \frac{y^{3}}{p^{2}}=x+\frac{2 p x+p^{2}}{p}=3 x+p \ldots  \tag{2}\\
b & =y-\frac{y^{2}+p^{2}}{y^{2}} \cdot \frac{y^{3}}{p^{2}}=y-\frac{y^{3}}{p^{2}}-y=-\frac{y^{3}}{p^{2}} \ldots \ldots(3)
\end{align*}
$$


and these values substituted in (1) give

$$
p^{\frac{4}{3}} b^{\frac{2}{3}}=2 p \cdot \frac{a-p}{3} . \quad \therefore b^{2}=\frac{8}{27 p}(a-p)^{3}
$$

the equation of the semi-cubical parabola, whose axis coincides with that of the given curve; the distance $A a$ between the vertices being $=p$ the semi-parameter.
2. The ellipse

$$
\begin{gathered}
A^{2} y^{2}+B^{2} x^{2}=A^{2} B^{2} \ldots(1) \\
p^{\prime}=-\frac{B^{2} x}{A^{2} y}, \quad p^{\prime \prime}=-\frac{B^{4}}{A^{2} y^{3}} \\
1+p^{\prime 2}=\frac{A^{4} y^{2}+B^{4} x^{2}}{A^{4} y^{2}} \\
\frac{p^{\prime}}{p^{\prime \prime}}=\frac{x y^{2}}{B^{2}}, \therefore a=x-\frac{x\left(A^{4} y^{2}+B^{4} x^{2}\right)}{A^{4} B^{2}},
\end{gathered}
$$


or $\quad a=\frac{x A^{2}\left(A^{2} B^{2}-A^{2} y^{2}\right)-B^{4} x^{3}}{A^{4} B^{2}}=\frac{x^{3} f^{2}}{A^{4}}$ where $f^{2}=A^{2}-B^{2}$,
and $\quad b=y-\frac{y\left(A^{4} y^{2}+B^{4} x^{2}\right)}{A^{2} B^{4}}=\frac{A^{4} y^{3}-B^{2} y\left(A^{2} B^{2}-B^{2} x^{2}\right)}{-A^{2} B^{4}}=-\frac{y^{3} f^{2}}{B^{4}}$

$$
\therefore x^{2}=\frac{a^{\frac{2}{3}} A^{\frac{8}{3}}}{f^{\frac{4}{3}}}, y^{2}=\frac{b^{\frac{\frac{2}{3}}{3} B^{\frac{8}{8}}}}{f^{\frac{4}{3}}},
$$

which values substituted in (1) give

$$
A^{2} \frac{b^{\frac{2}{3}} B^{\frac{8}{8}}}{f^{\frac{4}{8}}}+B^{2} \frac{a^{\frac{9}{8}} A^{\frac{8}{3}}}{f^{\frac{4}{3}}}=A^{2} B^{2}
$$

or

$$
A^{\frac{2}{3}} a^{\frac{2}{8}}+B^{\frac{2}{3}} b^{\frac{2}{3}}=\left(A^{2}-B^{2}\right)^{\frac{2}{3}}
$$

the equation of the required evolute.
When $\quad a=0, \quad b= \pm \frac{f^{2}}{B} ; \quad$ and when $\quad b=0, a= \pm \frac{f^{2}}{A}$.
The curve consists of four branches presenting their convexities towards the axis, and tangent to each other as shown in the diagram.

The equilateral hyperbola referred to its asymptotes.

$$
\begin{gathered}
x y=c^{2} \cdots(1) \\
p^{\prime}=-\frac{c^{2}}{x^{2}}, \quad p^{\prime \prime}=\frac{2 c^{2}}{x^{3}}, \quad 1+p^{\prime 2}=\frac{c^{4}+x^{4}}{x^{4}}, \quad \frac{p^{\prime}}{p^{\prime \prime}}=-\frac{x}{2} \\
\therefore a=x+\frac{c^{4}+x^{4}}{2 x^{3}}, \quad b=y+\frac{c^{4}+x^{4}}{2 c^{2} x} \\
\therefore a+b=\frac{c}{2}\left[\frac{c}{x}+\frac{x}{c}\right]^{3} \text { and } a-b=\frac{c}{2}\left[\frac{c}{x}-\frac{x}{c}\right]^{3} \\
\therefore \sqrt[3]{a+b}+\sqrt[3]{a-b}=\frac{2 c}{x} \sqrt[3]{\frac{c}{2}} \\
\therefore \sqrt[3]{a+b}-\sqrt[3]{a-b}=\frac{2 x}{c} \sqrt[3]{\frac{c}{2}}
\end{gathered}
$$

and
Hence by multiplication $(a+b)^{\frac{2}{3}}-(a-b)^{\frac{2}{3}}=(4 c)^{\frac{2}{3}}$.
139. Prop. Normals to the involute are tangents to the evolute,

From the equation of the osculatory circle $(x-a)^{2}+(y-b)^{2}=r^{2}$, we get by differentiation

$$
x-a+p^{\prime}(y-b)=0 \ldots(1)
$$

a relation alike applicable to the circle and the given curve, since $x, y$ and $p^{\prime}$ are the same in both.

Now whet, we pass from a point $x, y$ to another point on the circle, the quantities $x, y$ and $p^{\prime}$ must be

considered variable, but $a$ and $b$ constant; but when we pass to a point on the curve, $x, y, p^{\prime}, a$, and $b$ will all vary, and in both cases $p^{\prime \prime}$ will be the same.

The first supposition gives, by differentiating (1) with respect to $x$,

$$
1+p^{2}+p^{\prime \prime}(y-b)=0 \ldots(2)
$$

and the second gives

$$
\begin{equation*}
1-\frac{d a}{d x}+p^{\prime 2}-p^{\prime} \frac{d b}{d x}+p^{\prime \prime}(y-b)=0 \ldots . \tag{3}
\end{equation*}
$$

Whence by combining (2) and (3)

$$
\begin{aligned}
& \frac{d a}{d x}+p^{\prime} \frac{d b}{d x}=0 \\
& \therefore \frac{\frac{d b}{d x}}{\frac{d a}{d x}}=\frac{d b}{d a}=-\frac{1}{p^{\prime}}
\end{aligned}
$$

Now $\frac{d b}{d a}$ represents the tangent of the angle formred by the axis of $x$, with the tangent to the evolute $A B$ at the point $P_{1}$, and $-\frac{1}{p^{\prime}}=$ tangent of the angle formed by the same axis with the normal $P P_{1}$ to the involute $L M$ at the point $x, y$; which normal passes through the point $P_{1}$. Hence this normal not only passes through the point $a, b$, but it also coincides in direction with the tangent to the evolute at that point.
140. Prop. The difference of any two radii of curvature is equal to the arc of the evolute intercepted between those radii.

Resuming the equation

$$
(x-a)^{2}+(y-b)^{2}=r^{2}
$$

and differentiating with respect to $a$, us an independent variable, we obtain


$$
(x-a)\left(\frac{d x}{d a}-1\right)+(y-b)\left(\frac{d y}{d a}-\frac{d b}{d a}\right)=r \frac{d r}{d a}
$$

But $\quad(x-a) \frac{d x}{d a}+(y-b) \frac{d y}{d a}=\frac{d x}{d u}\left[x-a+(y-b) \frac{d y}{d x}\right]=0$.

$$
\therefore x-a+(y-b) \frac{d b}{d u}=-r \frac{d r}{d a} ;
$$

or since $\frac{d b}{d a}=-\frac{1}{p^{\prime}}=\frac{y-b}{x-a}, \therefore(x-a)\left(1+\frac{d b^{2}}{d a^{2}}\right)=-r \frac{d r}{d a} \cdot \cdot(1)$.
Also, $\quad(x-a)^{2}+(y-b)^{2}=(x-a)^{2}\left(1+\frac{d b^{2}}{d u^{2}}\right)=r^{2}$.
or, $\quad(x-a)\left(1+\frac{d b^{2}}{d u^{2}}\right)^{\frac{1}{2}}= \pm r \ldots$
Dividing (1) by (2), there results,

$$
\left(1+\frac{d b^{2}}{d u^{2}}\right)^{\frac{1}{2}}=\mp \frac{d r}{d a}
$$

But $\left(1+\frac{d b^{2}}{d a^{2}}\right)^{\frac{1}{2}}=\frac{d s}{d a}$, where $s$ is the are of the evolute which terminates at the point $a, b$.

$$
\therefore \frac{d s}{d a}=\mp \frac{d r}{d a}, \quad \text { and } \quad d s=\mp d r .
$$

Thus it appears that the increment of $s$ is always numerically equal to the increment of $r$.

Hence $s$ must always differ from $r$ by a constant quantity, or we must have $s=c \mp r$; and similarly for the are $s_{1}$, which terminates at the point $a_{1}, b_{1}, \quad s_{1}=c \mp r_{1}, \quad \therefore s_{1}-s=r-r_{1}$, which result 2grees with the enunciation.
141. In finding the evolutes of polar curves, it is usually most convenient to employ the relation between $r$ and $p$, the radius vect and the perpendicular on the tangent; thus, let $r=$ radius vecto. the given curve, $p=$ the perpendicular on the tangent, $r_{1}=$ radiu vector of the evolute, $p_{1}=$ the perpendicular on its tangent.

Then since the radius of curvature $P P_{1}=R$, at the point $P$, is tangent to the evolute at $P_{1}$, the perpendicuular $Q T_{1}$, is parallel to the tangent TP.

Also $Q T$ is parallel to $P P_{1}$.

$$
\therefore P T_{1}=Q T=p
$$

and $\quad P T=Q T_{1}=p_{2}$.
$\therefore r_{1}{ }^{2}=R^{2}+r^{2}-2 R p, \ldots(1)$.

$$
r^{2}=p^{2}+p_{1}^{2} . \ldots(2)
$$

Also $\quad R=r \frac{d r}{d p} \cdots(3)$ (Art. 135). And $r=F p, \cdots(4)$, the equation of the given curve.

By eliminating $r, p$, and $R$, between (1), (2), (3), and (4), there will result a relation between $r_{1}$ and $p_{1}$ which will be the equation of the required evolute.
$E x$. The logarithmic or equiangular spiral $r=\varsigma p \ldots$. . (4).

$$
\begin{gathered}
\therefore \frac{d r}{d p}=c, \quad \text { and } \quad R=c r, \ldots(3) . \quad r^{2}=p^{2}+p_{1}^{2}, \ldots(2) \\
r_{1}{ }^{2}=R^{2}+r^{2}-2 R p \ldots(1)
\end{gathered}
$$

From (1) and (3), $r_{1}{ }^{2}=c^{2} r^{2}+r^{2}-2 c r p$, which combined with (4) gives

$$
r_{1}^{2}=c^{2} p^{2}\left(1+c^{2}\right)-2 c^{2} p^{2}=c^{2} p^{2}\left(c^{2}-1\right) \ldots(5)
$$

From (2) and (4), $c^{2} p^{2}=p^{2}+p_{1}{ }^{2}$, or, $p^{2}\left(c^{2}-1\right)=p_{1}{ }^{2} \ldots$ (6).
Then from (5) and (6), $r_{1}{ }^{2}=c^{2} p_{1}{ }^{2}$, or, $r_{1}=c p_{1}$, the equa tion of a similar and equal spiral.

## CHAPTER IV.

## Consecutive lines and curves.

142. If different values be successively assigned to the constants or parameters which enter into the equation of any curve, the several relations thus produced will represent as many distinct curves, differing from each other in form, or in position, or in both these particulars, but all belonging to the same class or family of curves. When the parameters are supposed to vary by indefinitely small increments, the curves are said to be consecutive.

Thus let $F(x, y, a)=0, \ldots(1)$, be the equation of a curve, and let the parameter $a$ take an increment $h$, converting (1), into $\boldsymbol{F}(x, y, a+h)=0, \ldots(2)$, then if $h$ be supposed indefinitely small, the curves (1) and (2) will be consecutive. Moreover, the curves (1) and (2) will usually intersect, and the positions of the points of intersection will vary with the value of $h$, becoming fixed and determinate when the curves are consecutive.
143. Prop. To determine the points of intersection of consecutive lines or curves.

To effect this object, we must combine the equations

$$
F(x, y, a)=0, \ldots(1) . \quad \text { and } \quad F(x, y, a+h)=0, \ldots \text { (2). }
$$

and then make $h=0$, in the result.
Expanding (2) as a function of $a+h$ by Taylor's Theorem, and observing that $x$, and $y$, being the same in (1) and (2), (since they
refer to the points of intersection,) are to be considered constant in this development, we obtain

$$
\begin{aligned}
F(x, y, a+h)= & F(x, y, a)+\frac{d F(x, y, a)}{d a} \cdot \frac{h}{1} \\
& +\frac{d^{2} F(x, y, a)}{d a^{2}} \cdot \frac{h^{2}}{1.2}+\& c .=0
\end{aligned}
$$

But

$$
\begin{gathered}
F(x, y, a)=0 \\
\cdot \frac{d F(x, y, a)}{d a} \cdot \frac{h}{1}+\frac{d^{2} F(x, y, a)}{d a^{2}} \cdot \frac{h^{2}}{1.2}+\& c \cdot=0
\end{gathered}
$$

or, dividing by $h, \frac{d F(x, y, a)}{d a}+\frac{d^{2} F(x, y, a)}{d a^{2}} \cdot \frac{h}{1.2}+\& c .=0$.
And when $h=0$ this reduces to $\frac{d F(x, y, a)}{d a}=0 \ldots$. (3).
The two conditions (1) and (3), serve to determine the co-ordinates $x$ and $y$, of the required points of intersection.
144. Ex. To determine the points of intersection of consecutive normals to any plane curve.

The general equation of a normal is

$$
\left(y-y_{1}\right) p^{\prime}+x-x_{1}=0, \ldots(1)
$$

in which $x_{1}, y_{1}$, and $p^{\prime}$, are parameters, all of which vary together.
Differentiating (1) with respect to $x_{1}$, and observing that $y_{1}$ and $p^{\prime}$ are functions of $x_{1}$, and that $x$ and $y$ are to be considered constant, we get

$$
\begin{equation*}
\left(y-y_{1}\right) p^{\prime \prime}-p^{2}-1=0, \ldots(2) \tag{4}
\end{equation*}
$$

or, $y=y_{1}+\frac{1+p^{\prime 2}}{p^{\prime \prime}}, \ldots$ (3). and $. \cdot x=x_{1}-\frac{p^{\prime}\left(1+p^{\prime 2}\right)}{p^{\prime \prime}} \ldots$
The values (3) and (4) being identical with those of the co-ordinates of the centre of the osculatory circle, it follows that consecutive normals intersect at the centre of curvature. This principle is sumetimes employed in determining the value of the radius of curvature.
145. Prop. The curve which is the locus of all the points of in. tersection of a series of consecutive curves touches each curve in the series.

If we eliminate the parameter $a$ between the two equations

$$
F(x, y, a)=0 \ldots(1) \text { and } \frac{d F(x, y, a)}{d a}=0 \ldots(2)
$$

the resulting equation will be a relation between the general co-ordınates $x$ and $y$ of the points of intersectim, independent of the particular curre whose parameter is $a$, or, in other words, the equation of the locus.

Resolving (2) with respect to $a$ the result may be written

$$
a=\varphi(x, y)
$$

and this substituted in (1) gives

$$
F[x, y, \varphi(x, y)]=0 \ldots(3)
$$

which will be the equation of the locus.
Now if the differential coefficient $\frac{d y}{d x}$ be the same whether derived from (1) or (3), the two curves will have a common tangent at the point $x, y$, and therefore will be tangent to each other.

Differentiating with respect to $x$, we obtain from (1)

$$
\frac{d F\left(x, y,{ }^{\prime}\right)}{d x}+\frac{d F(x, y, a)}{d y} \cdot \frac{d y}{d x}=0 \ldots(4)
$$

and from (3), $\frac{d F[x, y, \varphi(x, y)]}{d x}+\frac{d F[x, y, \varphi(x, y)]}{d y} \cdot \frac{d y}{d x}$

$$
+\frac{d F[x, y, \varphi(x, y)]}{d \varphi(x, y)} \cdot\left[\frac{d \varphi(x, y)}{d x}\right]=0 \ldots(5)
$$

But the first and second terms of (4) and (5) are identical, and the third term of (5) is equal to zero by (2).
Hence the values of $\frac{d y}{d x}$ given by (4) and (5), and by (1) and (3),
are the same, and consequently the two curves (1) and (3) are tangent to each other.
146. The curve (3) which touches each curve of the series, is called the envelope of the series.
147. 1. To determine the envelope of a series of equal circles whose centres lie in the same straight line.

Assuming the line of centres as the axis of $x$, the equation of one of these circles will be of the form $(x-a)^{2}+y^{2}-r^{2}=0 \ldots(1)$,
in which $a$ is the only variable parameter.

Differentiating with respect to $a$, we get

$$
\begin{equation*}
-2 x+2 a=0 \tag{2}
\end{equation*}
$$

From (2) $a=x$, and this substituted in (1) gives

$$
y^{2}-r^{2}=0 . \quad \therefore y= \pm r
$$

This is the equation of two straight lines parallel to and equidistant from the axis of $x$, a result easily foreseen.
2. The envelope of a series of equal circles whose centres lie in the circumference of a given circle.

Let

$$
x_{1}^{2}+y_{1}^{2}-r_{1}^{2}=0 \ldots \text { (1) }
$$

be the equation of the fixed circle.

$$
\begin{equation*}
\left(x-x_{1}\right)^{2}+\left(y-y_{1}\right)^{2}-r^{2}=0 \ldots \tag{2}
\end{equation*}
$$

that of one of the moveable circles.
The variable parameters are $x_{1}$ and $y_{1}$, the latter being a function of the former.
From (2) we have $-2\left(x-x_{1}\right)-2\left(y-y_{1}\right) \frac{d y_{1}}{d x_{1}}=0 \ldots$ (3).
But from (1) $x_{1}+y_{1} \frac{d y_{1}}{d x_{1}}=0$ or $\frac{d y_{1}}{d x_{1}}=-\frac{x_{1}}{y_{1}}=-\frac{x_{1}}{\sqrt{r_{1}^{2}-x_{1}^{2}}}$

This value in (3) gives

$$
\begin{gather*}
-\left(x-x_{1}\right)+\left(y-\sqrt{\left.r_{1}^{2}-x_{1}^{2}\right)} \frac{x_{1}}{\sqrt{r_{1}^{2}-x_{1}^{2}}}=0\right. \\
\text { or } \quad-x+\frac{y x_{1}}{\sqrt{r_{1}^{2}-x_{1}^{2}}}=0, \text { and } \cdot x_{1}=\frac{r_{1} x}{\sqrt{x^{2}+y^{2}}} \cdots \tag{4}
\end{gather*}
$$

Now combining (1), (2), and (4), so as to eliminate $x_{1}$ and $y_{1}$, we get

$$
\left(x-\frac{r_{1} x}{\sqrt{x^{2}+y^{2}}}\right)^{2}+\left(y-\sqrt{r_{1}^{2}-\frac{r_{1}^{2} x^{2}}{x^{2}+y^{2}}}\right)^{2}-r^{2}=0
$$

or

$$
\begin{gathered}
x^{2}+y^{2}-\frac{2 r_{1}\left(x^{2}+y^{2}\right)}{\sqrt{x^{2}+y^{2}}}+r_{1}^{2}=r^{2} . \\
\therefore \sqrt{x^{2}+y^{2}}-r_{1}= \pm r . \quad \therefore x^{2}+y^{2}=\left(r_{1} \pm r\right)^{2}
\end{gathered}
$$

This is the equation of two concentric circles whose radii are $r_{1}+r$ and $r_{1}-r$ respectively.
3. The curve which touches every chord connecting the extremi ties of conjugate diameters of an ellipse.

Let $Q_{1} P_{1}$ and $Q_{2} P_{2}$ be conjugate diameters of the ellipse $A C B D$, $x_{1}$ and $y_{1}$ the co-ordinates of $P_{1}$, $x_{2}$ and $y_{2}$ those of $P_{2}$.

Put $A O=a, \quad O C=b$,
$\tan P_{1} O B=\tan \theta_{1}=\frac{y_{1}}{x_{1}}=t_{1}$,
$\tan P_{2} O B=\tan \theta_{2}=\frac{y_{2}}{x_{2}}=t_{2}$.


Then, since by the property of the ellipse, $t_{1} t_{2}=-\frac{b^{2}}{a^{2}}$.

$$
\therefore-b^{2} x_{1} x_{2}=a^{2} y_{1} y_{2} \quad \text { and } \quad x_{2}=-\frac{a^{2} y_{1} y_{2}}{b^{2} x_{1}}
$$

Also

$$
\begin{aligned}
a^{2} y_{:}^{2}+b^{2} x_{1}^{2} & =a^{2} y_{2}^{2}+b^{2} x_{2}^{2}=a^{2} y_{2}^{2}+\frac{a^{4} y_{1}^{2} y_{2}^{2}}{b^{2} x_{1}^{2}} \\
& =\frac{a^{2} y_{2}^{2}}{b^{2} x_{1}{ }^{2}}\left(a^{2} y_{1}^{2}+b^{2} x_{1}^{2}\right)
\end{aligned}
$$

$\therefore \frac{a^{2} y_{2}{ }^{2}}{b^{2} x_{1}{ }^{2}}=1$ and $\therefore y_{2}=\frac{b x_{1}}{a}$ and $x_{2}=-\frac{a^{2} y_{1} y_{2}}{b^{2} x_{1}}=-\frac{a y_{1}}{b}$.
$\therefore$ The equation of the line $P_{1} P_{2}$ is

$$
\begin{equation*}
y-y_{1}=\frac{y_{1}-y_{2}}{x_{1}-x_{2}}\left(x-x_{1}\right)=\frac{y_{1}-\frac{b x_{1}}{a}}{x_{1}+\frac{a y_{1}}{b}}\left(x-x_{1}\right) \tag{1}
\end{equation*}
$$

or $\quad{ }_{x}\left(y+\frac{b x}{a}\right)-y_{1}\left(x-\frac{a y}{b}\right)-a b=0 \ldots$
Differentiating (1) with respect to $x_{1}$ we get

$$
\begin{equation*}
y+\frac{b x}{a}-\left(x-\frac{a y}{b}\right) \frac{d y_{1}}{d x_{1}}=0 \ldots \tag{2}
\end{equation*}
$$

But $a^{2} y_{1}{ }^{2}+b^{2} x_{1}{ }^{2}=a^{2} b^{2} \ldots$ (3), and . $\therefore \frac{d y_{1}}{d x_{1}}=-\frac{b^{2} x_{1}}{a^{2} y_{1}}$
Hence (2) can be reduced to

$$
a^{2} y_{1}\left(y+\frac{b x}{a}\right)+b^{2} x_{1}\left(x-\frac{a y}{b}\right)=0 \ldots(4)
$$

Combining (1) and (4) we have $\quad x_{1}=\frac{b a^{2}(b x+a y)}{2\left(a^{2} y^{2}+b^{2} x^{2}\right)}$
and

$$
\therefore y_{1}=\frac{-b x_{1}(b x-a y)}{a(b x+a y)}=-\frac{a b^{2}(b x-a y)}{2\left(a^{2} y^{2}+\frac{a y}{\left.b^{2} x^{2}\right)}\right.}
$$

These values reduce (3) to the form

$$
\frac{a^{2} b^{2}\left[(b x+a y)^{2}+(b x-a y)^{2}\right]}{4\left(a^{2} y^{2}+b^{2} x^{2}\right)^{2}}=1, \quad \text { or } \frac{x^{2}}{\frac{1}{2} a^{2}}+\frac{y^{2}}{\frac{1}{2} b^{2}}=1
$$

the equation of an ellipse whose semi-axes are $a \sqrt{\frac{1}{2}}$ and $b \sqrt{\frac{1}{2}}$. and which is, therefure, similar to the original ellipse.
4. The envelope of a series of lines drawn from every point in a parabola, and forming with the tangent angles equal to those included between the tangent and the axis.

Let $P D$ be one of the lines.
Put

$$
D P T=P T D=\theta, A E=x_{1} E P=y_{1}
$$

Then $P D E=29$, and the equation of the line $P D$ is

$$
y-y_{1}=\operatorname{tang} 2 \theta\left(x-x_{1}\right) \ldots \ldots(1)
$$

But tang $2 \theta=\frac{2 \tan \theta}{1-\tan ^{2} \theta}=\frac{2-\frac{d y_{1}}{d x_{1}}}{1-\frac{d I_{1}{ }^{2}}{d x_{1}{ }^{2}}}$; and since $y_{1}{ }^{2}=2 p x_{1}, \frac{d y_{1}}{d x_{1}}=\frac{p}{y_{1}}$,
$\therefore \tan 2 y=\frac{2 \frac{p}{y_{1}}}{1-\frac{p_{2}}{y_{1}{ }^{2}}}=\frac{2 p y_{1}}{y_{1}{ }^{2}-p^{2}}$
$\therefore y-y_{1}=\frac{2 p y_{1}}{y_{1}^{2}-p^{2}}\left(x-x_{1}\right)$

$$
=\frac{2 m y_{1}}{y_{1}{ }^{2}-\mu^{2}}\left(x-\frac{y_{1}{ }^{2}}{2_{l^{\prime}}}\right)
$$


or

$$
y y_{1}{ }^{2}-p^{2} y+p^{2} y_{1}-2 p x y_{1}=0 . \ldots(2) .
$$

Differentiating ( 2 ) with respect to $y_{1}$, we find

$$
2 y y_{1}+p^{2}-2 p x=0, \quad \text { and } \quad y_{1}=\frac{2 p x-p^{2}}{2} y
$$

This value, substituted in ( 2 ), gives

$$
\frac{4 p^{2} x^{2}-4 p^{3} x+p^{4}}{4 y}-p^{2} y+p^{2} \cdot \frac{2 p x-p^{2}}{2 y}-2 p x \frac{2 p x-p^{2}}{2 y}=0,
$$

or by reduction $(2 x-p)^{2}+(2 y)^{2}=0 \ldots(3)$.
This can be satisfied only by making $2 x-p=0$ and $y=0$, $\therefore$ (3) represents a point whose co-ordinates are $x=\frac{1}{2} p$ and $y=0$. Thus the lines will all pass through the focus; as might have been foreseen from the well-known property of the parabola.
5. From every point in the circumference of a circle, pairs of tangents are drawn to another circle; to find the curve which touches every chord connecting corresponding points of contact.

Let $P_{1}$ be a point on the first circle $P_{1} P_{2}$ and $P_{1} P_{3}$ a pair of tangents, $P_{2} P_{3}$ one of the chords, $O$ the origin at the centre of the second circle, $x_{1} y_{1}$ the co-ordinates of $P_{1}, x_{2} y_{2}$ those of $P_{2}, x_{3} y_{3}$ those of $P_{3} . \quad O P_{3}=r, C P_{1}=r_{1}, O C=a$.


Then $y-y_{2}=\frac{y_{2}-y_{3}}{x_{2}-x_{3}}\left(x-x_{2}\right) \ldots .(1)$ is the equation of the chord $P_{2} P_{3}$ 。

Also $y_{1} y_{2}+x_{1} x_{2}=r^{2} \ldots$ (2) the equation of the tangent $P_{2} P_{1}$ applied to the point $P_{1}$.
$y_{1} y_{3}+x_{1} x_{3}=r^{2} \ldots(3)$ the equation of the tangent $P_{3} P_{1}$ applied to the point $P_{1}$.

Then $y_{1}\left(y_{2}-y_{3}\right)+x_{1}\left(x_{2}-x_{3}\right)=0$, and $. \cdot \frac{y_{2}-y_{3}}{x_{2}-x_{3}}=-\frac{x_{1}}{y_{1}}$,
which reduces (1) to $y-y_{2}=-\frac{x_{1}}{y_{1}}\left(x-x_{2}\right)$
or

$$
y y_{1}+x x_{1}=y_{1} y_{2}+x_{1} x_{2}=r^{2} \ldots \ldots \text { (4). }
$$

Now differentiating (4) with respect to $x_{1}$, we get

$$
\begin{gathered}
y \frac{d y_{1}}{d x_{1}}+x=0 . \quad \text { But } y_{1}{ }^{2}+\left(x_{1}-a\right)^{2}=r_{1}{ }^{2} \ldots \text { (5). } \\
\therefore y_{1} \frac{d y_{1}}{d x_{1}}+x_{1}-a=0 \text { and } . \therefore y \frac{a-x_{1}}{y_{1}}+x=0
\end{gathered}
$$

or

$$
y x_{1}-x y_{1}=a y \ldots(6)
$$

Combining (4) and (6) we have

$$
y_{1}=\frac{r^{2} y-a y x}{x^{2}+y^{2}} \quad \text { and } \quad x_{1}=\frac{r^{2} x+a y^{2}}{x^{2}+y^{2}} .
$$

These values substituted in (5) give

$$
\frac{\left(x^{2}+y^{2}\right)\left(r^{4}-2 a r^{2} x+a^{2} x^{2}\right)}{\left(x^{2}+y^{2}\right)^{2}}=r_{1}^{2} \text { or } r_{1}^{2} y^{2}+\left(r_{1}^{2}-a^{2}\right) x^{2}+2 a r^{2} x=r^{4}
$$

Hence the curve required is always a conic section. It is a circle when $a=0$, an ellipse when $a<r_{1}$, a parabola when $a=r_{1}$ and a hyperbola when $a>r_{1}$.

## CHAPTER V.

SINGULAR POINTS OF CURVES.
148. Those points of a curve which enjoy some property not common to the other points, are called singular points. Such are multiple points, or those through which several branches of the curve pass; conjugate, or isolated points; cusps, or points at which two tangential branches terminate ; points of inflexion, \&c. These will be examined successively.

## Multiple Points.

149. These are of two kinds, viz.: 1st. When two or more branches intersect in passing through a point, their' several tangents at that point being inclined to each other; and 2d. When the branches are tangent to each other, their rectilinear tangents being coincident.
150. Prop. To determine whether a given curve has multiple points of the first species.

At such a point, there must be as many rectilinear tangents, an therefore as many different values of the differential coefficient $\frac{d y}{d x}$ as there are intersecting branches.

Let $F(x, y)=0=u, \ldots \ldots(1)$, be the equation of the given curve, freed from radicals.

Then since $p^{\prime}=\frac{d y}{d x}=-\frac{\frac{d u}{d x}}{\frac{d u}{d y}}$, and since differentiation never introduces radicals where they do not exist in the expression differen(iated, the value of $p^{\prime}$ above given cannot contain radicals, and therefure cannot be susceptible of several values, unless it assumes the indeterminate form $\frac{0}{0}$.

Hence the condition $p^{\prime}=\frac{0}{0}$ will characterize the points sought. To discover whether such points exist, and if so, to find their positions, we form the partial differential coefficients $\frac{d u}{d x}$ and $\frac{d u}{d y}$ from the equation of the curve, then place their values equal to zero, and determine the corresponding values of $x$ and $y$.

If these values prove real, and satisfy (1), they may belong to a multiple point. We then determine the value of $p^{\prime}$ by the method applicable to functions which assume the indeterminate form $\frac{0}{0^{\prime}}$, and if there be several real and unequal values of $p^{\prime}$, they will corre. spond to as many intersecting branches of the curve, passing through the point examined.

## EXAMPLES.

151. 152. To determine whether the curve $x^{4}+2 a x^{2} y-a y^{3}=0$, has multiple points of the first species.

$$
\begin{gathered}
p=x^{4}+2 a x^{2} y-a y^{3}=0, \ldots(1) \\
\frac{d u}{d x}=4 x^{3}+4 a x y, \ldots(2) . \quad \frac{d u}{d y}=2 a x^{2}-3 a y^{2}, \ldots .(3) \\
\cdots p^{\prime}=\frac{4 x^{3}+4 a x y}{3 a y^{2}-2 a x^{2}} \ldots \ldots \text { (4). }
\end{gathered}
$$

Placing (2) and (3) equal to zero, we get

$$
\begin{aligned}
x\left(x^{2}+a y\right) & =0, \ldots(5) \\
\text { and, } \quad 2 x^{2}-3 y^{2} & =0 \ldots(6)
\end{aligned}
$$

Combining (5) and (6) we have three pairs of values for $x$ and $y$, viz. :


$$
x=0, \quad \text { and } \quad y=0
$$

or, $x=+\frac{1}{3} a \sqrt{6}$, and $y=-\frac{2}{3} a$, or, $x=-\frac{1}{3} a \sqrt{6}$, and $y=-\frac{2}{3} \ldots$.
The first pair of values will alone satisfy (1), and therefore the origin is the only point to be examined.

Placing $x=0$, and $y=0$, in (4), there results

$$
p^{*}=\frac{12 x^{2}+4 a y+4 a x p^{\prime}}{6 a y p^{\prime}-4 a x}=\frac{0}{0} \quad \text { when } \quad\left\{\begin{array}{l}
x=0 \\
y=0
\end{array}\right.
$$

or. by substituting for numerator and denominator their differential coefficients,

$$
\begin{aligned}
& p= \frac{24 x+8 a p^{\prime}+4 a x p^{\prime \prime}}{6 a p^{\prime 2}+6 a y p^{\prime \prime}-4 a}=\frac{8 a p^{\prime}}{6 a p^{\prime 2}-4 a} \text { when }\left\{\begin{array}{l}
x=0 \\
y=0 .
\end{array}\right. \\
& \therefore \quad p^{\prime}\left(6 a p^{\prime 2}-4 a\right)=8 a p^{\prime}, \text { and consequently } \\
& p^{\prime}=0, \quad \text { or, } p^{\prime}=+\sqrt{2}, \quad \text { or, } p^{\prime}=-\sqrt{2} .
\end{aligned}
$$

Hence the origin is a triple point, the branches being inclined to the axis in angles whose tangents are $0,+\sqrt{2}$, and $-\sqrt{2}$, res. pectively. .

The form of the curve is shown in the diagram.
2. The curve $a y^{3}-x^{3} y-a x^{3}=0=u$. ... (1).
$\frac{d u}{d x}=-3 x^{2} y-3 a x^{2}=0, \ldots$ (2). $\frac{d u}{d y}=3 a y^{2}-x^{3}=0 \ldots$ (3).
From (2) and (3), $x=0$, and $y=0$, or, $x=a \sqrt[3]{3}$, and $y=-a$. The first pair of values satisfies (1), but the second does not. Therefore the origin is the point to be examined.

Hence $p^{\prime}=\frac{3 x^{2} y+3 a x^{2}}{3 a y^{2}-x^{3}}=\frac{6 x y+3 x^{2} p^{\prime}+6 a x}{6 a y p^{\prime}-3 x^{2}}=\frac{0}{0}$ when $\left\{\begin{array}{l}x=0 \\ y=0 .\end{array}\right.$

$$
\begin{gathered}
=\frac{6 y+12 x p^{\prime}+3 x^{2} p^{\prime \prime}+6 a}{6 a p^{\prime 2}+6 a y p^{\prime \prime}-6 x}=\frac{6 a}{6 a p^{\prime 2}} \text { when }\left\{\begin{array}{l}
x=0 \\
y=0 .
\end{array}\right. \\
\therefore p^{\prime 3}=1, \text { and } p^{\prime}=1 .
\end{gathered}
$$

This being the only real value of $p^{\prime}$, there is but one branch passing through the origin, and therefore the curve has no multiple puints.
3. The curve $x^{4}-2 a y^{3}-3 a^{2} y^{2}-2 a^{2} x^{2}+a^{4}=0=u . \ldots$ (1). $\frac{d u}{d x}=4\left(x^{3}-a^{2} x\right)=0 \ldots$ (2). $\frac{d u}{d y}=-6\left(a y^{2}+a^{2} y\right)=0 \ldots$ (3).

From (2) and (3) we get six pairs of values, viz.:

$$
x=0, \quad \text { and } \quad y=0, \quad \text { or, } \quad x=0, \quad \text { and } \quad y=-a
$$

or, $\quad x=a$, and $y=0$, or, $x=-a$, and $y=0$,
or, $\quad x=a$, and $y=-a$, or, $x=-a$, and $y=-a$.
But of these six pairs of values, the $2 \mathrm{~d}, 3 \mathrm{~d}$, and 4 th, are the only ones which satisfy (1), and therefure there are but three points to be examined.

$$
p^{\prime}=\frac{2 x^{3}-2 a^{2} x}{3 a y^{2}+3 a^{2} y}=\frac{6 x^{2}-2 a^{2}}{\left(6 a y+3 a^{2}\right) p^{\prime}}=\frac{4}{3 p^{\prime}} \quad \text { when } \quad\left\{\begin{array}{l}
x= \pm a \\
y=0
\end{array}\right.
$$

and

$$
p^{\prime}=\frac{2}{3 p^{\prime}} \quad \text { when } \quad\left\{\begin{array}{l}
x=0 \\
y=-a
\end{array}\right.
$$

$\therefore p^{\prime}= \pm\left(\frac{4}{3}\right)^{\frac{1}{2}}$ at the point where $x=a$ and $y=0$

$$
\begin{array}{lll}
p^{\prime}= \pm\left(\frac{4}{3}\right)^{\frac{1}{2}} & \text { " } & \text { " } x=-a \text { and } y=0 \\
p^{\prime}= \pm\left(\frac{2}{3}\right)^{\frac{1}{2}} & \text { " } & \text { " } x=0 \text { and } y=-a
\end{array}
$$

Thus the curve has three double points.
152. Prop. To determine whether a given curve has multiple points of the second species.

Here the mode of proceeding is similar to that in the last propcsition, but the resulting values of $p^{\prime}$ prove equal although given by an equation of the second or higher degree.
$E x$. The curve $x^{4}+x^{2} y^{2}-6 a x^{2} y+a^{2} y^{2}=0=u \ldots$ (1).
$\frac{d u}{d x}=4 x^{3}+2 x y^{2}-12 a x y=0 \ldots$ (2), $\frac{d u}{d y}=2 x^{2} y-6 a x^{2}+2 a^{2} y=0 \ldots$ (3).
From (2) and (3) $x=0$ and $y=0$, and this is the only pair of values which will satisfy (1). Hence the origin is the only point tc be examined.
$p^{\prime}=\frac{12 a x y-2 x y^{2}-4 x^{3}}{2 x^{2} y-6 a x^{2}+2 a^{2} y}=\frac{12 a y+12 a x p^{\prime}-2 y^{2}-4 x y p^{\prime}-12 x^{2}}{4 x y+2 x^{2} p^{\prime}-12 a x+2 a^{2} p^{\prime}}=\frac{0}{2 a^{2} p^{\prime \prime}}$,
when $\quad x=0$ and $y=0 . \quad \therefore p^{\prime 2}=\frac{0}{2 a^{2}}=0 \quad$ and $\quad p^{\prime}= \pm 0$.
And the origin is a double point of the 2 d species.
153. We may prove directly that at a double point of the 2 d tind, the condition $p^{\prime}=\frac{0}{0}$ is always fulfilled.

Thus suppose the two branches to have contact of the $n^{t h}$ order. Then the first $n$ differential coefficients will be the same for the two branches, but the $(n+1)$ th differential coefficient wiil be different at the double point.

Let $P \frac{d y}{d x}+Q=0 \ldots$ (1) be the result obtained by differentiating the given equation once, in which $P$ and $Q$ are functions of $x$ and $y$, the original equation having been freed from radicals.

By repeating the differentiation $n$ times, we get

$$
P \frac{d^{n+1} y}{d x^{n+1}}+Q_{1}=0
$$

in which $P$ is the same as in (1), and $Q_{1}$ is a function of $x, y$, and the differential coefficients of the several orders less than $(n+1)$ :

Now the $(n+1)$ th differential coefficient has, by supposition, two different values $a$ and $b$ for the same values of $P$ and $Q_{1}$.

$$
\therefore P a+Q_{1}=0, \quad \text { and } \quad P b+Q_{1}=0
$$

and by subtraction $P(a-b)=0 . \quad \therefore P=0$ since $a$ and $b$ are unequal.

This value of $P$ substituted in (1) gives $Q=0$.

$$
\therefore \frac{d y}{d x}=-\frac{Q}{P}=\frac{0}{0}
$$

Multiple points of the 2 d species are characterized by having but one value (or rather two or more equal values) for $\frac{d y}{d x}$, but several unequal values for $\frac{d^{2} y}{d x^{2}}$ or some higher coefficient.

## Conjugate or Isolated Points.

154. These are points whose co-ordinates satisfy the equation of a curve, but from which no branches proceed. When $p^{\prime}$ assumes the imaginary form for real values of $x$ and $y$, the corresponding point will be isolated, as the curve will then have no direction; and since imaginary values occur only where radicals are introduced, the condition $p^{\prime}=\frac{0}{0}$ will also hold true in such cases.

The converse proposition, viz. : that at a conjugate point $p^{\prime}$ will be imaginary, is not always true; for if in the development

$$
y_{1}=F(x \pm h)=y \pm \frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2} \pm \frac{d^{3} y}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& \mathrm{c} .
$$

any one of the differential coefficients should prove imaginary, $y_{1}$ would be imaginary also.

To determine with certainty whether a point $(a, b)$ is isolated, sub. stitute successively $a+h$ and $a-h$ for $x$, and if both values of $y_{1}$ prove imaginary ( $h$ being sinall), the point will be imaginary; otherwise it will not.
155. If the coefficient $p^{\prime}=\frac{d y}{d x}$ be found to have multiple values, some being real and some imaginary, we may regard the result as indicating the indefinitely near approach of a conjugate point to' a real branch of the curve.

## EXAMPLES.

156. 157. To determine whether the curve

$$
a y^{2}-x^{3}+4 a x^{2}-5 a^{2} x+2 a^{3}=0=u \ldots(1)
$$

has conjugate points.
$\frac{d u}{d x}=-3 x^{2}+8 a x-5 a^{2}=0 \ldots(2), \quad \frac{d u}{d y}=2 a y=0 \ldots \ldots$
From (2) and (3), $x=a$ and $y=0$, or $x=\frac{5}{3} a$ and $y=0$.
The first pair of values satisfies ( 1 ), and therefore the point $(a, 0)$ must be examined.

$$
\begin{gathered}
p^{\prime}=\frac{3 x^{2}-8 a x+5 a^{2}}{2 a y}=\frac{6 x-8 a}{2 a p^{\prime}}=-\frac{1}{p^{\prime}} \quad \text { when } \quad\left\{\begin{array}{l}
x=a \\
y=0
\end{array}\right. \\
\therefore p^{\prime 2}=-1, \quad p^{\prime}= \pm \sqrt{-1}
\end{gathered}
$$

This result being imaginary, we conclude that the point examined is isolated.
2. The curve $\left(c^{2} y-x^{3}\right)^{2}=(x-a)^{5}(x-b)^{6}$, in which $a>b$.

$$
\begin{gathered}
u=\left(c^{2} y-x^{3}\right)^{2}-(x-a)^{5}(x-3)^{6}=0 \ldots(1) \\
\frac{d u}{d y}=2 c^{2}\left(c^{2} y-x^{3}\right)=0 \ldots(3) \\
\frac{d u}{d x}=-6 x^{2}\left(c^{2} y-x^{3}\right)-5(x-a)^{4}(x-b)^{6}-6(x-a)^{5}(x-b)^{5}=0 \ldots(2)
\end{gathered}
$$

The equations (2) and (3) give

$$
x=a \text { and } y=\frac{a^{3}}{c^{2}}, \text { or } x=b \text { and } y=\frac{b^{3}}{c^{2}}
$$

both of which pairs of values satisfy (1), and therefore both require examination.

$$
\begin{aligned}
& p^{\prime}=\frac{6 x^{2}\left(c^{2} y-x^{3}\right)+5(x-a)^{4}(x-b)^{6}+6(x-a)^{5}(x-b)^{5}}{2 c^{2}\left(c^{2} y-x^{3}\right)} \\
& =\frac{6 x^{2}\left(c^{2} y-x^{3}\right)}{2 c^{2}\left(c^{2} y-x^{3}\right)}+\frac{5(x-a)^{4}(x-b)^{6}+6(x-a)^{5}(x-b)^{5}}{2 c^{2}(x-a)^{\frac{5}{2}}(x-b)^{3}} \\
& =\frac{3 x^{2}}{c^{2}}+\frac{5(x-a)^{\frac{\frac{1}{2}}{2}}(x-b)^{3}+6(x-a)^{\frac{5}{2}}(x-b)^{2}}{2 c^{2}}=\frac{3 b^{2}}{c^{2}} \text { when } x=b, \\
& =\frac{3 a^{2}}{c^{2}} \text { when } x=a \text {. }
\end{aligned}
$$

Thus $p^{\prime}$ is real at both points. But if we substitute $b \pm h$ for $a$ in ( 1 ), and solve with respect to $y$, we get

$$
y=\frac{(b \pm h)^{3}}{c^{2}}+\frac{1}{c^{2}}(b \pm h-a)^{\frac{5}{2}}( \pm h)^{3}
$$

both of which values of $y$ are imaginary when $h$ is taken less that $a-b$; so that the point where $x=b$ and $y=\frac{b^{3}}{c^{2}}$ is a conjugate point, although $p^{\prime}$ is real.

This result is confirmed by forming the succeeding differential coefficients; thus

$$
\begin{gathered}
p^{\prime \prime}=\frac{1}{c^{2}}\left[6 x+\frac{3}{2} \cdot \frac{5}{2}(x-a)^{\frac{1}{2}}(x-b)^{3}+15(x-a)^{\frac{3}{2}}(x-b)^{2}\right. \\
\left.+6(x-a)^{\frac{5}{2}}(x-b)\right]=\frac{6 b}{c^{2}}, \text { when } x=b
\end{gathered}
$$

This is a real value also.
But the next coefficient will contain the term $6(x-a)^{\frac{5}{5}}=6(b-a)$ which is imaginary, since $a>b$.

The value $x=a$ does not belong to a conjugate point, as is seen
by substituting $a \pm h$ for $x$ in (1), and solving with respect to $y$, thus,

$$
y=\frac{(a \pm h)^{3}}{c^{2}}+\frac{1}{c^{2}}( \pm h)^{\frac{5}{2}}(a-b \pm h)^{3}
$$

which is real when $h>0$, but imaginary when $h<0$.

## Cusps.

157. A cusp is that peculiar kind of double point of the second species at which two tangential branches terminate without passing through the point.

Cusps are of two kinds, viz. :
1st. That in which the two branches lie on different sides of the tangent, as in Fig. 1.

2d. That in which they lie
 on the same side of the tangent, as in Fig. 2.
The test of a cusp is that $\frac{d y}{d x}$ shall have two real and equal values at some pọint. $(a, b)$, and that when we substitute $a+h$ and $a-h$ for $x$, we shall find, in one case, two real and unequal values of $y$, and in the other two imaginary values. The only exception to this is that offered by the case shown in Fig. 3, where a cusp of the first kind occurs
 at a point $P$, with the tangent parallel to the axis of $y$. It will then be more convenient to form the value of $\frac{d x}{d y}$, which should be $\pm 0$, and to try whether the successive substi-. tution of $b+h$ and $b-h$ for $y$ will render $x$, in one case, real and double, and in the other imaginary. The condition $p^{\prime}=\frac{0}{0}$ serves as a guide in selecting the points to be examined.

## EXAMPLES.

158. 159. To determine whether the curve $(b y-c x)^{2}=(x-a)^{9}$ has a cusp, and if so, of which kind.

$$
\begin{gather*}
u=(b y-c x)^{2}-(x-a)^{5}=0 \ldots \ldots(1) \\
\frac{d u}{d x}=-2 c(b y-c x)-5(x-a)^{4}=0 \ldots \ldots(2)  \tag{2}\\
\frac{d u}{d y}=2 b(b y-c x)=0 \ldots \ldots(3)
\end{gather*}
$$

From (2) and (3) we obtain $x=a$, and $y=\frac{a c}{b}$,
and as these values satisfy $(1)$, we must examine the point $\left(a, \frac{a c}{b}\right)$

$$
\begin{aligned}
& p^{\prime}=\frac{2 c(b y-c x)+5(x-a)^{4}}{2 b(b y-c x)}=\frac{0}{0} \quad \text { when } \quad\left\{\begin{array}{l}
x=a \\
y=\frac{a c}{b}
\end{array}\right. \\
& \quad=\frac{2 b c p^{\prime}-2 c^{2}+20(x-a)^{3}}{2 b^{2} p^{\prime}-2 b c}=\frac{2 b c p^{\prime}-2 c^{2}}{2 b^{2} p^{\prime}-2 b c}, \quad \text { when } x=a, \\
& \therefore b^{2} p^{\prime 2}-2 b c p^{\prime}=-c^{2}, \quad p^{\prime 2}-2 \frac{c}{b} p^{\prime}=-\frac{c^{2}}{b^{2}} \text { and } p^{\prime}=\frac{c}{b} \pm 0 .
\end{aligned}
$$

$\therefore \therefore$ There are two equal values of $p^{\prime}$, and consequently two tan gential branches proceed from the point, $a, \frac{a c}{b}$.

Now put successively $x=a+h$, and $x=a-h$, and solve with respect to $y$.
when $x=a+h, y=\frac{c a+c h \pm \sqrt{(+h)^{5}}}{b}$, two real and unequal values. when $x=a-h, y=\frac{c a-c h \pm \sqrt{(-h)^{5}}}{b}$ two imaginary values.

Hence there is a cusp at the point $a, \frac{a c}{b}$, ar.d the tangent at that point is inclined to the axes of $x$ and $y$.

Again, the ordinate $Y$ of the tangent corresponding to the abscissa $a+h$, is $\frac{a c}{b}+p^{\prime} h=\frac{a c+c h}{b}$ which is greater than one of the cor-
responding values of $y$, and less than the other. Therefore the branches lie on different sides of the tangent, and the cusp is of the first kind.

Remark. The kind of cusp can usually be found very easily by examining the values of the second differential coefficient; for the deflection of the curve from the tangent is controlled by the sign of $\frac{d^{2} y}{d x^{2}}$. Hence, when the two values of this coefficient have contrary signs, the cusp will be of the first kind, but when the signs are alike, it will be of the second kind.
2. The semi-cubical parabola $c y^{2}=x^{3}$.
$u=c y^{2}-x^{3} \ldots$ (1), $\frac{d u}{d x}=-3 x^{2}=0 \ldots$ (2), $\frac{d u}{d y}=2 c y=0 \ldots$
$\therefore x=0$, and $y=0$, and as these satisfy (1) there may be a cusp at the origin.

$$
\begin{gathered}
p^{\prime}=\frac{3 . x^{2}}{2 c y}=\frac{6 x}{2 c p^{\prime}}=\frac{0}{2 c p^{\prime}} \text { when } x=0 . \\
\therefore p^{\prime 2}=\frac{0}{2 c}=0 \quad \text { and } \quad p^{\prime}= \pm 0,
\end{gathered}
$$

two real and equal values.
Now put $0 \pm h$ for $x$ in (1), and
 there will result, when $x=0+h, y= \pm \sqrt{\frac{h^{3}}{c}}$ two real and unequal values,
" $x=0-h, y= \pm \sqrt{-\frac{h^{3}}{c}}$ two imaginary values.
$\therefore$ There is a cusp at the origin. Also the ordinate $Y$ of the tangent corresponding to the abscissa $0+h$, is $0+p^{\prime} h=0$, which being intermediate in value between the two curresponding values of $y$, the cusp is of the first kind.
159. Sometimes it is more convenient to solve the equation with respect to $y$ before differentiating.

Ex.

$$
\begin{gathered}
\left(y-b-c x^{2}\right)^{2}=(x-a)^{t} \\
y=b+c x^{2} \pm(x-a)^{\frac{5}{2}}, \quad p^{\prime}=2 c x \pm \frac{5}{2}(x-a)^{\frac{8}{2}}
\end{gathered}
$$

Now $y$ has but one value $b+c a^{2}$, or to speak more correctly, it has two equal values $\left(b+c a^{2} \pm 0\right)$ when $x=a$, and $p^{\prime}=2 c a \pm 0$ 。 has then two equal values also.
When $x=a+h, y=b+c(a+h)^{2} \pm(+h)^{\frac{5}{2}}$ two real and unequal values.
" $x=a-h, y=b+c(a-h)^{2} \pm(-h)^{\frac{5}{2}}$ two imaginary values.
Hence there is a cusp at the point

$$
\left(a, b+c a^{2}\right)
$$

Also $p^{\prime \prime}=2 c \pm \frac{3}{2} \cdot \frac{5}{2}(x-a)^{\frac{1}{2}}=2 c \pm 0$ when $x=a$.
And siuce the two values of $p^{\prime \prime}$ have the
 same sign, the cusp at the point $\left(a, b+c a^{2}\right)$ is of the second kind. The kind of cusp would also appear by comparing the ordinate $Y$ of the tangent with the two values of $y$.

For when $x=a+h, \quad Y=b+c a^{2}+p^{\prime} h=b+c a^{2}+2 c a h$, which is less than either value of $y$, when $h$ is small.

## Points of Inflexion.

160. Points of inflexion or contrary flexure are those at which the curve changes the direction of its curvature, being successively convex and coneave towards a fixed line as the axis of $x$.

It has already been remarked that a curve is convex towards the axis of $x$ when $\frac{d^{2} y}{d x^{2}}$ is positive and concave when $\frac{d^{2} y}{d x^{2}}$ is negative. Hence a puint of inflexion will be characterized by having the second differential cnefficient affected with contrary signs, at points situated
near to, but on different sides of the point in question. But since a variable quantity changes its sign only when its value passes through zero or infinity, the condition $\frac{d^{2} y}{d x^{2}}=0$ or $\frac{d^{2} y}{d x^{2}}=\infty$ will belong to a point of inflexion. But the converse is not necessarily true, for the sign of $\frac{d^{2} y}{d x^{2}}$ does not always change after its value has reached 0 or $\infty$. We must therefore see whether a change in the sign of $\frac{d^{2} y}{d x^{2}}$ will or will not occur.

We may also recognize a point of inflexion by the consideration that at such a point the tangent intersects the curve, and therefore the ordinate of the tangent will, on one side of the point be greater, and on the other less than the corresponding ordinate of the curve..

## EXAMPLES.

161. 162. The cubical parabola $a^{2} y=x^{3}$.

$$
y=\frac{x^{3}}{a^{2}}, \quad p^{\prime}=\frac{3 x^{2}}{a^{2}}, \quad p^{\prime \prime}=\frac{6 x}{a^{2}}=0 \quad \text { when } \quad x=0
$$

$\because$ The origin is a point to be examined.

$$
\text { Put } \begin{aligned}
x & =0+h, \text { and } y=y_{1}, \\
& x=0-h, \text { and } y=y_{2} .
\end{aligned}
$$

Then

$$
\begin{aligned}
& \frac{d^{2} y_{1}}{d x^{2}}=\frac{6 h}{a^{2}}>0, \\
& \frac{d^{2} y_{2}}{d x^{2}}=-\frac{6 h}{a^{2}}<0 .
\end{aligned}
$$



Hence the origin is a point of inflexion. The condition $p^{\prime \prime}=\infty$ gives $x=\infty$, and therefore is not applicable.
162. Sometimes it happens that two of the peculiarities which characterize singular points occur at the same point of a curve.

$$
E x . \quad a^{3} y^{2}-2 a b x^{2} y-x^{5}=0=u \ldots(1)
$$

$$
\frac{d u}{d x}=-4 a b x y-5 x^{4}=0 \ldots(2)
$$

$$
\frac{d u}{d y}=2 a^{3} y-2 a b x^{2}=0 \ldots(3)
$$

The equations (1), (2), and (3), are all satisfied by the values
 $x=0, y=0$.

$$
\therefore p^{\prime}=\frac{4 a b x y+5 x^{4}}{2 a^{3} y-2 a b x^{2}}=\frac{0}{0} \quad \text { when } \quad\left\{\begin{array}{l}
x=0 \\
y=0 .
\end{array}\right.
$$

or, $\quad p^{\prime}=\frac{4 a b y+4 a b x p^{\prime}+20 x^{3}}{2 a^{3} p^{\prime}-4 a b x}=\frac{0}{2 a^{3} p^{\prime}}, \quad$ when $\quad\left\{\begin{array}{l}x=0 \\ y=0,\end{array}\right.$

$$
\therefore p^{\prime 2}=\frac{0}{2 a^{3}}=0, \quad p^{\prime}= \pm 0
$$

and there is either a cusp or a double point at the origin, the axis of $x$ being tangent to the curve.

$$
\text { If } x=0+h, \quad y=\frac{b h^{2}}{a^{2}} \pm \sqrt{\frac{b^{2} h^{4}+a h^{5}}{a^{4}}}, \text { two real values, ore }
$$ greater and the other less than the ordinate ( 0 ) of the tangent.

If $x=0-h, \quad \dot{y}=\frac{b h^{2}}{a^{2}} \pm \sqrt{\frac{b^{2} h^{4}-\overline{a h}}{a^{4}}}$, two real values when $h$ is small, but both greater than 0 .

Hence there is a double point of the second species at the origin, and one branch of the curve has an inflexion at that print.
163. In addition to the singular puints already described, two other classes may be noticed, viz. : Stup Points, or those at which a single branch terminates abruptly; and Shooting Points, at which two or more branches terminate without being tangent to each other. Both are of rare occurrence, but the fillowing are examples of curves belonging to these classes.

1. $y=x \cdot \log x$. This curve has a stop point at the origin. For, $y$ has but one value. and that is real when $x>0$; but the
value of $y$ is impossille when $x<0$, since negative quantities can not properly be regarded as having any logarithms.
2. $y=x \tan ^{-1} \frac{1}{x}, \quad$ or, $\quad y=x \cot ^{-1} x$.

This curve has a shootigg point at the origin, for

$$
\begin{array}{r}
\frac{d y}{d x}=\tan ^{-1} \frac{1}{x}-\frac{x}{1+x^{2}}=\tan ^{-1}(+\infty) \\
\\
=\frac{1}{2} \pi=1.5708 \quad \text { when } x=+0 \\
=\tan ^{-1}(-\infty)=-\frac{1}{2} \pi=-1.5708 \quad \text { when } x=-0
\end{array}
$$

and whether $x$ be positive or negative, $y$ will have but one value.
164. When a curve has the spiral form, and is therefore more c. $\boldsymbol{r}$ veniently referred to polar co-ordinates, we may distinguish the existence of a point of contrary flexure by the condition thrat $\frac{d p}{d r}=0$ at that point, and that it shall have contrary signs on differ ent sides of that point. This we proceed to show.


In Fig. 1, the curve is concave to the pole $Q$; and in Fig. 2, it is convex.
In the first case $r$ and $p$ increase together, and therefore $\frac{d p}{d r}$ is pos1tive. In the second case, $p$ diminishes as $r$ increases, and therefore $\frac{d p}{d r}$ is negative. Hence, in passing through a point of contrary flexure, $\frac{d p}{d r}$ will change its sign, becoming equal to zero at that point, for $\frac{d_{l}}{d r}$ plainly could not bocome infinite, since $p$ cannot exceed $r$.

## CHAPTER VI.

## CURVILINEAR ASYMPTOTES.

165. When two curves continually approach each other, and meet unly at an infinite distance, each is said to be an asymptote to the other.
166. Prop. To determine the conditions necessary to render two curves asymptotes to each other.

Let the curves be referred to rectangular axes, and let the ordinates $L^{\prime} P$ and $E P^{\prime}$, corresponding to the same abscissa $O E=x$, be expressed by means of the equations of the curves in terms of $x$. The
 difference $P P^{\prime}=y_{1}-y$ can then be expressed in terms of $x$, and if thw difference be reduced to zero by making $x=\infty$, (being finite for all other values of $x$,) the curves will be asymptotes to each other.

This condition is fulfilled only when the difference (expanded into a series, contains none but negative powers of $x$, without an absolute term, for in such cases only will the difference $y_{1}-y$ become zero when $x=\infty$.

Hence we must be able to express $y_{1}-y$ in the form

$$
y_{1}-y=A x^{-a}+B x^{-b}+C x^{c}+\& c
$$

or the difference $x_{1}-x$ of the two abscisse, corresponding to the same ordinate, must admit of being expressed in the form

$$
x_{1}-x=A_{1} y^{-a_{1}}+B_{1} y^{-b_{1}}+C_{1} y^{c_{1}}+\& c .
$$

167. Cor. If there be three curves, $(A),(B)$, and $(C)$, and if the difference of the corresponding ordinates of $(A)$ and $(B)$, and that of the ordinates of $(A)$ and $(C)$, be thus expressed.

$$
\begin{align*}
& y_{2}-y_{1}=A x^{-a}+B x^{-(a+1)}+C x^{-(a+2)} \ldots .(1) .  \tag{1}\\
& y_{3}-y_{1}=B_{1} x^{-(a+1)}+C_{1} x^{-(a+2)}+\& \mathrm{c}, \ldots(\text { (2) } \tag{2}
\end{align*}
$$

the three curves will be asymptotes to each other, and, moreover, the curve $(C)$ will lie nearer to $(A)$ than $(B)$ does. For, by making $x$ sufficiently large, the term $A x^{-a}$, or $\frac{A}{x^{a}}$ may be rendered greater than the sum of the succeeding terms of (1), or greater than the sum of those terms increased by the series (2).
168. Cor. The curve whose equation can be written in the form

$$
y=D+A x^{a}+B x^{b}+C x^{c}+A_{1} x^{-a_{1}}+B_{1} x^{b_{1}}+C_{1} x^{-c_{1}}+\& c .
$$ can have an infinite number of curvilinear asymptotes.

For by taking any curve whose equation is of the form

$$
y_{1}=D+A x^{a}+B x^{b}+C x^{c}+A_{2} x^{-a_{2}}+B_{2} x^{-b_{2}}+\& c .
$$

in which the absolute term $D$, and the terms involving the positive powers of $x$, are the same as in the given equation, the difference $y_{1}-y$ will reduce to zero when $x=\infty$.
169. Prop. To find the general form of the expanded value of the ordinate in such curves as admit of a rectilinear asymptote.

Since the equation of the rectilinear asymptote has the form $y=A_{1} x+B_{1}$, the equation of the desired curve must take the form

$$
y=A_{1} x+B_{1}+A x^{-a}+B x^{-b}+C x^{-c}+\& c
$$

170. 171. The common hyperbola $a^{2} y^{2}-b^{2} x^{2}=-a^{2} b^{2}$.

$$
y= \pm \frac{b}{a}\left(x^{2}-a^{2}\right)^{\frac{1}{2}}= \pm \frac{b}{a}\left(x-\frac{1}{2} a^{2} x^{-1}-\frac{1}{8} a^{4} x^{-3}-\& c .\right)
$$

But $y= \pm \frac{b}{a} x$ is the equation of two straight lines passing
through the origin and equally inclined to the axis of $x$. Hence these lines are asymptotes to the hyperbola.
2. To determine whether the curve $y=b\left(x^{2}-a^{2}\right)^{-\frac{1}{2}}$ has either rectilinear or curvilinear asymptotes.

By expansion

$$
y=b\left(x^{-1}+\frac{1}{2} a^{2} x^{-3}+\& c .\right)=b x^{-1}+\frac{1}{2} b a^{2} x^{-3}+\& c
$$

But $y=0$ is the equation of the axis of $x$. Hence that axis is a rectilinear asymptote to the curve.

To discover whether there is an asymptote parallel to the axis of $y$, let the equation be solved with respect to $x$; thus

$$
x= \pm\left(a^{2}+b^{2} y^{-2}\right)^{\frac{1}{3}}= \pm\left(a+\frac{1}{2} b^{2} a^{-1} y^{-2}-\& c .\right)
$$

Here it is evident that two lines parallel to the axis of $y$, and at distances therefrom equal to $+a$ and $-a$ respectively, will be asymptotes to the curve, their equations being

$$
x=+a . \text { and } \quad x=-a
$$

The hyperbola whose equation (referred to its asymptotes) is $x y=b$ will be a curvilinear asymptote, and there may be found any number of other curvilinear asymptotes.

## CHAPTER VII.

## TRACING OF CURVES.

171. In this chapter it is proposed to give such general directions as are necessary in tracing a curve from its given equation, and in discovering the chief peculiarities which characterize it.

The following steps will be found useful :
1st. Having resolved the equation, if possible with respect to $y$, let different positive values be assigned to $x$ from $x=0$ to $x=\infty$, and let those points be noticed particularly whare $y=0, y=x$, or $y=$ an imaginary value. The first indicates an intersection with the axis of $x$, the second shows the existence of an infinite branch, and the third gives the limits of the curve in the direction of $x$ positive.

2d. Ascign to $x$ all negative values from $x=0$ to $x=\cdots \infty$, and observe the same peculiarities with respect to $y$ as when $x$ was positive. In both cases the negative as well as the positive values of $y$ must be examined so as to include the branches below as well as those above the axis of $x$.

3d. Determine whether the curve has asymptotes, and determine their position.

4th. Find the value of the differential coefficient $\frac{d y}{d x}$ and determine from thence the angles at which the curve cuts the axes, as well as the points at which the tangent is parallel to either axis.

5 th. From the value of $\frac{d^{2} y}{d x^{2}}$ ascertain the direction of the cur-
vature and the positions of the points of contrary flexure when they exist.

6th. Determine the positions and character of the other singular points, if there be such.

## EXAMPLES.

172. 173. Let the equation of the proposed curve be

$$
y^{2}=\frac{x^{3}-a^{3}}{x+b}
$$

Resolving with respect to $y$ we have

$$
y= \pm \sqrt{\frac{x^{3}-a^{3}}{x+b}}
$$

and since each value of $x$ gives two values of $y$ numerically equal but haring contrary signs, the curve must be divided symmetrically by the axis of $x$.

If $x$ be positive and numerically less than $a, y$ will be imaginary, and there will be no point of the curve between the axis of $y$ and a parallel thereto at a distance equal to $a$ on the right of the origin.

When $x=a, y=0$, when $x>a, y$ is real, and continues so for all greater values of $x$, becoming infinite when $x=\infty$.

If $x$ be negative and numerically less than $b, y$ is imaginary, and there is no point between the axis of $y$ and a parallel thereto at the distance $=b$, on the left of the origin.

When $x=-b, y$ becomes infinite ; and when $x<-b$, that is, negative and numerically greater than $b, y$ becomes real and continues to increase without limit as the numerical value of $x$ increases, being infinite when $x=-\infty$.

Thus it appears that the curve has six infinite branches.
Again, since $x=-b$ makes $y$ infinite, there is an asymptote parallel to the axis of $y$, and at a distance therefrom equal to $-b$.

Also by resolving the given equation with respect to $y$, anc expanding, we get

$$
\begin{aligned}
y & = \pm \frac{\left(x^{3}-a^{3}\right)^{\frac{1}{2}}}{(x+b)^{\frac{1}{2}}}= \pm x\left(1-\frac{a^{3}}{x^{3}}\right)^{\frac{1}{2}}\left(1+\frac{b}{x}\right)^{-\frac{1}{2}} \\
& = \pm x\left(1-\frac{1}{2} \frac{b}{x}+\frac{3}{8} \frac{b^{2}}{x^{2}}, \& c .\right)= \pm\left(x-\frac{1}{2} b+\right.\text { terms involv }
\end{aligned}
$$ ing powers of $x$ ).

Hence $y== \pm\left(x-\frac{1}{2} b\right)$ is the equation of two straight lines, which are asymptotes to the curve, and are inclined to the axis of $x$ at angles of $45^{\circ}$ and $135^{\circ}$ respectively.

If we combine this equation of these asymntotes with that of the curye, we shall find that each of the asymptotes intersects that branch of the curve which lies on the right of the axis of $y$.

Forming the value of $\frac{d y}{d x}$ from the equation of the curve, we have

$$
\frac{d y}{d x}=\frac{2 x^{3}+3 b x^{2}+a^{3}}{2\left(x^{3}-a^{3}\right)^{\frac{1}{2}}(x+b)^{\frac{8}{2}}}
$$

which, placed equal to zero, gives the cubic equation

$$
x^{3}+\frac{3}{2} b x^{2}+\frac{1}{2} a^{3}=0
$$

in which there must be one real and negative root, since the absolute term is positive. The other two roots are imaginary, as is easily seen from the form of the equation. Thus there are two points corresponding to the same negative abscissa, one above and the other equally below the axis of $x$. at which the tangent is parallel to the axis of $x$.

By making $\frac{d y}{d x}=\infty$, we get $x=a$ or $x=-b$. The first corres ponds to a point at which the curve intersects the axis of $x$ perpen-
dicularly. The second belongs to the point of contact of one of the asymptotes as before seen.

By forming the value of $\frac{d^{2} y}{d x^{2}}$, we should find that the curve is concave to the axis of $x$ when $x$ is positive, and convex when $x$ is negative.

The curve has neither multiple points, cusps, conjugate points, nor inflexions.

2. The curve whose equation is $y^{3}=\frac{x^{4}-a^{2} x^{2}}{2 x-a}$.

When $x=0, y=0$, and therefore the curve passes through the origin.

When $x=\frac{a}{2}, y= \pm \infty$, when $x=+\infty, y=+\infty$, and when $x=-\infty, y=-\infty$.

Thus the curve has four infinite brancnes.
When $x=a$, or $x=-a, y=0$ corresponding to two intersec tions with the axis of $x$.

Since $x=\frac{a}{2}$ renders $y= \pm \infty$, there is one asymptote whose equation is

$$
x=\frac{a}{2} .
$$

Also, by resolving with respect to $y$, and expanding, we get

$$
\begin{aligned}
y & =x \frac{\left(1-\frac{a^{2}}{x^{2}}\right)^{\frac{1}{3}}}{2^{\frac{1}{3}}\left(1-\frac{a}{2 x}\right)^{\frac{1}{3}}}=\frac{x}{2^{\frac{1}{3}}}\left(1-\frac{a^{2}}{x^{2}}\right)^{\frac{1}{3}}\left(1-\frac{a}{2 x}\right)^{-\frac{1}{3}} \\
& =\frac{x}{2^{\frac{1}{3}}}\left(1-\frac{1}{3} \frac{a^{2}}{x^{2}}-\& c .\right)\left(1+\frac{1 . a}{6 x}+\& c .\right) . \\
& =\frac{1}{2^{\frac{1}{3}}}\left(x+\frac{a}{6}+\text { terms involving negative powers of } \kappa\right) \\
\therefore y & =\frac{1}{2^{\frac{1}{3}}}\left(x+\frac{a}{6}\right) \text { is the equation of a second asymptote. }
\end{aligned}
$$

Forming the value of the differential coefficient $\frac{d y}{d x}$, we have

$$
\frac{d y}{d x}=\frac{6 x^{4}-2 a^{2} x^{2}-4 a x^{3}+2 a^{3} x}{3(2 x-a)^{\frac{4}{y}}\left(x^{4}-a^{2} x^{2}\right)^{\frac{1}{8}}}
$$

This expression becomes infiuite when $x=\frac{a}{2}$, when $x= \pm a$, and when $x=0$.

Hence the curve cuts the axis of $x$ perpendicularly at the origin, and at distances therefrom $=+a$ and $-a$ respectively. The value of $\frac{d y}{d x}$ becomes zero when $6 x^{4}-4 a x^{3}-2 a^{2} x^{2}+2 a^{3} x=0$, which corresponds to a value of $x$ between 0 and -a. The corresponding value of $y$ is a maximum.

There are inflexions at the points where $x=a$ and $x=-a$, as will readily appear by substituting for $x$ values alternately a little greater and somewhat less than $a$, and similarly for values greater and less than $-a$. For if $x$ be rather greater than $a$ in the equation $y^{3}=\frac{x^{4}-a^{2} x^{2}}{2 x-a}, y$ will be positive; but if $x$ be somewhat less than $a, y$ will become negative. Thus the curve will cross the tangent at
the point where it meets the axis. The same will be true when $x=-a$.
There will be a third inflexion between $x=0$ and $x=\frac{1}{2} a$, for the curve touches the axis of $y$ at the origin, and a parallel asymptote at the distance $\frac{1}{2} a$ from that axis, and, therefore, must change the direction of its curvature between those two parallels.

Finally hy making the value of $\frac{d y}{d x}=\frac{0}{0}$ we shall find that there is a cusp of the first kind at the origin. The form of the curve is represented in the diagram.

## PART III.

## THEORY OF CURVED SURFACES.

## CHAPTER I.

## TANGENT AND NORMAL PLANES AND LINES.

173. The consideration of surfaces affords an application of the heory of functions of two independent variables. Thus if $x, y$, and $z$, be the co-ordinates of any point in the surface, and $z=\varphi(x, y)$ the equation of the surface, the values of $x$ and $y$ may be assumed arbitrarily, and that of $z$ will become determinate.
174. Prop. To determine the general differential equation of a plane drawn tangent to any curved surface at a given point ( $x_{1}, y_{1}, z_{1}$ ) situated in the surface.

Let the surface and plane be intersected by planes respectively parallel to $x z$ and $y z$, and passing through the point ( $x_{1}, y_{1}, z_{1}$ ).

The equations of the line cut from the tangent plane by the plane parallel to $x z$ will be of the forms

$$
x-x_{1}=t\left(z-z_{1}\right) \ldots(1), \quad \text { and } \quad y=y_{1} \ldots(2)
$$

and those of the intersection parallel to $y z$ will be of the forms

$$
y-y_{1}=s\left(z-z_{1}\right) \ldots(3) \quad \text { and } \quad x=x_{1} \ldots \text { (4). }
$$

Also the equation of the tangent plane, which contains these lines, will have the form

$$
A\left(x-x_{1}\right)+B\left(y-y_{1}\right)+C\left(z-z_{1}\right)=0 \ldots(5) .
$$

The equation of its trace on $x z$ is $A\left(x-x_{1}\right)=-C\left(z-z_{1}\right)+B y_{1} \ldots(6)$.

But the trace (6) is parallel to the intersection (1) (2), and the trace (7) is parallel to the intersection (3) (4).

$$
\therefore t=-\frac{C}{A} \quad \text { and } \quad s=-\frac{C}{B} .
$$

which values reduce (5) to the form

$$
z-z_{1}=\frac{1}{t}\left(x-x_{1}\right)+\frac{1}{s}\left(y-y_{1}\right) \ldots(8)
$$

Now since the intersections (1) (2) and (3) (4) are respectively tangent to the corresponding curves cut from the surface, we must have

$$
t=\frac{d x_{1}}{d z_{1}} \quad \text { and } \quad s=\frac{d y_{1}}{d z_{1}} \quad \text { or } \quad \frac{1}{t}=\frac{d z_{1}}{d x_{1}} \quad \text { and } \quad \frac{1}{s}=\frac{d z_{1}}{d y_{1}}
$$

Hence (8) reduces to
$z-z_{1}=\frac{d z_{1}}{d x_{1}}\left(x-x_{1}\right)+\frac{d z_{1}}{d y_{1}}\left(y-y_{1}\right) \ldots(9)$, the desired equation.
The expressions $\frac{d z_{1}}{d x_{1}}$ and $\frac{d z_{1}}{d y_{1}}$ are the partial differential coefficients derived from the equation of the surface, and they will have the same values at the point $\left(x_{1}, y_{1}: z_{1}\right)$, as the similar coefficients derived from the equation of the plane, tangent at that point.
175. Cor. If the equation of the surface be given under the form

$$
u=\varphi(x, y, z,)=0,
$$

the equation of the tangent plane will take a more symmetrical form. For we then have (Art. 57)
$\left[\frac{d u}{d x}\right]=\frac{d u}{d x}+\frac{d u}{d z} \cdot \frac{d z}{d x}=0$, and $\left[\frac{d u}{d y}\right]=\frac{d u}{d y}+\frac{d u}{d z} \cdot \frac{d z}{d y}=0$.

Hence

$$
\frac{d z_{1}}{d x_{1}}=-\frac{\frac{d u}{d x_{1}}}{\frac{d u}{d z_{1}}}, \frac{d z_{1}}{d y_{1}}=-\frac{\frac{d u}{d y_{1}}}{\frac{d u}{d z_{1}}}
$$

and by substitution in (9) and reduction, we obtain the more sym metrical form

$$
\left(x-x_{1}\right) \frac{d u}{d x_{1}}+\left(y-y_{1}\right) \frac{d u}{d y_{1}}+\left(z-z_{1}\right) \frac{d u}{d z_{1}}=0
$$

176. Prop. To determine the equations of a line normal to a curved surface at a given point $\left(x_{1} \cdot y_{1}, z_{1}\right)$.
The equations of a line passing through the point $\left(x_{1}, y_{1}, z_{\mathrm{o}}\right)$, nave the forms

$$
x-x_{1}=t\left(z-z_{1}\right), \quad y-y_{1}=s\left(z-z_{1}\right) ;
$$

and since the normal line is perpendicular to the tangent plane, we have by the conditions of perpendicularity of a line and plane ( $A=C t$ and $B=C s$ ), the following relations:

$$
t=\frac{A}{C}=-\frac{d z_{1}}{d x_{1}}=\frac{\frac{d u}{d x_{1}}}{\frac{d u}{d z_{1}}}, \quad s=\frac{B}{C}=-\frac{d z_{1}}{d y_{1}}=\frac{\frac{d u}{\frac{d y_{1}}{u u}}}{\frac{a z_{1}}{d z_{1}}}
$$

These conditions give for the equations of the normal line
$\left.\begin{array}{l}x-x_{1}+\frac{d z_{1}}{d x_{1}}\left(z-z_{1}\right)=0 \\ y-y_{1}+\frac{d z_{1}}{d y_{1}}\left(z-z_{1}\right)=0\end{array}\right\}$ or $\left\{\begin{array}{l}\frac{d u}{d z_{1}}\left(x-x_{1}\right)=\frac{d u}{d x_{1}}\left(z-z_{1}\right) . \\ \frac{d u}{d z_{1}}\left(y-y_{1}\right)=\frac{d u}{d y_{1}}\left(z-z_{1}\right) .\end{array}\right.$
177. Cor. If $\theta_{1}, \theta_{2}, \theta_{3}$, be the angles formed by the normal witk the axes of $x, y$, and $z$, respectively, or those firmed by the tangent plane with the planes of $y z, x z$, and $x y$, we shall have

$$
\begin{aligned}
& \cos \theta_{2}=-\frac{-\frac{d z_{1}}{d y_{1}}}{\sqrt{\frac{d z_{1}{ }^{2}}{d x_{1}{ }^{2}}+\frac{d z_{1}{ }^{2}}{d y_{1}{ }^{2}}+1}}=\frac{\frac{d u}{d y_{1}}}{\sqrt{\frac{d u^{2}}{d x_{1}{ }^{2}}}+\frac{d u^{2}}{d y_{1}{ }^{2}}+\frac{d u^{2}}{d z_{1}{ }^{2}}} . \\
& \cos \theta_{3}=\frac{1}{\sqrt{\frac{d z_{1}{ }^{2}}{d x_{1}{ }^{2}}+\frac{d z_{1}{ }^{2}}{d y_{1}{ }^{2}}+1}}=\frac{\frac{d u}{d z_{1}}}{\sqrt{\frac{d u^{2}}{d x_{1}{ }^{2}}+\frac{d u^{2}}{d y_{1}{ }^{2}}+\frac{d u^{2}}{d z_{1}{ }^{2}}}} .
\end{aligned}
$$

178. Prop. To determine the equations of a line drawn tangent to a curve of double curvature, at a given point $\left(x_{1}, y_{1}, z_{1}\right)$, on the curve.

The curve will be given by the equations of its projections on two of the co-ordinate planes, as $x z$, and $y z$; thus

$$
F(x, z)=0, \ldots(1) . \quad \text { and } \quad \varphi(y, z)=0 \ldots \ldots(2)
$$

The equations of the required tangent will have the forms
$x-x_{1}=t\left(z-z_{1}\right), \ldots$ (3). and $y-y_{1}=s\left(z-z_{1}\right), \ldots(4) ;$
and since the projections of the tangent are tangent to the projections of the curve, (3) and (4) will take the forms

$$
z-z_{1}=\frac{d z_{1}}{d x_{1}}\left(x-x_{1}\right), \ldots(5) . \quad \text { and } \quad z-z_{1}=\frac{d z_{1}}{d y_{1}}\left(y-y_{1}\right), \ldots(6)
$$

in which equations the values of $\frac{d z_{1}}{d x_{1}}$ and $\frac{d z_{1}}{d y_{1}}$ are to be derived from (1) and (2), the equations of the given curve.
179. Pr'p. To determine the equation of a plane drawn through a given point of a curve of double curvature, and normal to the curve at that point.

The equation of a plane passing through the point $\left(x_{1}, y_{1}, z_{1}\right)$, is of the form

$$
: \quad A\left(x-x_{1}\right)+B\left(y-y_{1}\right)+C\left(z-z_{1}\right)=0 \ldots(1) .
$$

But, since the plane is to be perpendicular to the tangent line, we must have the conditions

$$
A=C t=C \frac{d x_{1}}{d z_{1}}, \quad \text { and } \quad B=C s=C \frac{d y_{1}}{d z_{1}}
$$

which values reduce (1) to the form

$$
\left(x-x_{1}\right) \frac{d x_{1}}{d z_{1}}+\left(y-y_{1}\right) \frac{d y_{1}}{d z_{1}}+\left(z-z_{1}\right)=0
$$

the required equation.

## EXAMPLES OF TANGEN P PLANES TO SURFACES.

180. 181. The tangent plane to the sphere whose equation is

$$
u=x^{2}+y^{2}+z^{2}-r^{2}=0
$$

Here

$$
\frac{d u}{d x}=2 x, \quad \frac{d u}{d y}=2 y, \quad \frac{d u}{d z}=2 z .
$$

Therefore by substitution in the general differential equation of a tangent plane to a curved surface, we get

$$
\begin{aligned}
\left(x-x_{1}\right) \frac{d u}{d x_{1}}+\left(y-y_{1}\right) \frac{d u}{d y_{1}}+\left(z-z_{1}\right) \frac{d u}{d z_{1}} & =2 x_{1}\left(x-x_{1}\right)+2 y_{1}\left(y-y_{1}\right) \\
& +2 z_{1}\left(z-z_{1}\right)=0 .
\end{aligned}
$$

$\therefore x x_{1}+y y_{1}+z z_{1}=x_{1}{ }^{2}+y_{1}{ }^{2}+z_{1}{ }^{2}=r^{2}$, the required equation.
2. The ellipsoid $u=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}-1=0$.

$$
\begin{gathered}
\frac{d u}{d x}=\frac{2 x}{a^{2}}, \frac{d u}{d y}=\frac{2 y}{b^{2}}, \quad \frac{d u}{d z}=\frac{2 z}{c^{2}} . \\
\therefore \frac{2 x_{1}}{a^{2}}\left(x-x_{1}\right)+\frac{2 y_{1}}{b^{2}}\left(y-y_{1}\right)+\frac{2 z_{1}}{c^{2}}\left(z-z_{1}\right)=0 .
\end{gathered}
$$

or, $\frac{x x_{1}}{a^{2}}+\frac{y y_{1}}{b^{2}}+\frac{z z_{1}}{c^{2}}=1$, the required equation of the tangent plane.
3. The hyperboloid of one sheet $u=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}-1=0$.

$$
\begin{gathered}
\frac{d u}{d x}=\frac{2 x}{a^{2}}, \frac{d u}{d y}=\frac{2 y}{b^{2}}, \frac{d u}{d z}=-\frac{2 z}{c^{2}} . \\
\therefore \frac{2 x_{1}}{u^{2}}\left(x-x_{1}\right)+\frac{2 y_{1}}{b^{2}}\left(y-y_{1}\right)-\frac{2 z_{1}}{c^{2}}\left(z-z_{1}\right)=0 .
\end{gathered}
$$

$\therefore \frac{x x_{1}}{a^{2}}+\frac{y y_{1}}{b^{2}}-\frac{z z_{1}}{c^{2}}-1=0$, the equation of the tangent plane.
4. The conoid $u=c^{2} x^{2}+y^{2} z^{2}-r^{2} z^{2}=0$.

$$
\begin{gathered}
\frac{d u}{d x}=2 c^{2} x, \quad \frac{d u}{d y}=2 z^{2} y, \quad \frac{d u}{d z}=2 y^{2} z-2 r^{2} z . \\
\therefore 2 c^{2} x_{1}\left(x-x_{1}\right)+2 z_{1}^{2} y_{1}\left(y-y_{1}\right)+2 z_{1}\left(y_{1}{ }^{2}-r^{2}\right)\left(z-z_{1}\right)=0 .
\end{gathered}
$$

$$
\text { or, } \quad c^{2} x \dot{x}_{1}+z_{1}^{2} y y_{1}+\left(y_{1}^{2}-r^{2}\right) z z_{1}=y_{1}^{2} z_{1}^{2} \text {, the equation of the }
$$ tangent plane.

## CHAPTER II.

## CYLINDRICAL SURFACES, CONICAL SURFACES, AND SURFACES OF REVOLUTION.

181. Prop. To determine the general differential equation of all cylindrical surfaces.

These surfaces are generated by the motion of a straight line, which touches a fixed curve, and remains parallel to a fixed line in every position.

Let the equations of the fixed curve or directrix be

$$
F(x, z)=0, \ldots(1) . \quad F_{1}(y, z)=0, \ldots(2)
$$

those of the generatrix, in one of its positions, being

$$
x=t z+a, \ldots(3) . \quad y=s z+b, \ldots \text { (4). }
$$

Since the generatrix continues parallel to a fixed line, the values of $t$ and $s$ will continue constant for all positions of the generatrix, but $a$ and $b$ will vary with its position.

Eliminating $x$ between (1) and (3), and $y$ between (2) and (4), we get one relation between $z$ and $a$, and a second between $z$ and $b$. Then combining these equations to eliminate $z$, we ubtain a relation between $a$ and $b$, which may be written

$$
b=\varphi u, \ldots(5)
$$

But from (3) and (4), $a=x-t z, \quad$ and $\quad b=y-s z$.

$$
\therefore \text { (5) becomes } y-s z=\varphi(x-t z), \ldots \text { (6). }
$$

This is a general equation of all cylindrical surfaces, but it contains the unknown function $\varphi$. To eliminate this function, differentiate (6) with respect to $x$ and, $y$ successively, and divide the first result by the second; thus
and

$$
\begin{aligned}
-s \frac{d z}{d x} & =\frac{d z(x-t z)}{u(x-t z)} \times \frac{d(x-t z)}{d x} \\
1-s \frac{d z}{d y} & =\frac{d(x-t z)}{d(x-t z)} \times \frac{d(x-t z)}{d y} \\
& -s \frac{d z}{d x} \\
1-s \frac{d z}{d y} & =\frac{1-t \frac{d z}{d x}}{-t \frac{d z}{d y}}
\end{aligned}
$$

whence $t \frac{d z}{d x}+s \frac{d z}{d y}=1 \ldots(7)$, the required equation.
182. Cor. If we denote the primitive or integrated equation of a cylindrical surface by $f(x, y, z)=u=0$ the differential equation (7) may be reduced to a nore symmetrical form. For since

$$
\frac{d z}{d x}=-\frac{\frac{d u}{d x}}{\frac{d u}{d z}} \text { and } \quad \frac{d z}{d y}=-\frac{\frac{d u}{d y}}{\frac{d u}{d z}}
$$

we obtain by substitution in ( 7 ) and reductior.

$$
t \frac{d u}{d x}+s \frac{d u}{d y}+\frac{d u}{d z}=0 \ldots(8)
$$

a form often more convenient than (7).
183. Prop. To determine the equation of the cylindrical surface which envelops a given surface, and whose axis is parallel to a given line.

The enveloping and enveloped surfaces being tangent to each
other, will have a common tangent plane at every point in the curve of contact, and the equation of one of these planes will be

$$
\begin{gathered}
z-z_{1}=\left(x-x_{1}\right) \frac{d z_{1}}{d x_{1}}+\left(y-y_{1}\right) \frac{d z_{1}}{d y_{1}} \\
\left(x-x_{1}\right) \frac{d u}{d x_{1}}+\left(y-y_{1}\right) \frac{d u}{d y_{1}}+\left(z-z_{1}\right) \frac{d u}{d z_{1}}=0
\end{gathered}
$$

or
in which $x_{1} y_{1} z_{1}$ refer to a point of contact. Moreover the differential coefficients $\frac{d z_{1}}{d x_{1}}, \frac{d z_{1}}{d y_{1}}$ or $\frac{d u}{d x_{1}}, \frac{d u}{d y_{1}}, \frac{d u}{d z_{1}}$ are the same whether derived from the equation of the cylinder or from that of the enveloped surface. Hence, if we furm the differential coefficients from the equation of the given surface, and substitute their values in the differential equation of the cylinder, the result will characterize the points of contact, being the equation of a surface containing those points. This equation, when combined with that of the enveloped surface, will give the equations of the curve of contact, and thence the cylinder can be determined.
184. Ex. A sphere $u=x^{2}+y^{2}+z^{2}-r^{2}=0$ is enveloped by a cylinder whose axis is parallel to the axis of $z$; to find the curve of contact.

Here we have $x=a$ the equation of the projection of the generatrix on $x z$, and $y=b$ the equation of the projection of the generatrix on $y z$.

$$
\therefore t=0, \quad s=0
$$

Also

$$
\frac{d u}{d x}=2 x, \quad \frac{d u}{d y}=2 y, \quad \frac{d u}{d z}=2 z .
$$

Hence by substitution in (8),

$$
0.2 x+0.2 y+2 z=0 \quad \text { or } \quad z=0
$$

and the points of contact all lie in the plane of $x y$.
Combining the equations $x^{2}+y^{2}+z^{2}-r^{2}=0$ and $z=0$, there results

$$
x^{2}+y^{2}-r^{2}=0
$$

$\therefore$ The curve of contact is a great circle of the sphere, as might have been foreseen.
185. Prop. If any surface of the second order be enveloped by a cylinder, the curve of contact will be an ellipse, hyperbola or parabola, or a variety of one of those curves.

The general equation of surfaces of the second order is

$$
\begin{aligned}
& A z^{2}+B z y+C y^{2}+D z x+E x^{2}+F x y+G z+H y+I x+K=0=u . .(1) . \\
& \therefore \frac{d u}{d x}=D z+2 E x+F y+I, \quad \frac{d u}{d y}=B z+2 C y+F x+H \\
& \quad \frac{d u}{d z}=B y+2 A z+D x+G . \\
& \begin{aligned}
\therefore t \frac{d u}{d x}+s \frac{d u}{d y}+\frac{d u}{d z}= & t(D z+2 E x+F y+I)+s(B z+2 C y+F x+H) \\
& +(B y+2 A z+D x+G)=0,
\end{aligned}
\end{aligned}
$$

which is the equation of a plane.
Hence the points of contact are confined to one plane. But any section, by a plane, of the surface represented by the equation (1), will necessarily be a line of the second order, and therefore the truth of the proposition is apparent.

## Conical Surfaces.

186. Prop. To determine the general differential equation of all conical surfaces.

These surfaces are generated by the motion of a straight line which touches constantly a fixed curve and passes through a fixed point.

Let the equations of the directrix be

$$
F(x, z)=0 \ldots(1), \quad F_{1}(y, z)=0 \ldots(2) ;
$$

those of the gencratrix in one of its positions being

$$
x-a=t(z-c) \ldots(3), \quad \text { and } \quad y-b=s(z-c) \ldots(4)
$$

where $a, b$, and $c$, denute the co-ordinates of the fixed point or vertex.

The quantities $t$ and $s$ vary with the position of the generatrix, but $a, b$, and $c$, are constant.

Eliminating $x$ between (1) and (3), and $y$ between (2) and (4), we上et one relation between $z$ and $t$, and a second between $z$ and $s$. Then combining these equations to eliminate $z$, we obtain a relation between $t$ and $s$, which may be written

$$
s=\varphi t \ldots \ldots(5)
$$

But from (3) and (4), $t=\frac{x-a}{z-c}$, and $s=\frac{y-b}{z-c}$.
$\therefore$ (5) becomes $\frac{y-b}{z-c}=\varphi\left[\frac{x-a}{z-c}\right]$.
This is an equation of conical surfaces, but it contains the unknown function $\varphi$. To eliminate this function, differentiate (6) with respect to $x$ and $y$ successively, and divide the first result by the second; thus
$-\frac{y-b}{(z-c)^{2}} \cdot \frac{d z}{d x}=\frac{d \varphi[]}{d[]} \times \frac{d[]}{d x}=\frac{d \varphi[]}{d[]} \times\left[\frac{1}{z-c}-\frac{x-a}{(z-c)^{2}} \cdot \frac{d z}{d x}\right]$ and
$\frac{1}{z-c}-\frac{y-b}{(z-c)^{2}} \cdot \frac{d z}{d y}=\frac{d \rho[]}{d[]} \times \frac{d[]}{d y}=\frac{d \varphi[]}{d[]} \times\left[-\frac{x-a}{(z-c)^{2}} \cdot \frac{d z}{d y}\right]$, in which expressions the [ ] is used to signify $\left[\frac{x-a}{z-c}\right]$.

Now by division

$$
\begin{gathered}
\frac{-(y-b) \frac{d z}{d x}}{z-c-(y-b) \frac{d z}{d y}}=\frac{z-c-(x-a) \frac{d z}{d x}}{-(x-a) \frac{d z}{d y}} . \\
\therefore z-c=(x-a) \frac{d z}{d x}+(y-b) \frac{d z}{d y} \cdots(7) \text { the required equation. }
\end{gathered}
$$

187. Cor. If we denote the primitive or integrated equation of a conical surface by $f(x, y, z)=u=0$, the differential equation (7) may be reduced to a more symmetrical form.

For since $\quad \frac{d z}{d x}=-\frac{\frac{d u}{d x}}{\frac{d u}{d z}}$, and $\frac{d z}{d y}=-\frac{\frac{d u}{d y}}{\frac{d u}{d z}}$,
we obtain by substitution in (7) and reduction
$(x-a) \frac{d u}{d x}+(y-b) \frac{d u}{d y}+(z-c) \frac{d u}{d z}=0 \ldots .(8)$, a furm often more convenient than (7).
188. Prop. To determine the equation of the conical surface which envelopes a given surface, and whose vertex is situated at a given point.

If we form the differential coefficients $\frac{d z}{d x}$, and $\frac{d z}{d y}$ or $\frac{d u}{d x}, \frac{d u}{d y}$ and $\frac{d u}{d z}$ from the equation of the given surface, and substitute their values in (7) or (8), the differential equation of the conical surface, the resulting relation will characterize the points of contact, being the equation of a surface which contains those points. This equation, combined with that of the enveloped surface, will give the equations of the curve of contact, and thence the cone can be determined.

Ex. A sphere $x^{2}+y^{2}+z^{2}-r^{2}=0=u$ is enveloped by a cone whose vertex is situated on the axis of $y$, at a distance $b$ from the origin; to find the curve of contact.

Here we have the co-ordinates of the vertex $a=0, b=b, c=0$.

Also,

$$
\frac{d u}{d x}=2 x, \frac{d u}{d y}=2 y, \frac{d u}{d z}=2 z
$$

$\therefore$ By substitution in the equation of conical surfaces

$$
\begin{gathered}
(x-0) 2 x+(y-b) 2 y+(z-0) 2 z=0 ; \\
x^{2}+y^{2}+z^{2}-b y=0
\end{gathered}
$$

or,
This being the equation of a sphere having a radius $=\frac{1}{2} h$, and its
centre on the axis of $y$ at a distance $\frac{1}{2} b$ from the origin, the points of contact must lie in the surface of such a sphere.

By combining the equations of the two spheres, we get

$$
b y=r^{2} \text { or } y=\frac{r^{2}}{b} \text { and } x^{2}+z^{2}=\frac{r^{2}}{b^{2}}\left(b^{2}-r^{2}\right)
$$

Hence the curve of contact is a circle perpendicular to the axis os $y$, and at a distance $\frac{r^{2}}{b}$ from the origin.
189. Prop. If any surface of the second order be enveloped by a cone, the curve of contact will be an ellipse, hyperbola, or parabola, or a variety of one of these curves.

The general equation of surfaces of the second order is

$$
\begin{gathered}
A z^{2}+B z y+C y^{2}+D z x+E x^{2}+F x y+G z+H y+I x+K=0=u \ldots(1) \\
\therefore \frac{d u}{d x}=D z+F y+2 E x+I, \quad \frac{d u}{d y}=B z+F x+2 C y+H \\
\frac{d u}{d z}=B y+D x+2 A z+G \\
\therefore(x-a) \frac{d u}{d x}+(y-b) \frac{d u}{d y}+(z-c) \frac{d u}{d z} \\
=[D z+F y+2 E x+I](x-a)+[B z+F x+2 C y+H](y-b) \\
+[B y+D x+2 A z+G](z-c)=0
\end{gathered}
$$

or,

$$
\begin{aligned}
& 2\left[A z^{2}+C y^{2}+E x^{2}\right]+2[B z y+D z x+F x y] \\
+ & {[G-D a-B b-2 A c] z+[H-F a-B c-2 C b] y } \\
+ & {[I-F b-D c-2 E a] x-[G c+H b+I a]=0 \ldots(2) }
\end{aligned}
$$

By combining (1) and (2), we get

$$
\begin{aligned}
& {[G+D a+B b+2 A c] z+[H+F a+B c+2 C b] y} \\
& \quad+[I+F b+D c+2 E a] x+2 K+G c+I I b+I a=0
\end{aligned}
$$

This is the equation of a plane, and therefore the curve of contact is the intersection of the given surface by a plane, and consequently an ellipse, hyperbola, or parabola.
190. Prop. To determine the general differential equation of all surfaces of revolution.

Let $\left.\begin{array}{rl}x & =t z+a \ldots(1) \\ y & =s z+b \ldots \text { (2) }\end{array}\right\}$ be the equations of the axis.

$$
F(x, z)=0 \ldots(3), \quad \text { and } \quad F_{1}(y, z)=0 \ldots(4)
$$

those of the generatrix.
The characteristic property of this surface is, that every plane section perpendicular to the axis is a circle. Now the equation of a plane perpendicular to the line (1) (2) is

$$
z+t x+s y=c
$$

and the circle cut from the surface by this plane may be supposed situated on the surface of a sphere whose centre may be assumed at any point on the axis, and whose radius will be determined by the value of $c$, when the centre has been chosen.

Take the centre of the sphere at the point $(a, b, 0)$, where the axis pierces the plane of $x y$, and the equation of the sphere will be

$$
(x-a)^{2}+(y-b)^{2}+z^{2}=r^{2}
$$

But $r$ and $c$ are mutually dependent upon each other, which fact may be indicated by the equation $c=\varphi\left(r^{2}\right)$. Hence

$$
z+t x+s y=\varphi\left[(x-a)^{2}+(y-b)^{2}+z^{2}\right] \ldots(5)
$$

To eliminate the unknown function $\varphi$, differentiate (5) with respect to $y$ and $x$ successively, and divide the first result by the second.

$$
\begin{gather*}
\therefore \frac{d z}{d y}+s=\frac{d \varphi[]}{d[]} \times \frac{d[]}{d y} \text { and } \frac{d z}{d x}+t=\frac{d \varphi[]}{d[]} \times \frac{d[]}{d x} . \\
\therefore \frac{d z}{d y}+s  \tag{6}\\
\therefore \frac{y z}{d x}+t
\end{gather*}=\frac{y+z \frac{d z}{d y}}{x-a+z \frac{d z}{d x}},
$$

ir $\quad(x-a-t z) \frac{d z}{d y}-(y-b-s z) \frac{d z}{d x}+(x-a) s-(y-b) t=0 \ldots$
which is the required equation of surfaces of revolution.

Cor. When the axis of revolution coincides with that of $z$, we have

$$
t=0 \quad \text { and } \quad s=0, \quad a=0 \quad \text { and } \quad b=0
$$

$\therefore$ (6) reduces to

$$
x \frac{d z}{d y}-y \frac{d z}{d x}=0 \ldots \text { (7). }
$$

191. Prop. A given curved surface revolves about a fixed axis; to determine the surface which touches and envelopes the moveable surface in every position.

The required surface will obviously be a surface of revolution, whose generatrix will be the curve of contact of that surface with one of the moveable surfaces.

Hence if we determine the values of the differential coefficients $\frac{d z}{d x}$ and $\frac{d z}{d y}$ from the given surface, and substitute them in the general differential equation of all surfaces of revolution, the result will characterize the points of contact, being the equation of a surfac containing those points. This equation, combined with that of the given surface, will give the equations of the curve of contact or the required generatrix.
192. 1. A right cone with a circular base, whose vertex is at the origin, and whose axis coincides originally with the axis of $x$, is caused to revolve about the axis of $z$ : to determine the form of the enveloping surface.

Put the semi-angle $A O C$ of the :one $=v$, and $\tan v=t$.

Then the equation of the cone, in
 the position $A O B$ will be

$$
\begin{gathered}
z^{2}+y^{2}=t^{2} x^{2}, \quad \text { or } \quad z^{2}=t^{2} x^{2}-y^{2} \ldots(1) \\
\therefore \frac{d z}{d x}=\frac{t^{2} x}{z} \quad \text { and } \quad \frac{d z}{d y}=-\frac{y}{z}
\end{gathered}
$$

which values substituted in the differential equation of surfaces of revolution, viz.

$$
\begin{gathered}
x \frac{d z}{d y}-y \frac{d z}{d x}=0, \quad \text { gives } \quad \frac{x y}{z}+\frac{t^{2} x y}{z}=0 . \\
\therefore x=0 \quad \text { or } \quad y=0 .
\end{gathered}
$$

Combining the first of these results, $x=0$, with the equation of the cone, we get

$$
z^{2}+y^{2}=0 . \quad \therefore z=0 \quad \text { and } \quad y=0
$$

which conditions apply to the origin exclusively; but the second result $y=0$, gives by combination with (1)

$$
z^{2}=t^{2} x^{2} \quad \text { or } \quad z= \pm t x \quad \text { and } \quad y=0
$$

which are the equations of the lines $O A$ and $O B$.
Hence the required envelope is a double cone generated by the revolution of the lines $O A$ and $O B$ about $O Z$.
2. A sphere $(x-a)^{2}+(y-b)^{2}+z^{2}=r^{2}$, revolves about the axis of $z$; to find the enveloping surface. Here we have

$$
\begin{aligned}
& \frac{d z}{d x}=-\frac{x-a}{z} \text { and } \frac{d z}{d y}=-\frac{y-b}{z} \\
\therefore & x \frac{d z}{d y}-y \frac{d z}{d x}=-\frac{x y-b x}{z}+\frac{x y-a y}{z}=0 .
\end{aligned}
$$

$\therefore b x-a y=0$, the equation of a plane passing through the axis of $z$, and the centre $(a, b)$ of the sphere.

This plane intersects the sphere in a great circle, whose equation, in its own plane, is

$$
\left(r_{1}-a_{1}\right)^{2}+z^{2}=r^{2}
$$

n which $r_{1}{ }^{2}=x^{2}+y^{2}$, and $a_{1}{ }^{2}=a^{2}+b^{2}$.

$$
\therefore\left[\left(x^{2}+y^{2}\right)^{\frac{1}{2}}-\left(a^{2}+b^{2}\right)^{\frac{1}{2}}\right]^{2}+z^{2}=r^{2} .
$$

or, $\quad x^{2}+y^{2}+z^{2}-2\left(a^{2}+b^{2}\right)^{\frac{1}{2}}\left(x^{2}+y^{2}\right)^{\frac{1}{2}}=r^{2}-a^{2}-b^{2}$.
the equation of the required surface.

When $a^{2}+b^{2}=r^{2}$, this reduces to

$$
x^{2}+y^{2}+z^{2}-2 r\left(x^{2}+y^{2}\right)^{\frac{1}{2}}=0
$$

and when $a=0, \quad b=0, \quad x^{2}+y^{2}+z^{2}=r^{2}$,
the equation of the sphere.
3. An ellipsoid $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$, revolves about the axis of $y$; to determine the enveloping surface.

The differential equation of the surface is, in this cas

$$
z \frac{d y}{d x}-x \frac{d y}{d z}=0
$$

Also,

$$
\begin{gathered}
\frac{d y}{d x}=-\frac{b^{2} x}{a^{2} y}, \quad \frac{d y}{d z}=-\frac{b^{2} z}{c^{2} y} \\
\therefore-z \frac{b^{2} x}{a^{2} y}+x \frac{b^{2} z}{c^{2} y}=0, \quad \therefore x z=0
\end{gathered}
$$

and consequently $\quad x=0, \quad$ or, $\quad z=0$.
But when $x=0, \frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$, an ellipse in the plane of $y z$.
And when $z=0, \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$, an ellipse in the plane of $x y$.
Hence the required envelope consists of two ellipsoids of revolu. Iution, whose equations are

$$
\frac{y^{2}}{b^{2}}+\frac{x^{2}+z^{2}}{c^{2}}=1 \quad \text { and } \quad \frac{y^{2}}{b^{2}}+\frac{x^{2}+z^{2}}{a^{2}}=1
$$

## CHAPTER III.

## CONSECUTIVE SURFACES AND ENVELOPES.

193. In the last chapter we have presented some examples of surfaces enveloping a series of other surfaces, but in the only case considered, the enveloped surface was supposed to be of invariable form, and its change of position was effected only by a revolution around a fixed axis. In that case, the enveloping surface was necessarily a surface of revolution.

It is now proposed to consider the envelopes to any series of consecutive surfaces.
194. If different values be successively assigned to the constants or parameters which enter in the equation of any surface, the several relations thus produced, will represent as many distinct surfaces, differing from each other in form, or in position, or in both these particulars, but all belonging to the same class or family of surfaces. When the parameters are supposed to vary by infinitely small increments, the surfaces are said to be consecutive.

Thus let $F(x, y, z, a)=0, \ldots(1)$, be the equation of a surface, and let the parameter $a$, take an increment $h$, converting (1), into $F(x, y, z, a+h)=0, \ldots$ (2) ; then if $h$ be supposed indefinitely small, the surfaces (1) and (2) will be consecutive. Moreover, the surfaces (1) and (2) will usually intersect, and their intersection will vary with the value of $h$, becoming fixed and determinate when the surfaces are consecutive.
195. Prop. To determine the equations of the intersection of consecutive surfaces.

To effect this object, we must combine the equations
$F(x, y, z, a)=0, \ldots(1) ; \quad$ and $\quad F(x, y, z, a+h)=0, \ldots(2)$, and then make $h=0$.

By reasoning precisely as in the case of consecutive curves, (Art 143) we prove that the two conditions
$F(x, y, z, a)=0, \ldots(1), \quad$ and $\quad \frac{d F(x, y, z, a)}{d a}=0, \ldots(3)$, must be satisfied at the same time.

By combining these equations, so as to eliminate first $y$, and ther $x$, we shall have the equations of the projections of the required intersection on $x z$, and $y z$.
196. Prop. The surface which is the locus of all the intersections of a series of consecutive surfaces, touches each surface in the series.

If we eliminate the parameter $a$ between the two equations

$$
F(x, y, z, a)=0, \ldots(1), \quad \text { and } \frac{d F(x, y, z, a)}{d a}=0, \ldots .(2),
$$

the resulting equation will be a relation between the general co-ordinates $x, y, z$, of the points of the various intersections, independent of the particular curve whose parameter is $a$, or in other words, the equation of the locus.

Resolving (2) with respect to $a$, the result may be written

$$
a=\varphi(x, y, z)
$$

and this substituted in (1) gives

$$
F[x, y, z, \varphi(x, y, z)]=0, \ldots(3)
$$

which will be the equation of the locus.
Now differentiating both (1) and (3) first with respect to $x$, andthen with respect to $y$, we readily prove, precisely as in the case of
consecutive curves, that the values of $\frac{d z}{d x}$ and $\frac{d z}{d y}$ are the same whether derived from (1) or (3). Hence the two surfaces (1) and (3) will have a common tangent plane, and will therefore be mutu ally tangent to each other at all points common to 'those surfaces.
197. The surface (3), which touches each surface of the series, is called the envelope of the series.
198. Ex. To determine the envelope of a series of equal spheres whose centres lie in the same straight line.

Assuming the line of centres as the axis of $x$, the equation of one of these spheres will be of the form

$$
(x-a)^{2}+y^{2}+z^{2}-r^{2}=0 \ldots(1)
$$

in which $a$ is the only variable parameter.
Differentiating with respect to $a$ we get

$$
-2 x+2 a=0 \ldots(2)
$$

From (2) $a=x$, and this substituted in (1) gives

$$
y^{2}+z^{2}-r^{2}=0 .
$$

This is the equation of a right cylinder with a circular base, the axis of which coincides with that of $x$.
199. When the equation of the proposed surface contains two parameters $a, b$, independent of each other, we must have the three conditions

$$
\begin{gathered}
F(x, y, z, a, b)=0 \ldots(1), \quad \frac{d F(x, y, z, a, b}{d a}=0 \ldots(2) \\
\\
\frac{d F(x, y, z, a, b)}{d b}=0 \ldots(3)
\end{gathered}
$$

and
And by eliminating $a$ and $b$ between (1), (2), and (3), the equation of the required envelope will be obtained. Also, if the proposed equation should contain three or more parameters $a, b, c, \& c$., two of which, $a$ and $b$, are arbitrary, and the others connected with them
by given relations, such relations will enable us to eliminate the additional parameters and to obtain a final equation between $x, y$, and $z$.
200. 1. A plane whose equation is $\frac{x}{a}+\frac{y}{b}+\frac{z}{c}=1$, is touched in every position by a surface, the variable parameters $a, b$, and $c$ being connected by the relation $a b c=m^{3}$ : to determine the equation of the surface or envelope.

$$
\text { From } \frac{x}{a}+\frac{y}{b}+\frac{z}{c}-1=0 \ldots \text { (1) we obtain by differentiation. }
$$ regarding $a$ and $b$ as independent, and $c$ dependent upon them, $-\frac{x}{a^{2}}-\frac{z}{c^{2}} \cdot \frac{d c}{d a}=0 \ldots(2)$, and $-\frac{y}{b^{2}}-\frac{z}{c^{2}} \cdot \frac{d c}{d b}=0 \ldots$.

But the condition $a b c=m^{3} \ldots$ (4) gives by differentiation

$$
\begin{gathered}
b c+a b \frac{d c}{d a}=0, \quad \text { and } \quad a c+a b \frac{d c}{d b}=0 \\
\therefore \frac{d c}{d a}=-\frac{c}{a} \quad \text { and } \quad \frac{d c}{d b}=-\frac{c}{b}
\end{gathered}
$$

which values substituted in (2) and (3) reduce them to the forrns

$$
-\frac{x}{a^{2}}+\frac{z}{c^{2}} \cdot \frac{c}{a}=0, \quad \text { and } \quad-\frac{y}{b^{2}}+\frac{z}{c^{2}} \cdot \frac{c}{b}=0
$$

whence

$$
\frac{x}{a}=\frac{z}{c} \quad \text { and } \quad \frac{y}{b}=\frac{z}{c} .
$$

These values in (1) give $\frac{z}{c}+\frac{z}{c}+\frac{z}{c}=1$,
or

$$
\frac{3 z}{c}=1 . \quad \therefore c=3 z
$$

And similarly

$$
b=3 y, \quad a=3 x
$$

Finally by replacing $a, b$, and $c$, in (4), by their values just found, we whtain $x y z=\frac{m^{3}}{27}$ as the equation of the enveloping surface.
2. To find the envelope of all the spheres whose centres lie in the
same plane, and whose radii are proportional to the distances of their centres from a fixed point in that plane.

Assuming the plane of the centres as that of $x y$, and the origin at the fixed point, the equation of one of the spheres will take the form

$$
(x-a)^{2}+(y-b)^{2}+z^{2}-r^{2}=0 \ldots(1)
$$

in which $a, b$, and $r$, are variable parameters, $a$ and $b$ being independent, and $r$ connected with them by the relation

$$
r^{2}=t^{2}\left(a^{2}+b^{2}\right) \ldots(2) \text { where } t \text { is a constant. }
$$

Eliminating $r$ between (1) and (2) we have

$$
(x-a)^{2}+(y-b)^{2}+z^{2}-t^{2}\left(a^{2}+b^{2}\right)=0 \ldots(3)
$$

Differentiating with respect to $a$ and $b$ successively,

$$
\begin{gathered}
-(x-a)-t^{2} a=0 \ldots(4), \text { and }-(y-b)-t^{2} b=0 \ldots(5) . \\
\therefore a=\frac{x}{1-t^{2}}, \quad \text { and } \quad b=\frac{y}{1-t^{2}} ; \quad \text { which values in (3) give } \\
\quad\left(x-\frac{x}{1-t^{2}}\right)^{2}+\left(y-\frac{y}{1-t^{2}}\right)^{2}+z^{2}-t^{2} \frac{x^{2}+y^{2}}{\left(1-t^{2}\right)^{2}}=0 \\
\therefore\left(x^{2}+y^{2}\right)\left(t^{2}-t^{4}\right)=z^{2}\left(1-t^{2}\right)^{2} \quad \text { or } \quad x^{2}+y^{2}=\frac{1-t^{2}}{t^{2}} z^{2} .
\end{gathered}
$$

This is the equation of a right cone with a circular base, its axis being coincident with that of $z$, and its vertex at the origin.

## CHAPTER IV.

## CURVATURE OF SURFACES.

201. Two surfaces are said to be tangent to each other when they have a common point, $(x, y, z$,$) and a common tangent plane at that$ point.

Let the equations of the two surfaces be

$$
F(X, Y, Z,)=0 \ldots(1), \quad \text { and } \quad \varphi(x, y, z)=0 \ldots(2) .
$$

The analytical conditions necessary for a simple contact, or contact of the first order, are

$$
X=x, Y=y, Z=z, \frac{d Z}{d X}=\frac{d z}{d x}, \frac{d Z}{d Y}=\frac{d z}{d y}
$$

If the second differential coefficients; derived from the equations of the two surfaces be also equal, viz. :

$$
\frac{d^{2} Z}{d X^{2}}=\frac{d^{2} z}{d x^{2}}, \quad \frac{d^{2} Z}{d Y^{2}}=\frac{d^{2} z}{d y^{2}} \quad \text { and } \quad \frac{d^{2} Z}{d X d} \bar{Y}=\frac{d^{2} z}{d x d y}
$$

the contact is said to be of the second order. If the third differential coefficients be also equal, the contact is of the third order, \&c.
202. In order to show that the contact will be more intimate as the number of equal differential coefficients becomes greater, let the arbitrary increments $h$ and $k$ be given to the independent variables, $X=x$ and $Y=y$, converting $Z$ and $z$ into $Z_{1}$ and $z_{1}$, we shall then have (Art. 82)
$Z_{1}=Z+\frac{d Z}{d X} \cdot \frac{h}{1}+\frac{d Z}{d Y} \cdot \frac{k}{1}+\frac{d^{2} Z}{d X^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{2} Z}{d X d Y} \cdot \frac{h k}{1}+\frac{d^{2} Z}{d Y^{2}} \cdot \frac{k^{2}}{1.2}+\& \mathrm{c}_{.}$
$z_{1}=z+\frac{d z}{d x} \cdot \frac{h}{1}+\frac{d z}{d y} \cdot \frac{k}{1}+\frac{d^{2} z}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{2} z}{d x d y} \cdot \frac{h k}{1}+\frac{d^{2} z}{d y^{2}} \cdot \frac{k^{2}}{1.2}+\& c$.
and when $Z=z$.
$Z_{1}-z_{1}=\left[\frac{d Z}{d X}-\frac{d z}{d x}\right] \frac{h}{1}+\left[\frac{d Z}{d Y}-\frac{d z}{d y}\right] \frac{k}{1}+\left[\frac{d^{2} Z}{d X^{2}}-\frac{d^{2} z}{d x^{2}}\right] \frac{h^{2}}{1 \cdot z}+\& c$.
Now the value of this difference will depend (when $h$ and $k$ are very small), chiefly on the terms containing the lowest powers or $h$ and $k$. If, therefore, the first differential coefficients, derived from the equations $(A),(B)$, and $\left(C^{\prime}\right)$, of three surfaces, at a common point, be equal, and if the second differential coefficients, derived from $(A)$ and $(B)$, be also equal, but those of $(A)$ and $(C)$ unequal, the surfaces $(A)$ and $(B)$ will separate more slowly, in departing from the common point than will the surfaces $(A)$ and $\left(C^{\prime}\right)$.
203. The order of closest possible contact between one surface entirely given, and another given only in species, will depend on the number of arbitrary parameters contained in the equation of the second surface.

Thus a contact of the first order requires three conditions, and therefore there must be three arbitrary parameters. A contact of the second order requires six parameters; one of the third crder, ten parameters, \&c. Hence the plane, whose equation has three parameters, may have contact of the first order. The spheze carnot, except at particular points, have contact of the second order, since its equation has but four parameters; but of two tanser $\mathrm{s}^{+}$spheres, one may have closer contact than the other.

The ellipsoid, hyperboloid, and paraboloid, can eack, have contact of the second order.
204. Prop. To determine the radius of curvate re of a normal section of a given surface at a given point.

Assume the tangent plane at the given point a: :lat of $x y$; the normal coinciding with the axis of $z$.

Let $G X_{1}$ be the trace of the secant plane on tha: o: $x y$, forming with $O X$ an angle $\theta . A O B$ the normal section, and $P$ a point in that section. Put

$$
O E=x, E D=y, D P=z, O D=x_{1}
$$

The co-ordinates of the curve $A O B$, estimated in its own plane, are $x_{1}$ and $z$; and the general value
 of the radius of curvature of a plane curve where $x_{1}$ and $z$ are the coordinates, and any quantity $t$ the independent variable, is (Art. 131.)

$$
R=\frac{\left[\frac{d s}{d t}\right]^{3}}{\frac{d^{2} z}{d t^{2}} \cdot \frac{d x_{1}}{d t}-\frac{d^{2} x_{1}}{d t^{2}} \cdot \frac{d z}{d t}}
$$

which, applied to the present case, making $t=x$, and observing that at $O \frac{d s}{d x}=\frac{d x_{1}}{d x}$ and $\frac{d z}{d x}=0$, reduces to

$$
R=\frac{\left[\frac{d x_{1}}{d x}\right]^{2}}{\frac{d^{2} z}{d x^{2}}} \ldots(1)
$$

In this expression, the coefficient $\frac{d^{2} z}{d x^{2}}$ has reference to those points of the surface which lie in the curve $A O B$, and therefore it differs from the partial differential coefficient $\frac{d^{2} z}{d x^{2}}$ derived from the equation of the surface, which latter refers to the change in $z$ produced by a change in $x$ only, while $y$ is constant.

Let $z=\varphi(x, y)$ be the equation of the surface; then (Art. 55) $\left[\frac{d z}{d x}\right]=\frac{d z}{d x}+\frac{d z}{d y} \cdot \frac{d y}{d x}=\frac{d z}{d x}+\frac{d z}{d y} \tan \theta$, since $\frac{d y}{d x}=\tan \theta$ in the present case.

$$
\therefore\left[\frac{d^{2} z}{d x^{2}}\right]=\frac{d^{2} z}{d x^{2}}+2 \frac{d^{2} z}{d x d y} \cdot \tan \theta+\frac{d^{2} z}{d y^{2}} \tan ^{2} \theta
$$

Also $\frac{d x_{1}}{d x}=\frac{1}{\cos \theta}$ Hence by substitution in (1) and reduction,

$$
R=\frac{1}{\frac{d^{2} z}{d x^{2}} \cos ^{2} \theta+2 \frac{d^{2} z}{d x d y} \cos \theta \cdot \sin \theta+\frac{d^{2} z}{d y^{2}} \cdot \sin ^{2} \theta} \cdots[P]
$$

205. Prop. The sum of the curvatures of any two normal sections of a curved surface, drawn through the same point of the surface, and perpendicular to each other, is constant, those curvatures being measured by the reciprocals of the radii of curvature.

Let $\theta$ and $\theta_{1}$ be the inclinations of the secant planes to the planf of $x z ; R$ and $R_{1}$ the radii of curvature of the two sections at their common point. Then, since the sections are perpendicular to each other,

$$
\theta_{1}=\frac{1}{2} \pi+\theta, \quad \text { and } \quad \therefore \cos \theta=\sin \theta_{1}, \quad \sin \theta=-\cos \theta_{1}
$$

and by formula [ $P$ ]

$$
\begin{aligned}
& \frac{1}{R}=\frac{d^{2} z}{d x^{2}} \cdot \cos ^{2} \theta+2 \frac{d^{2} z}{d x d y} \cdot \cos \theta \sin \theta+\frac{d^{2} z}{d y^{2}} \cdot \sin ^{2} \theta \\
& \frac{1}{R_{1}}=\frac{d^{2} z}{d x^{2}} \sin ^{2} \theta-2 \frac{d^{2} z}{d x d y} \cdot \sin \theta \cos \theta+\frac{d^{2} z}{d y^{2}} \cdot \cos ^{2} \theta
\end{aligned}
$$

Hence by addition and reduction

$$
\frac{1}{R}+\frac{1}{R_{1}}=\frac{d^{2} z}{d x^{2}}+\frac{d^{2} z}{d y^{2}}=\text { a constant for the same point. }
$$

Cor. The normal sections of greatest and least curvature at any point of a curved surface, are perpendicular to each other.

For since $\frac{1}{R}+\frac{1}{R_{1}}$ is constant, $\frac{1}{R}$ will be greatest when $\frac{1}{R_{1}}$ is least, and it will be least when $\frac{1}{R_{1}}$ is greatest.

## CURVATURE OF SURFACES.

206. The sections of greatest and least curvature are called principal sections, and the corresponding radii are called principal radii.
207. Prop. To determine the principal radii of curvature at a given point of a curved surface.

By differentiating $\frac{1}{R}$ with respect to $\theta$, as an independent variable, and placing the differential coefficient equal to zero, we get

$$
\begin{aligned}
\begin{aligned}
\frac{d \frac{1}{R}}{d \theta}= & -2 \frac{d^{2} z}{d x^{2}} \cdot \cos \theta \sin \theta+2 \frac{d^{2} z}{d x d y}\left(\cos ^{2} \theta-\sin ^{2} \theta\right) \\
& +2 \frac{d^{2} z}{d y^{2}} \cdot \sin \theta \cos \theta=0 \\
\therefore & \cot ^{2} \theta \frac{d^{2} z}{d x d y}+\cot \theta\left[\frac{d^{2} z}{d y^{2}}-\frac{d^{2} z}{d x^{2}}\right]=\frac{d^{2} z}{d x d y} \cdots(Q) .
\end{aligned} . . .(Q)
\end{aligned}
$$

From which we obtain two values of $\cot \theta, v i z .:$

$$
\cot \theta=\frac{\frac{d^{2} z}{d x^{2}}-\frac{d^{2} z}{d y^{2}} \pm \sqrt{\left[\frac{d^{2} z}{d y^{2}}-\frac{d^{2} z}{d x^{2}}\right]^{2}+4\left(\frac{d^{2} z}{d x d y}\right)^{2}}}{2 \frac{d^{2} z}{d x d y}}
$$

Substituting this value in the formula $(P)$, which may be written thus

$$
R=\frac{1+\cot ^{2} \theta}{\frac{d^{2} z}{d x^{2}} \cot ^{2} \theta+2 \frac{d^{2} z}{d x d y} \cot \theta+\frac{d^{2} z}{d y^{2}}}
$$

and denoting by $R_{1}$ and $R_{2}$ the least and greatest radii of curvature, there results

$$
\begin{aligned}
& R_{1}=\frac{2}{\frac{d^{2} z}{d x^{2}}+\frac{d^{2} z}{d y^{2}}+\sqrt{\left[\frac{d^{2} z}{d y^{2}}-\frac{d^{2} z}{d x^{2}}\right]^{2}+4\left(\frac{d^{2} z}{d x d y}\right)^{2}}} \cdot \cdots(R) \\
& R_{2}=\frac{2}{\frac{2}{d^{2} z}+\frac{d^{2} z}{d x^{2}}-\sqrt{\left[\frac{d^{2} z}{d y^{2}}-\frac{d^{2} z}{d x^{2}}\right]^{2}+4\left(\frac{d^{2} z}{d x d y}\right)^{2}}} \cdot \cdots(S)
\end{aligned}
$$

208. Prop. To express the radius of curvature of any normal section in terms of the principal radii $R_{1}$ and $R_{2}$, and the angle $\varphi$ formed by that section with the principal section of greatest curvature.

If we make successively $\theta=0$, and $\theta=\frac{1}{2} \pi$ in [P] we obtain

$$
R=\frac{1}{\frac{d^{2} z}{d x^{2}}}, \quad \text { and } \quad R=\frac{1}{\frac{d^{2} z}{d y^{2}}},
$$

and these will be the values of $R_{1}$ and $R_{2}$, if the planes of ' $x z$ and $y z$ be supposed to coincide with those of greatest and least curvature. Thus we shall have, upon this supposition,

$$
\frac{d^{2} z}{d x^{2}}=\frac{1}{R_{1}}, \quad \text { and } \quad \frac{d^{2} z}{d y^{2}}=\frac{1}{R_{2}}
$$

The same supposition renders $\frac{d^{2} z}{d x d y}=0$, as appears when we put $\theta=0$ in $(Q)$.

These conditions reduce $(P)$, when $\theta$ is replaced by $\varphi$, to the form

$$
R=\frac{R_{1} R_{2}}{R_{2} \cos ^{2} \varphi+R_{\mathrm{t}} \sin ^{2} \varphi} \cdot \cdots[T]
$$

the desired formula.
209. Prop. If the two principal sections of a curved surface, at any point, have their concavities turned in the same direction, then every normal section through that point will be concave in the same direction.

In the formula $(T)$, the signs of $R_{1}$ and $R_{2}$ depend upon those of $\frac{d^{2} z}{d x^{2}}$ and $\frac{d^{2} z}{d y^{2}} ;$ and the signs of these coefficients indicate the directions of the curvature of the principal sections.

In the case under consideration, the signs of $R_{1}$ and $R_{2}$ must be alike, and therefore if both be + , the sign of $R$ will be + also; but if both be -, then the sign of $R$ will likewise be negative.

Froln which the truth of the proposition is apparent.
Х.lu. Cor. If $R_{1}$ and $R_{2}$ be also equal, then $R=R_{1}=R_{2}$ for overy valile of $p$, and every normal section, through the same print, will hive tive same survature. This occurs at the vertices of surfaces of revolution.
211. Prop. If one principal section of a surface be concave, and the other convex, it will be possible to select a value $\varphi_{1}$ for $\varphi$, which shall render $R$ infinite, or the section a straight line; also, between the values $\varphi=-\varphi_{1}$ and $p=-\varphi_{1}$, the signs of $R$ and $R_{1}$ will be alike; but from $\varphi=\varphi_{1}$ to $\varphi=\pi-\varphi_{1}$, the signs of $R$ and $R_{2}$ will be alike.

In the formula [ $T$ ], suppose $R_{1}$ negative, and it will become

$$
R=\frac{-R_{1} R_{2}}{R_{2} \cos ^{2} \psi-K_{1} \sin ^{2} \varphi}
$$

in which transformed expression, the quanticies $R_{1}$ and $R_{2}$ are to be considered essentially positive.

Now suppose $\varphi$ so taken that $R_{2} \cos ^{2} \varphi-R_{1} \sin ^{2} \varphi=0$, a condition that will be fulfilled when

$$
\varphi=\varphi_{1}=\tan ^{-1}\left[\frac{R_{2}}{R_{1}}\right]^{\frac{1}{2}} \quad \text { or, } \quad \varphi_{1}=\tan ^{-1}-\left[\frac{R_{2}}{k_{1}}\right]^{\frac{1}{2}} .
$$

Then

$$
R=\frac{-R_{1} R_{2}}{0}=\omega
$$

Thus there are two sections corresponding to the argles $\varphi_{1}$ and - $\varphi_{1}$ which give straight lines. Also, if $\varphi>-\varphi_{1}$ and $\varphi<\varphi_{1}$; then $R_{2} \cos ^{2} \varphi-R_{1} \sin ^{2} \varphi>0$, and $. \cdot R<0$.

But if $\varphi>\varphi_{1}$ and $\varphi<\pi-\varphi_{1}$, then $R_{2} \cos ^{2} \varphi-R_{1} \sin ^{2} \varphi<0$, and $R>0$.

Hence the surface may be divided into four parts by two planes, and if the first of these parts be supposed concave the second will be convex, the third concave and the fourth convex.
212. Prop. To determine whether the principal radii at any point have the same or contrary signs, the co-ordinate planes not being coincident with the principal sections.

The general values of $R_{1}$ and $R_{2}$ may be reduced to the forms

$$
\begin{aligned}
& R_{1}=\frac{2}{p^{\prime \prime}+q^{\prime \prime}+\sqrt{\left(p^{\prime \prime}+q^{\prime \prime}\right)^{2}-4\left(p^{\prime \prime} q^{\prime \prime}-s^{\prime \prime 2}\right)}} \\
& R_{2}=\frac{2}{p_{0}^{\prime \prime}+q^{\prime \prime}-\sqrt{\left(p^{\prime \prime}+q^{\prime \prime}\right)^{2}-4\left(p^{\prime \prime} q^{\prime \prime}-s^{\prime \prime 2}\right)}}
\end{aligned}
$$

in which $\quad p^{\prime \prime}=\frac{d^{2} z}{d x^{2}}, \quad q^{\prime \prime}=\frac{d^{2} z}{d y^{2}}, \quad$ and $\quad s^{\prime \prime}=\frac{d^{2} z}{d x d y}$,
and these values will have the same sign when $p^{\prime \prime} q^{\prime \prime}-s^{\prime \prime 2}>0$, and contrary signs when $p^{\prime \prime} q^{\prime \prime}-s^{\prime 2}<0$.
213. Prop. At every point of a curved surface, a paraboloid (either elliptical or hyperbolic) can be applied, with its vertex at that point, which shall have contact of the second order with the given surface.

Assume the point of contact as the origin, the normal being taken as the axis of $z$, and the planes of $x z$ and $y z$ coincident with the principal sections of the surface.

Take the normal as the axis of the paraboloid, its vertex being at the point of contact, and turn the paraboloid about its axis until its principal sections coincide with $x z$ and $y z$. The equation of the paraboloid when in this position will be $A x^{2} \pm B y^{2}=C z$, which may be written $\quad z=\frac{x^{2}}{2 P} \pm \frac{y^{2}}{2 P_{1}}$,
where $2 P=\frac{C}{A}$ and $2 P_{1}=\frac{C}{B}$, which represent the parameters of the principal sections, are entirely arbitrary.

Take $\quad P=R_{1}, \quad$ and $\quad P_{1}=R_{2}$. Then $z=\frac{x^{2}}{2 R_{1}} \pm \frac{y^{2}}{2 R_{2}}$.
Hence

$$
\frac{d^{2} z}{d x^{2}}=\frac{1}{R_{1}} \quad \text { and } \quad \frac{d^{2} z}{d y^{2}}= \pm \frac{1}{R_{2}},
$$

and therefore $R_{1}$ and $R_{2}$ are the principal radii of curvature of the paraboloid also. Then, for any other normal section of the parabo-
loid, we shall have $R=\frac{ \pm R_{1} R_{2}}{R_{1} \sin ^{2} \varphi \pm R_{2} \cos ^{2} \varphi}$, the same value as that of the radius of curvature of the corresponding normal section of the surface. (Art. 208).

Cor. It appears that when the principal sections of two tangent surfaces have contact of the second order, every other normal section made by the same plane drawn through the same point will likewise have contact of the second order.
214. Prop. To determine the radius of curvature of an oblique section of a curved surface.

Take the point of contact as the origin, and the tangent plane as that of $x y$.


Let $O X_{1}$ be the trace of the secant plane on $x y, a O b$ the section of the surface by that plane, $A O B$ the normal section by the plane $Z O X, R$ the radius of curvature of $A O B$ at $O, r$ the radius of curvature of $a O b$ at $O$. Draw $O Z_{1}$ perpendicular to $O X_{1}$, in the plane $a O b$, and refer that section to the rectangular axes $O X_{1}$ and $O Z_{1}$.

Put $O d=x_{1}, d p=z_{1}, \lambda=$ angle between $a O b$ and $A O B_{n}$ $\mu D=z, D E=y, O E=x$.

Then at the point $O$ we shall have

$$
r=\frac{\left[\frac{d s_{1}}{d x}\right]^{2}}{\frac{d^{2} z_{1}}{d x^{2}}}, \quad R=\frac{\left[\frac{d s}{d x}\right]^{2}}{\frac{d^{2} z}{d x^{2}}}
$$

But $z=z_{1} \cos \lambda . \quad \therefore \frac{d^{2} z}{d x^{2}}=\frac{d^{2} z_{1}}{d x^{2}} \cdot \cos \lambda$. Also $\quad \frac{d s_{1}}{d x}=\frac{d x_{1}}{d x}=\frac{d s}{d x}$.

$$
\therefore r=R \cdot \cos \lambda,
$$

and consequently radius of the oblique section $=$ projection of the radius of the normal section, on the plane of the oblique section. This result is known as Meusnier's Theorem.

Cur. If a sphere be described whose radius shall be identical with that of the normal section, and if through the tangent to that section any plane be drawn intersecting the sphere and the given surface, then will the small circle cut from the sphere be osculatory to the , urve cut from the surface.

## Lines of Curvature.

215. If, through the consecutive points of any curve traced upon a given surface, normals to that surface be drawn, such consecutive normals will not usually lie in the same plane, and therefore will not intersect; but when the consecutive normals do intersect, the corresponding curves (which enjoy peculiar properties) are called lines of curvature.
216. Prop. To determine the lines of curvature passing through any point on a curved surface.

Let the equations of the normals passing through any point $\left(x_{1}, y_{1}, z_{1}\right)$, be
$x-x_{1}+t\left(z-z_{1}\right)=0=P \ldots(1)$ and $y-y_{1}+s\left(z-z_{1}\right)=0=Q \ldots(2)$, and suppose the independent variables $x$ and $y$ to receive the increments $h$ and $k$.

Then the equations of the normal in the new position will be

$$
P+\frac{d P}{d x_{1}} \cdot \frac{h}{1}+\frac{d P}{d y_{1}} \frac{k}{l}+\& c_{.}=0 \ldots(3)
$$

and

$$
Q+\frac{d Q}{d x_{1}} \cdot \frac{h}{1}+\frac{d Q}{d y_{1}} \cdot \frac{k}{1}+\& c \cdot=0 \ldots \ldots(4)
$$

If these two normals intersect, the equations (1), (2), (3), and (4), will apply to the point of intersection; and if the co-ordinate $\boldsymbol{x}, y$, and $z$ of that point be eliminated between the four equations, the result will be a relation between the increments $h$ and $k$ and constants, it being observed that $t=\frac{d z_{1}}{d x_{1}}$ and $s=\frac{d z_{1}}{d y_{1}}$, are constant for the same point, and the same is true of $\frac{d P}{d x_{1}}, \frac{d P}{d y_{1}}, \& c$.

This relation between $h$ and $k$ implies a necessary relation between the new values of $x$ and $y$, in order that an intersection of the nor mals may be possible; and when the normals are consecutive, $h=0$, and $k=0$, and $\frac{k}{h}=\frac{d y_{1}}{d x_{1}}$ Thus by omitting $P$ and $Q$ (each of which is equal to zero) in (3) and (4), then dividing by $h$, and finally making $h=0$, those equations become
$\frac{d P}{d x_{1}}+\frac{d P}{d y_{1}} \cdot \frac{d y_{1}}{d x_{1}}=0 \ldots(5)$, and $\frac{d Q}{d x_{1}}+\frac{d Q}{d y_{1}} \cdot \frac{d y_{1}}{d x_{1}}=0 \ldots$ (6),
or, by forming the values of the partial differential coefficients,

$$
\left.\begin{array}{c}
\frac{d P}{d x_{1}}, \frac{d P}{d y_{1}}, \frac{d Q}{d x_{1}} \text {, and } \frac{d Q}{d y_{1}} \text {, from (1) and (2), } \\
-1+\left(z-z_{1}\right) \frac{d^{2} z_{1}}{d x_{1}{ }^{2}}-\frac{d z_{1}{ }^{2}}{d x_{1}{ }^{2}}+\left(z-z_{1}\right) \frac{d^{2} z_{1}}{d x_{1} d y_{1}} \cdot \frac{d y_{1}}{d x_{1}}-\frac{d z_{1}}{d x_{1}} \cdot \frac{d z_{1}}{d y_{1}} \cdot \frac{d y_{1}}{d x_{1}}=0, \\
\frac{d^{2} z_{1}}{d x_{1} d y_{1}}\left(z-z_{1}\right)-\frac{d z_{1}}{d y_{1}} \cdot \frac{d z_{1}}{d x_{1}}-\frac{d y_{1}}{d x_{1}}+\left(z-z_{1}\right) \frac{d^{2} z_{1}}{d y_{1}{ }^{2}} \cdot \frac{d y_{1}}{d x_{1}}-\frac{d z_{1}{ }^{2}}{d y_{1}{ }^{2}} \cdot \frac{d y_{1}}{d x_{1}}=0 ; \tag{7}
\end{array}\right\}
$$

and by eliminating $z-z_{1}$, putting

$$
\frac{d z_{1}}{d x_{1}}=p^{\prime}, \frac{d z_{1}}{d y_{1}}=q^{\prime}, \frac{d^{2} z_{1}}{d x_{1}{ }^{2}}=p^{\prime \prime}, \frac{d^{2} z_{1}}{d y_{1}{ }^{2}}=q^{\prime \prime}, \text { and } \quad \frac{d^{2} z_{1}}{d x_{1} d y_{1}}=s^{\prime \prime},
$$

we obtain

$$
\begin{gathered}
\frac{d y^{2}}{d x_{1}^{2}}\left[s^{\prime \prime}\left(1+q^{\prime 2}\right)-p^{\prime} q^{\prime} q^{\prime 2}\right] \\
+\frac{d y_{1}}{d x_{1}}\left[p^{\prime \prime}\left(1+q^{\prime 2}\right)-q^{\prime \prime}\left(1+p^{\prime 2}\right)\right]-s^{\prime \prime}\left(1+p^{2}\right)+p^{\prime} q^{\prime} p^{\prime \prime}=0 \ldots(U)
\end{gathered}
$$

This is a quadratic equation, giving two values of $\frac{d y_{1}}{d x_{1}}$, the tangent of the angle between the axis of $x$ and the projection of the tangent to the line of curvature passing through ( $x_{1} y_{1} z_{1}$ ), upon the plane of $x y$. Hence there will be two lines of curvature passing through sach point of the surface ; and if $p^{\prime}, q^{\prime}, \& c$., be replaced in $(U)$ by their general values derived from the equation of the surface, the result will be the differential equation of the projection of every pair of lines of curvature upon the plane of $x y$.
217. Prop. The lines of curvature at any point of a curved surtace intersect each other at right angles, and they are respectively tangent to the sections of greatest and least curvature.

If we suppose the plane of $x y$, (which in the last proposition was assumed arbitrarily) to coincide with the tangent plane at the point under consideration, we shall have

$$
p^{\prime}=\frac{d z_{1}}{d x_{1}}=0, \quad \text { and } \quad q^{\prime}=\frac{d z_{1}}{d y_{1}}=0
$$

Hence the equation $(U)$ may be reduced to the form

$$
\frac{d y_{1}^{2}}{d x_{1}^{2}}+\frac{p^{\prime \prime}-q^{\prime \prime}}{3^{\prime \prime}} \cdot \frac{d y_{1}}{d x_{1}}-1=0 \ldots(V)
$$

Hence if $\theta_{1}$ and $\theta_{2}$ denote two angles determined by the condition that $\tan \theta_{1}$ and $\tan \theta_{2}$ shall be the roots of this equation, we shall have, by the theory of equations,

$$
\tan \theta_{1} \tan \theta_{2}=-1, \text { or } 1+\tan \theta_{1} \tan \theta_{2}=0
$$

which is the condition of perpendicularity of two lines in the plane of $x y$ forming angles $\theta_{1}$ and $\theta_{2}$ with the axis of $x$. Thus the tan. gents to the two lines of curvature intersect at right angles.
218. Again, if we divide equation $(V)$ by $\frac{d y_{1}{ }^{2}}{d x_{1}{ }^{2}}=\tan ^{2} \theta$ and replace $\frac{1}{\tan \theta}$ by $\cot \theta$, the result will become identical in form with equation $(Q)$, which serves to determine the two angles formed by the principal sections with the plane of $x z$, and hence the directions of the lines of curvature are tangent to the curves of principal section.
219. Prop. The consecutive normals to a surface drawn through points in the lines of curvature, intersect at the same points as the consecutive normals to the principal sections to which the lines of curvature are tangent.

Regarding the tangent plane at the given point of the surface as still coincident with that of $x y$, we shall have

$$
\begin{gathered}
z_{1}=0, \frac{d z_{1}}{d x_{1}}=0 \text { and } \frac{d z_{1}}{d y_{1}}=0 \text { and the equation (7), gives } \\
z=\frac{1}{\frac{d^{2} z_{1}}{d x_{1}{ }^{2}}+\frac{d^{2} z_{1}}{d x_{1} d y_{1}} \tan \theta}, \text { or } \frac{\tan \theta}{\frac{d^{2} z_{1}}{d x_{1} d y_{1}}+\frac{d^{2} z_{1}}{d y_{1}{ }^{2}} \cdot \tan \theta}
\end{gathered}
$$

Now if the plane of $x z$ be supposed coincident with a principal section, these expressions will be still further simplified, since $\frac{d^{2} z_{1}}{d x_{1} d y_{1}}$ will then be $=0$; thus,

$$
z=\frac{1}{\frac{d^{2} z_{1}}{d x_{1}{ }^{2}}} \quad \text { or } \quad z=\frac{1}{\frac{d^{2} z_{1}}{d y_{1}{ }^{2}}}
$$

But these expressions are precisely the same as those previously found for the radii of curvature of the principal sections, and hence the centres of curvature of the principal sections must coincide with the points of intersection of consecutive normals to the surface through points in the lines of curvature.

## INTEGRAL CALCULUS. PART I.

## CHAPTER I.

FIRST PRINCIPLES.

1. The object of the Integral Calculus is to determine the function from which any proposed differential has been obtained. The process by which this is effected is called integration, and is indicated by the sign $\int$, the result being called the integral of the proposed differential.
2. Whenever the given differential can be reduced to a knowr form, we may return to the function by simply reversing the rules for differentiation.
3. Since $d(a \cdot F x)=a \cdot d(F x)=a F_{2} x \cdot d x$, we infer that

$$
\int a F_{1} x \cdot d x=a \int F_{1} x . d x
$$

that is, we may remove any constant factor from under the sign of integration, placing it as a factor exterior to that sign.
4. Again $\int F_{1} x . d x=\int \frac{a}{a} F_{1} x . d x=\frac{1}{a} \int a . F_{1} x . d x$.

Therefore we may introduce a constant factor under the integral sign, provided we write its reciprocal, as a factor, exterior to that sign.
5. To differentiate the algebraic sum of several functions, we differentiate each function separately, and take the algebraic sum of the
several differentials. Hence, in order to integrate the algebraic sum of several differentials, we have only to integrate the several terms successively.

$$
\text { Thus } \begin{aligned}
\int(a d x+b d y-c d z+e d v) & =\int a d x+\int b d y-\int c d z+\int e d v \\
& =a x+b y-c z+e v .
\end{aligned}
$$

6. Again, since differentiation causes all constants connected with the variables by the signs + and - to disappear, it follows, that in effecting an integration, we should always add a constant, in order to provide for that which may have disappeared by differentiation: thus we write

$$
\int a d x=a x+c,
$$

in which the value of $c$ will be arbitrary, unless fixed by other conditions.

Suppose, for example, that the general value of the integral is $X$, so that

$$
X=a x+c
$$

and that for a particular value $x_{1}$ of $x$, the integral assumes a known value $X_{1}$ : then

$$
X_{1}=a x_{1}+c, \text { and } \therefore c=X_{1}-a x_{1} .
$$

And this value substituted in the general integral, gives

$$
X=a\left(x-x_{1}\right)+X_{1}
$$

Integration of the Form (Fx) ${ }^{\mathrm{n}} \mathrm{dFx}$.
7. Prop. To integrate the form $(F x)^{n} d F x$.

Here we have $\int(F x)^{n} d F x=\frac{1}{n+1} \int(n+1)(F x)^{n} d F x$

$$
=\frac{1}{n+1} \int d(F x)^{n+1}=\frac{(F x)^{n+1}}{n+1}+c .
$$

The same process can obviously be applied, whenever the quan. tity exterior to the parenthesis, can be rendered the exact dif-
ferential of that within, by the introduction or suppression of a constant.

Hence we have the following rule for the integration of this form, viz. :

Divide the given expression by the differential of the quantity within the ( ), then increase the exponent of the ( ) by unity, and finally, divide by the exponent thus increased.

## EXAMPLES.

8. 9. To integrate $a x^{3} d x$.

$$
\int a x^{3} d x=a \int x^{3} d x=\frac{a}{4} \int 4 x^{3} d x=\frac{a x^{4}}{4}+c
$$

2. To integrate $\sqrt{b^{2}+x^{4}} \cdot 3 c x^{3} d x$. $J\left(b^{2}+x^{4}\right)^{\frac{1}{2}} \cdot 3 c x^{3} d x=\frac{3 c}{4} \cdot \frac{2}{3} \int \frac{3}{2}\left(b^{2}+x^{4}\right)^{\frac{1}{2}} \cdot 4 x^{3} d x=\frac{c}{2}\left(b^{2}+x^{4}\right)^{\frac{8}{2}}+c$.
3. To integrate $\quad d y=(2 a+3 b x)^{3} d x$.

This may be integrated in two ways; thus

$$
\begin{aligned}
y & =\int(2 a+3 b x)^{3} d x=\int\left(8 a^{3}+36 a^{2} b x+54 a b^{2} x^{2}+27 b^{3} x^{3}\right) d x \\
& =\int 8 a^{3} d x+\int 36 a^{2} b x d x+\int 54 a b^{2} x^{2} d x+\int 27 b^{3} x^{3} d x \\
& =8 a^{3} x+18 a^{2} b x^{2}+18 a b^{2} x^{3}+\frac{27}{4} b^{3} x^{4}+c \ldots(1) .
\end{aligned}
$$

Again

$$
\begin{aligned}
y & =\int(2 a+3 b x)^{3} d x=\frac{1}{12 b} \int 4(2 a+3 b x)^{3} \cdot 3 b d x=\frac{1}{12 b}(2 a+3 b x)^{4}+c \\
& =\frac{4 a^{4}}{3 b}+8 a^{3} x+18 a^{2} b x^{2}+18 a b^{2} x^{3}+\frac{27}{4} b^{3} x^{4}+c_{1} \ldots(2) .
\end{aligned}
$$

The formulæ (1) and (2) are identical. For if $y_{1}$ denote the particular value of $y$ when $x=0$, we shall have from (1) $y_{1}=c$; and from (2) $y_{1}=\frac{4 a^{4}}{3 b}+c_{b}, \quad \therefore c=\frac{4 a^{4}}{3 b}+c_{1}$.
4. To integrate $d y=3\left(4 b x^{2}-2 c x^{3}\right)^{\frac{1}{3}}\left(4 b x-3 c x^{2}\right) d x$

$$
y=\frac{3}{2} \int\left(4 b x^{2}-2 c x^{3}\right)^{\frac{1}{8}}\left(8 b x-6 c x^{2}\right) d x=\frac{9}{8}\left(4 b x^{2}-2 c x^{3}\right)^{\frac{\frac{4}{3}}{3}}+c
$$

9. In each of the preceding examples the proposed differential has been brought to the required form, viz. : that in which the part exterior to the () is the exact differential of that within, by introducing a constant factor. To ascertain when this is possible, take the last example, and denote by $A$ the required unknown factor: then

$$
y=\frac{1}{A} \int\left(4 b x^{2}-2 c x^{3}\right)^{\frac{1}{8}}\left(12 A b x-9 A c x^{2}\right) d x
$$

and if this be of the required form, we must have
or

$$
\begin{gathered}
d\left(4 b x^{2}-2 c x^{3}\right)=\left(12 A b x-9 A c x^{2}\right) d x \\
8 b x-6 c x^{2}=12 A b x-9 A c x^{2}
\end{gathered}
$$

and since this condition must be satisfied without reference to the value of $x$, we must have, by the principle of indeterminate coeffi. cients, the two separate conditions

$$
8 b=12 A b \ldots(1) \text { and }-6 c=-9 A c \ldots(2)
$$

From (1) $\quad A=\frac{8 b}{12 b}=\frac{2}{3}$, and from (2) $\quad A=\frac{6 c}{9 c}=\frac{2}{3}$.
The values of $A$ derived from (1) and (2) being identical, the proposed reduction is possible.

The next example will illustrate the contrary case.

$$
\text { 1. } \quad d y=\left(4 b^{2} x+3 a x^{2}\right)^{\frac{1}{4}}\left(2 b^{2}+8 a x\right) d x
$$

If possible, let $A$ be the required factor. Then

$$
y=\frac{1}{A} \int\left(4 b^{2} x+3 a x^{2}\right)^{\frac{1}{4}}\left(2 b^{2} A+8 a A x\right) d x
$$

and

$$
\therefore d\left(4 b^{2} x+3 a x^{2}\right)=\left(2 b^{2} A+8 a A x\right) d x
$$

or

$$
4 b^{2}+6 a x=2 b^{2} A+8 a A x
$$

which gives the two separate conditions

$$
4 b^{2}=2 b^{2} A \ldots(1) \quad \text { and } \quad 6 a=8 a A \ldots \text { (2) }
$$

From (1) $A=\frac{4 b^{2}}{2 b^{2}}=2$, and from (2) $A=\frac{6 a}{8 a}=\frac{3}{4}$.
These values of $A$ being different, the desired reduction is impossible,

$$
\begin{aligned}
& \text { 2. To integrate } \quad d y=\frac{a d x}{7 x^{4}} \\
& y=\frac{a}{\gamma} \int x^{-4} d x=-\frac{a}{21} \int-3 x^{-4} d x=-\frac{a x^{-3}}{21}+c=-\frac{a}{21 x^{3}}+c . \\
& \text { 3. } \quad d y=\frac{a d x}{x \sqrt{3 b x}+4 c^{2} x^{2}} \\
& y=a \int x^{-1}\left(3 b x+4 c^{2} x^{2}\right)^{-\frac{1}{2}} d x=\frac{a}{3 b} \int\left(3 b x^{-1}+4 c^{2}\right)^{-\frac{1}{2}} \cdot 3 b x^{-2} d x \\
& =-\frac{2 a}{3 b}\left(3 b x^{-1}+4 c^{2}\right)^{\frac{1}{2}}+c=-\frac{2 a\left(3 b x+4 c^{2} x^{2}\right)^{\frac{1}{2}}}{3 b x}+c .
\end{aligned}
$$

4. $d y=\frac{a x d x}{\left(2 b x+x^{2}\right)^{\frac{9}{2}}}$.

$$
y=a \int\left(2 b x+x^{2}\right)^{-\frac{8}{2}} \cdot x d x=a \int\left(2 b x^{-1}+1\right)^{-\frac{8}{2}}\left(x^{2}\right)^{-\frac{8}{2}} \cdot x d x
$$

$$
=\frac{a}{2 b} \int\left(2 b x^{-1}+1\right)^{-\frac{8}{2}} \cdot x^{-2} \cdot 2 b d x=\frac{a}{b}\left(2 b x^{-1}+1\right)^{-\frac{1}{2}}+c
$$

$$
=\frac{a}{b}\left[\frac{2 b x+x^{2}}{x^{2}}\right]^{-\frac{1}{2}}+c=\frac{a x}{b \sqrt{2 b x+x^{2}}}+c .
$$

5. 

$$
d y=\frac{3 x^{4}\left(x^{3}-a^{3}\right)}{x-a} d x
$$

$$
\begin{aligned}
y & =3 \int x^{4}\left(x^{2}+a x+a^{2}\right) d x=3 \int\left(x^{6}+a x^{5}+a^{2} x^{4}\right) d x \\
& =3\left(\frac{x^{7}}{7}+\frac{a x^{6}}{6}+\frac{a^{2} x^{5}}{5}\right)+c
\end{aligned}
$$

## CHAPTER II.

## dLEMENTARY TRANSCENDENTAL FORMS.

Loyarithmic Forms.
10. Prop. To integrate the forms $\frac{a d x}{x}$ and $\frac{a d(F x)}{F x}$.

Since

$$
d(a \log x)=\frac{a d x}{x} . \quad \therefore \int \frac{a d x}{x}=a \log x+c .
$$

Also since $d(a \cdot \log F x)=\frac{a \cdot d F x}{F x} . \quad \therefore \int \frac{a \cdot d F x}{F x}=a \cdot \log F x+c$.

## EXAMPLES.

11. 12. To integrate $d y=\frac{a d x}{b+c x}$.
$y=\frac{a}{c} \int \frac{c d x}{b+c x}=\frac{a}{c} \log (b+c x)+C=\log \left[(b+c x)^{\frac{a}{c}}\right]+C$.
1. To integrate $\quad d y=\frac{8 x^{3} d x}{a+2 x^{4}}$.
$v=\int \frac{8 x^{3} d x}{a+2 x^{4}}=\log \left(a+2 x^{4}\right)+C=\log \left(a+2 x^{4}\right)+\log c=\log \left[c\left(a+2 x^{4}\right)\right]$.
In this example the constant introduced by the integration is put into the form of a logarithm (which is always admissible) for the purpose of simplifying the form to which the integral is finally reduced.
2. To integrate $\quad d y=\frac{7 x d x}{8 a-3 x^{2}}$.
$y=\int-\frac{-7 x d x}{8 a-3 x^{2}}=-\frac{7}{6} \int \frac{-6 x d x}{8 a-3 x^{2}}=-\log \left(8 a-3 x^{2}\right)^{\frac{7}{8}}+C$
$=\log c-\log \left(8 a-3 x^{2}\right)^{\frac{7}{8}}=\log \frac{c}{\left(8 a-3 x^{2}\right)^{\frac{7}{8}}}$.
3. To integrate $\quad d y=\frac{b\left(3 x-a^{2}\right)^{4} d x}{c x^{3}}$.

$$
y=\frac{b}{c} \int \frac{\left(81 x^{4}-108 x^{3} a^{2}+54 x^{2} a^{4}-12 x a^{6}+a^{8}\right) d x}{x^{3}}
$$

or, $\quad y=\frac{b}{c} \int\left[81 x-108 a^{2}+\frac{54 a^{4}}{x}-\frac{12 a^{6}}{x^{2}}+\frac{a^{8}}{x^{3}}\right] d x$

$$
=\frac{b}{c}\left[\frac{81}{2} x^{2}-108 a^{2} x+54 a^{4} \log x+\frac{12 a^{6}}{x}-\frac{a^{8}}{2 x^{2}}\right]+\text { C. }
$$

Circular Forms.
12. Prop. To integrate the form $d y= \pm \frac{d x}{\sqrt{a^{2}-b^{2} x^{2}}}$.

Taking the upper sign, we have

$$
y=\int \frac{+d x}{\sqrt{a^{2}-b^{2} x^{2}}}=\int \frac{\frac{1}{a} d x}{\sqrt{1-\frac{b^{2} x^{2}}{a^{2}}}}=\frac{1}{b} \int \frac{\frac{b}{a} d x}{\sqrt{1-\frac{b^{2} x^{2}}{a^{2}}}}
$$

Let the quantity under the sign of integration be compared with the well known form $d\left(\sin ^{-1} z\right)=\frac{d z}{\sqrt{1-z^{2}}}$, and it will be found identical therewith, provided we make $\frac{b}{a} x=z$.

$$
\begin{gathered}
\text { But } \begin{aligned}
\int \frac{d z}{\sqrt{1-z^{2}}}= & \sin ^{-1} z+c, \therefore \int \frac{\frac{b}{a} d x}{\sqrt{1-\frac{b^{2} x^{2}}{a^{2}}}}=\sin ^{-1} \frac{b x}{a}+c \\
& \therefore y=\frac{1}{b} \sin ^{-1} \frac{b x}{a}+c
\end{aligned} .
\end{gathered}
$$

Similarly, since $\int \frac{-d z}{\sqrt{1-z^{2}}}=\cos ^{-1} z+c$.

$$
\therefore y=\int \frac{-d x}{\sqrt{a^{2}-b^{2} x^{2}}}=\frac{1}{b} \cdot \cos ^{-1} \frac{b x}{a}+c .
$$

13. Prop. To integrate the form $d y= \pm \frac{d x}{a^{2}+b^{2} x^{2}}$.

Taking the upper sign, we have

$$
y=\int \frac{+d x}{a^{2}+b^{2} x^{2}}=\int \frac{\frac{1}{a^{2}} d x}{1+\frac{b^{2} x^{2}}{a^{2}}}=\frac{1}{a b} \int \frac{\frac{b}{a} d x}{1+\frac{b^{2} x^{2}}{a^{2}}} .
$$

Comparing the expression under the sign of integration with the well known form $d\left(\tan ^{-1} z\right)=\frac{d z}{1+z^{2}}$, they become identical $\cdot$ by making $\frac{b x}{a}=z$.
But $\int \frac{d z}{1+z^{2}}=\tan ^{-1} z+c . \therefore \int \frac{\frac{b}{a} d x}{1+\frac{b^{2} x^{2}}{a^{2}}}=\tan -\frac{b}{a} x+c$.

$$
\therefore y=\frac{1}{a b} \tan ^{-1} \frac{b x}{a}+c .
$$

And similarly, since $\int \frac{-d z}{1+z^{2}}=\cot ^{-1} z+c$.

$$
\therefore y=\int \frac{-d x}{a^{2}+b^{2} x^{2}}=\frac{1}{a b} \cot ^{-1} \frac{b x}{a}+c .
$$

14. Prop. To integrate the form $d y= \pm \frac{d x}{x \sqrt{b^{2} x^{2}-a^{2}}}$.

Taking the upper sign, we have

$$
y=\int \frac{+d x}{x \sqrt{b^{2} x^{2}-a^{2}}}=\int \frac{\frac{1}{a} d x}{x \sqrt{\frac{b^{2} x^{2}}{a^{2}}-1}}=\frac{1}{a} \int \frac{\frac{b}{a} d x}{\frac{b x}{a} \sqrt{\frac{b^{2} x^{2}}{a^{2}}-1}}
$$

Comparing the expression under the sign of integration with the known furm $\cdot d\left(\sec ^{-1} z\right)=\frac{d z}{z \sqrt{z^{2}-1}}$, they become identical by making $\frac{b x}{a}=z$.

But $\int \frac{d z}{z \sqrt{z^{2}-1}}=\sec ^{-1} z+c . \therefore \int \frac{\frac{b}{a} d x}{\frac{b x}{a} \sqrt{\frac{b^{2} x^{2}}{a^{2}}-1}}=\sec ^{-1} \frac{b x}{a}+c$.

$$
\therefore y=\frac{1}{a} \sec ^{-1} \frac{b x}{a}+c .
$$

And similarly, since $\int \frac{-d z}{z \sqrt{z^{2}-1}}=\operatorname{cosec}^{-1} z+c$.

$$
\therefore y=\int \frac{-d x}{x \sqrt{b^{2} x^{2}-a^{2}}}=\frac{1}{a} \operatorname{cosec}^{-1} \frac{b x}{a}+c .
$$

15. Prop. To integrate the form $d y= \pm \frac{d x}{\sqrt{a^{2}} x-\overline{b^{2} x^{2}}}$.

Taking the upper sign, we have

$$
\begin{aligned}
y & =\int \frac{+d x}{\sqrt{a^{2} x-b^{2} x^{2}}}=\int \frac{\frac{2 b}{a^{2}} d x}{\sqrt{\frac{4 b^{2} x}{a^{2}}-\frac{4 b^{4} x^{2}}{a^{4}}}}=\frac{1}{b} \int \frac{\frac{2 b^{2}}{a^{2}} d x}{\sqrt{\frac{4 b^{2} x}{a^{2}}-\frac{4 b^{4} x^{2}}{a^{4}}}} \\
& =\frac{1}{b} \int \frac{\frac{2 b^{2}}{a^{2}} d x}{\sqrt{2\left(\frac{2 b^{2}, x}{a^{2}}\right)-\left(\frac{2 b^{2} x}{a^{2}}\right)^{2}}}
\end{aligned}
$$

Comparing the expression under the sign of integration with the known furm $d\left(\operatorname{versin}^{-1} z\right)=\frac{d z}{\sqrt{2 z-z^{2}}}$, they become identical by making $\frac{2 h^{2} x}{a^{2}}=z$.

But

$$
\begin{gathered}
\int \frac{d z}{\sqrt{2 z-z^{2}}}=\operatorname{versin}^{-1} z+c \\
\therefore \int \frac{\frac{2 b^{2}}{a^{2}} d x}{\sqrt{2\left(\frac{2 b^{2} x}{u^{2}}\right)-\left(\frac{2 b^{2} x}{a^{2}}\right)^{2}}}=\operatorname{versin}^{-1} \frac{2 b^{2} x}{a^{2}}+c .
\end{gathered}
$$

$$
\therefore y=\frac{1}{b} \operatorname{versin}^{-1} \frac{2 b^{2} x}{a^{2}}+c
$$

And similarly, since $\int \frac{-d z}{\sqrt{2 z-z^{2}}}=\operatorname{coversin}^{-1} z$.

$$
\therefore y=\int \frac{-d x}{x \sqrt{a^{2} x-b^{2} x^{2}}}=\frac{1}{b} \text { coversin}-1 \frac{2 b^{2} x}{a^{2}}+c
$$

## EXAMPLES.

16. 17. To integrate

$$
d y=\frac{x d x}{\sqrt{u^{2}-b^{2} x^{4}}}
$$

$$
y=\frac{1}{2 b} \int \frac{\frac{2 b x}{a} d x}{\sqrt{1-\frac{b^{2} x^{4}}{a^{2}}}}=\frac{1}{2 b} \sin ^{-1} \frac{b x^{2}}{a}+c
$$

2. To integrate $\quad d y=\frac{x^{2} d x}{1+x^{6}}$.

$$
y=\frac{1}{3} \int \frac{3 x^{2} d x}{1+x^{6}}=\frac{1}{3} \tan ^{-1}\left(x^{3}\right)+c
$$

3. To integrate $\quad d y=\frac{8 x^{-\frac{2}{3}} d x}{\sqrt{2 x^{\frac{1}{3}}-6 x^{\frac{9}{3}}}}$.

$$
\begin{aligned}
y & =\sqrt{6} \int \frac{8 x^{-\frac{2}{8}} d x}{\sqrt{2.6 x^{\frac{1}{3}}-6.6 x^{\frac{2}{8}}}}=4 \sqrt{6} \int \frac{2 x^{-\frac{2}{8}} d x}{\sqrt{2 \cdot 6 x^{\frac{1}{8}}-6.6 x^{\frac{2}{3}}}} \\
& =4 \sqrt{6} \cdot \operatorname{versin}-1\left(6 x^{\frac{1}{3}}\right)+c .
\end{aligned}
$$

17. Since each of the trigonometrical functions can be expressed in terms of any other, all the circular forms must apply, whenever one is applicable. To illustrate this, take the example

$$
d y=\frac{x^{\frac{1}{2}} d x}{\sqrt{2-4 x^{3}}}
$$

$$
\begin{gathered}
y=\int \frac{\frac{1}{\sqrt{2}} x^{\frac{1}{2}} d x}{\sqrt{1-2 x^{3}}}=\frac{1}{2} \int \frac{\sqrt{2} x^{\frac{1}{2}} d x}{\sqrt{1-2 x^{3}}}=\frac{1}{3} \int \frac{\frac{3}{2} \sqrt{2} \cdot x^{\frac{1}{2}} d x}{\sqrt{1-2 x^{3}}}=\frac{1}{3} \sin ^{-1} \sqrt{2 x^{3}}+c . \\
\text { or } y=-\frac{1}{3} \int \frac{-\frac{3}{2} \sqrt{2} \cdot x^{\frac{1}{2}} d x}{\sqrt{1-2 x^{3}}}=-\frac{1}{3} \cos ^{-1} \sqrt{2 x^{3}}+c_{1} .
\end{gathered}
$$

Again,
$y=\int \frac{x^{2} d x}{\sqrt{2 x^{3}-4 x^{6}}}=\frac{1}{6} \int \frac{12 x^{2} d x}{\sqrt{2.4 x^{3}-\left(4 x^{3}\right)^{2}}}=\frac{1}{6} \operatorname{versin}^{-1}\left(4 x^{3}\right)+c_{2}$,
or, $y=-\frac{1}{6} \int \frac{-12 x^{2} d x}{\sqrt{2 \cdot 4 x^{3}-\left(4 x^{3}\right)^{2}}}=-\frac{1}{6} \operatorname{coversin}^{-1}\left(4 x^{3}\right)+c_{3}$.

$$
\text { Again, } \begin{aligned}
y & =\int \frac{x^{\frac{1}{2}} x^{-\frac{3}{2}} d x}{\sqrt{2 x^{-3}-4}}=\int \frac{\frac{1}{2} \sqrt{\frac{1}{2}} x^{\frac{5}{2}} d x}{\sqrt{\frac{1}{2}} \cdot x^{-\frac{8}{2}} \sqrt{\frac{1}{2} x^{-3}-1}} \\
& =-\frac{1}{3} \int \frac{-\frac{3}{2} \sqrt{\frac{1}{2}} \cdot x^{\frac{-}{2}} d x}{\sqrt{\frac{1}{2} \cdot x^{-\frac{3}{2}}} \sqrt{\frac{1}{2} x^{-3}-1}}=-\frac{1}{3} \sec ^{-1} \sqrt{\frac{1}{2} x^{-3}}+e_{4}
\end{aligned}
$$

or

$$
y=\frac{1}{3} \operatorname{cosec}^{-1} \sqrt{\frac{1}{2} x^{-3}}+c_{5}
$$

Finally, $y=\int \frac{1}{2} x^{\frac{1}{2}} x^{-\frac{3}{2}}\left(\frac{1}{2} x^{-3}-1\right)^{-\frac{1}{2}} d x$

$$
\begin{aligned}
& =-\frac{1}{3} \int \frac{-\frac{3}{4} x^{-4}\left(\frac{1}{2} x^{-3}-1\right)^{-\frac{1}{2}} d x}{1+\left(\frac{1}{2} x^{-3}-1\right)} \\
& =-\frac{1}{3} \tan ^{-1} \sqrt{\frac{1}{2} x^{-3}-1}+c_{8} \\
& \quad y=\frac{1}{3} \operatorname{cotan}-1 \sqrt{\frac{1}{2} x^{-3}-1}+c_{7}
\end{aligned}
$$

## Trigonometrical Forms.

18. Prop. To integrate the forms $\sin x d x, \cos x d x, \sec ^{2} x d x$, $\operatorname{cosec}^{2} x d x, \sec x \tan x d x$, and $\operatorname{cosec} x \cot x d x$.
Since $d(\cos x)=-\sin x d x, \therefore \int \sin x d x=-\int-\sin x d x=-\cos x+c$.
" $d(\sin x)=\cos x d x, . \because \int \cos x d x=\sin x+c$.
" $d(\tan x)=\sec ^{2} x d x, . \therefore \int \sec ^{2} x d x=\tan x+c$.
" $d(\cot x)=-\operatorname{cosec}^{2} x d x, . \cdot \int \operatorname{cosec}^{2} x d x=-\cot x+c$.
" $d(\sec x)=\sec x \tan x d x, . \cap \int \sec x \tan x d x=\sec x+c$.
" $d(\operatorname{cosec} x)=-\operatorname{cosec} x \cot x d x, \therefore \int \operatorname{cosec} x \cot x d x=-\operatorname{cosec} x+c$.

## EXAMPLES.

19. 20. To integrate $d y=2 \cos 3 x \cdot d x$.

$$
y=\int 2 \cos 3 x \cdot d x=\frac{2}{3} \int \cos 3 x \cdot d(3 x)=\frac{2}{3} \sin 3 x+c
$$

2. 

$$
d y=5 \sec ^{2}\left(x^{3}\right) \cdot x^{2} d x
$$

$y=\int 5 \sec ^{2}\left(x^{3}\right) \cdot x^{2} d x=\frac{5}{3} \int \sec ^{2}\left(x^{3}\right) 3 x^{2} d x=\frac{5}{3} \int \sec ^{2}\left(x^{3}\right) d\left(x^{3}\right)$

$$
=\frac{5}{3} \tan \left(x^{3}\right)+c
$$

3. $d y=6 \sec 4 x \cdot \tan 4 x \cdot d x$

$$
y=\frac{6}{4} \int \sec 4 x \cdot \tan 4 x \cdot d(4 x)=\frac{3}{2} \sec 4 x+c
$$

4. 

$$
d y=2 \sin (a+3 x) d x
$$

$$
y=\frac{2}{3} \int \sin (a+3 x) 3 d x=\frac{2}{3} \int \sin (a+3 x) \cdot d(a+3 x)
$$

$$
=-\frac{2}{3} \cos (a+3 x)+c
$$

5. $\quad d y=\frac{3}{2} \operatorname{cosec}^{2}(\sqrt{2 x}) \cdot x^{-\frac{1}{2}} d x$.

$$
y=\frac{3}{\sqrt{2}} \int \operatorname{cosec}^{2}(\sqrt{2 x}) \cdot \frac{1}{2} \sqrt{2} \cdot x^{-\frac{1}{2}} d x=-\frac{3}{\sqrt{2}} \cot \sqrt{2 x}+c
$$

6. 

$$
d y=2 \operatorname{cosec}(n x) \cdot \cot (n x) \cdot d x
$$

$$
y=\frac{2}{n} \int \operatorname{cosec}(n x) \cot (n x) \cdot d(n x)=-\frac{2}{n} \operatorname{cosec}(n x)+c
$$

## Exponential Forms.

20. Prop. To integrate the form $d y=a \approx d x$.

Since $\quad d a^{x}=\log a \cdot a^{x} d x, \because \int a^{x} d x=\frac{1}{\log a} \int \log a . a^{x} d x$

$$
=\frac{a^{x}}{\log a}+c
$$

## examples.

21. 22. To integrate $d y=3 e^{x} d x$, where $e$ is the Naperian base.

$$
y=3 \int e^{x} d x=\frac{3 e^{x}}{\log e}+c=3 e^{x}+c
$$

2. 

$$
\begin{gathered}
d y=b a^{3 x} d x \\
y=b \int a^{3 x} d x=\frac{b}{3 \log a} \cdot \int \log a \cdot a^{3 x} d(3 x)=\frac{b a^{3 x}}{3 \log a}+c
\end{gathered}
$$

8. 

$$
\begin{gathered}
d y=m e^{n x} d x \\
y=\frac{m}{n} \int e^{n x} d(n x)=\frac{m}{n} e^{n x}+c .
\end{gathered}
$$

The cases which have now been considered include all the elementary forms.

## CHAPTER III.

## RATIONAL FRACTIONS.

22. Having disposed of the simple and elementary forms, or such as admit of being brought to such by some very obvious process, we shall proceed to the consideration of more complicated expressions, endeavoring in each case to resolve them by a sys. tematic process into one or more of the elennentary forms.
23. The first form, in point of simplicity, which we shall havi. occasion to consider, is that of a rational algebraic fraction, and ir such expressions we may always regard the highest exponent of the variable in the numerator as less than the corresponding exponent it the denominator, since the fraction, when not given originally in that form, may be reduced by actual division, to a series of monomial terms and a fraction of the desired form.
24. Prop. To integrate the form

$$
d y=\frac{b x^{n-1}+c x^{n-2} \ldots+l x+k}{a_{1} x^{n}+b_{1} x^{n-1}+c_{1} x^{n-2} \ldots+l_{1} x+k_{1}} d x
$$

lst Case. When the denominator of the proposed fraction can be $r$ esolved into real and unequal factors of the first degree.

To illustrate this case, take the example

$$
d y=\frac{a x+c}{x^{2}+b x} d x=\frac{a x+c}{x(x+b)} d x
$$

Assume $\frac{a x+c}{x^{2}+b x}=\frac{A}{x}+\frac{B}{x+b}$ wherè $A$ and $B$ are unknown
constants whose values are to be determined by the condition that this assumed equality shall be verified.

Reducing the terms of the second member to a common denomi nator, we have

$$
\frac{a x+c}{x^{2}+b x}=\frac{A(x+b)}{x^{2}+b x}+\frac{B x}{x^{2}+b x}=\frac{A x+A b+B x}{x^{2}+b x}
$$

Hence

$$
a x+c=A x+A b+B x
$$

and since this condition is to be fulfilled without reference to the value of $x$, the principle of indeterminate coefficients will furnish the separate equations

$$
c=A b, \quad \text { and } \quad a=A+B
$$

Thus we shall have two equations with which to determine the values of the two constants $A$ and $B$. Resolving them, we find

$$
A=\frac{c}{b} \quad \text { and } \quad B=a-A=a-\frac{c}{b}=\frac{a b-c}{b}
$$

Hence by substitution

$$
\begin{aligned}
y & =\int \frac{a x+c}{x^{2}+b x} d x=\int \frac{A}{x} d x+\int \frac{B}{x+b} d x=\frac{c}{b} \int \frac{d x}{x}+\frac{a b-c}{b} \int \frac{d x}{x+b} \\
& =\frac{c}{b} \log x+\frac{a b-c}{b} \log (x+b)+C .
\end{aligned}
$$

As a second illustration take the following example

$$
d y=\frac{a}{x^{2}+b x} d x
$$

Assume

$$
\frac{a}{x^{2}+b x}=\frac{A}{x}+\frac{B}{x+b}
$$

Then $\quad \frac{a}{x^{2}+b x}=\frac{A(x+b)}{x^{2}+b x}+\frac{B x}{x^{2}+b x}=\frac{A x+A b+B x}{x^{2}+b x}$.
$\therefore a=A x+A b+B x$, and consequently by the principle of indeterminate coefficients
$a=A b \quad$ and $\quad 0=A+B$, whence $\quad A=\frac{a}{b}$ and $B=-A=-\frac{a}{b}$.

And by substitution

$$
\begin{aligned}
y & =\int \frac{a d x}{b x}-\int \frac{a d x}{b(x+b)}=\frac{a}{b} \int \frac{d x}{x}-\frac{a}{b} \int \frac{d x}{x+b} \\
& =\frac{a}{b} \log x-\frac{a}{b} \log (x+b)+\log c \\
& =\log \left(x^{\frac{a}{b}}\right)-\log \left[(x+b)^{\frac{a}{b}}\right]+\log c \\
& =\log \left[c\left(\frac{x}{x+b}\right)^{\frac{a}{b}}\right]
\end{aligned}
$$

Ex. To integrate $d y=\frac{\left(2+3 x-4 x^{2}\right) d x}{4 x-x^{3}}$.
Here the factors of the denominator are $x, 2+x$, and $2-x$, and we therefore assume

$$
\begin{aligned}
\frac{2+3 x-4 x^{2}}{4 x-x^{3}} & =\frac{A}{x}+\frac{B}{2+x}+\frac{C}{2-x} \\
& =\frac{4 A-A x^{2}+2 B x-B x^{2}+2 C x+C x^{2}}{4 x-x^{3}}
\end{aligned}
$$

$$
\therefore 2+3 x-4 x^{2}=4 A-A x^{2}+2 B x-B x^{2}+2 C x+C x^{2}
$$

and by comparing the coefficients of the like powers of $x$, we have

$$
2=4 A, \quad 3=2 B+2 C, \quad-4=-A-B+C
$$

These conditions give

$$
\begin{gathered}
A=\frac{1}{2}, \quad B+C=\frac{3}{2}, \quad \text { and } \quad B-C=4-A=\frac{7}{2} \\
\therefore A=\frac{1}{2}, \quad B=\frac{5}{2}, \quad C=-1 \\
\therefore y=\frac{1}{2} \int \frac{d x}{x}+\frac{5}{2} \int \frac{d x}{2+x}+\int \frac{-d x}{2-x} \\
=\frac{1}{2} \log x+\frac{5}{2} \log (2+x)+\log (2-x)+c
\end{gathered}
$$

25. A similar decomposition into partial fractions, each integrable by the logarithmic form, will be possible whenever the denominator
can be resolved into simple and unequal factors. For if the num. ber of such factors be $n$, each constant numerator, as $A, B, C, \& c$., will be multiplied (in the reduction to a common denominator) by all the denominators except its own; and since each denominator contains only the first power of the variable $x$, it follows that there will appear in the numerator of the sum of the reduced fractions every power of $x$ to the $(n-1)$ th power inclusive, and also an absolute term. Hence the number of equations formed by placing the absolute terms, and the coefficients of the like powers of $x$ equal to each other, will be $n$, and therefure just sufficient to determine the $n$ constants $A, B, C, \& c$.
26. When the factors of the denominator are not immediately apparent, we may place the denominator equal to zero, determine the roots $x_{1}, x_{2}, \& c$., of the equation so formed, if practicable, and employ the factors $x-x_{1}, x-x_{2}$, \&c.

Ex.

$$
d y=\frac{(4+7 x) d x}{2 x^{2}-4 x-10}
$$

Put $\quad 2 x^{2}-4 x-10=0 \quad$ or $\quad x^{2}-2 x-5=0$.
Then $x=1 \pm \sqrt{6}$, and the factors of the denominator are

$$
\begin{gathered}
x-1+\sqrt{6} \quad \text { and } \quad x-1-\sqrt{6 .} \\
\therefore y=\frac{1}{2} \int \frac{(4+7 x) d x}{x^{2}-2 x-5}=\frac{1}{2} \int \frac{(4+7 x) d x}{(x-1+\sqrt{6)}(x-1-\sqrt{6)}} \\
=\frac{1}{2} \int \frac{A d x}{x-1+\sqrt{6}}+\frac{1}{2} \int \frac{B d x}{x-1-\sqrt{6}} . \\
\therefore 4+7 x=A x-A-A \sqrt{6}+B x-B+B \sqrt{6}
\end{gathered}
$$

whence $\quad 4=-A-A \sqrt{6}-B+B \sqrt{6}$ and $7=A+B$,
from which we deduce

$$
A=\frac{7 \sqrt{6}-11}{2 \sqrt{6}} \text { and } B=\frac{7 \sqrt{6}+11}{2 \sqrt{6}}
$$

$$
\begin{aligned}
\therefore y & =\frac{7 \sqrt{6}-11}{4 \sqrt{6}} \int \frac{d x}{x-1+\sqrt{6}}+\frac{7 \sqrt{6}+11}{4 \sqrt{6}} \int \frac{d x}{x-1-\sqrt{6}} \\
& =\frac{7 \sqrt{6}-11}{4 \sqrt{6}} \log (x-1+\sqrt{6})+\frac{7 \sqrt{6}+11}{4 \sqrt{6}} \log (x-1-\sqrt{6})+c .
\end{aligned}
$$

27. 2d Case. When the denominator of the proposed fraction contains equal factors of the first degree.

To illustrate, take the example $d y=\frac{a+b x+c x^{2}}{(x+h)^{3}} d x$.
If we attempt, as in the first case, to resolve this into three fractions having denominators of the first degree, by assuming

$$
\frac{a+b x+c x^{2}}{(x+h)^{3}}=\frac{A}{x+h}+\frac{B}{x+h}+\frac{C}{x+h},
$$

there will result

$$
a+b x+c x^{2}=(A+B+C)(x+h)^{2}
$$

and $. \therefore a=(A+B+C) h^{2}, b=(A+B+C) 2 h$, and $c=(A+B+C)$,
whence

$$
c=\frac{b}{2 h}=\frac{a}{h^{2}} .
$$

Thus the assumed condition would establish a necessary relation between the constants $a, b, c$, and $h$, where none such should exist, those constants being entirely arbitrary.

It is easily seen that such a result might have been anticipated: for since $\frac{A}{x+h}+\frac{B}{x+h}+\frac{C}{x+h}=\frac{A+B+C}{x+h}$, the proposed expression $\frac{a+b x+c x^{2}}{(x+h)^{3}}$ can only be reduced to this form when the numerator is divisible by $(x+h)^{2}$. Hence the decomposition of the proposed expression into three fractions of this form is not usu ally possible, and when possible it is not necessary because the form of the fraction can be modified by reducing it to simpler terms.

But if we put $x+h=z$, we shall have $d x=d z$, and by substitution

$$
\begin{aligned}
\frac{\left(a+b x+c x^{2}\right) d x}{(x+h)^{3}} & =\frac{\left[a+b(z-h)+c\left(z^{2}-2 z h+h^{2}\right)\right] d z}{z^{3}} \\
& =\left[\frac{a-b h+c h^{2}}{z^{3}}+\frac{b-2 c h}{z^{2}}+\frac{c}{z}\right] d z \\
& =\left[\frac{a-b h+c h^{2}}{(x+h)^{3}}+\frac{b-2 c h}{(x+h)^{2}}+\frac{c}{x+h}\right] d x .
\end{aligned}
$$

Hence the proposed fraction can be resolved into three fractions having the forms

$$
\frac{A}{(x+h)^{3}}, \frac{B}{(x+h)^{2}}, \text { and } \frac{C}{x+h}
$$

and since the same reasoning would apply if the number of equal factors were greater, we may in general assume
$\frac{a+b x+c x^{2} \ldots+i x^{n-1}}{(x+h)^{n}}=\frac{A}{(x+h)^{n}}+\frac{B}{(x+h)^{n-1}} \cdots \cdots+\frac{I}{x+h}$,
the number of such fractions being $n$.

## EXAMPLES.

28. 29. To integrate $d y=\frac{2-3 x}{(x-a)^{2}} d x$.

Assume

$$
\begin{aligned}
& \quad \frac{2-3 x}{(x-a)^{2}}=\frac{A}{(x-a)^{2}}+\frac{B}{x-a} \\
& \therefore \frac{2-3 x}{(x-a)^{2}}=\frac{A}{(x-a)^{2}}+\frac{B(x-a)}{(x-a)^{2}}=\frac{A+B x-B a}{(x-a)^{2}}
\end{aligned}
$$

$\therefore 2-3 x=A+B x-B a$, whence $2=A-B a$, and $-3=B$.
$\therefore B=-3$ and $A=2+B a=2-3 a$, and consequently $y=(2-3 a) \int \frac{d x}{(x-a)^{2}}-3 \int \frac{d x}{x-a}=(2-3 a) \frac{1}{a-x}-3 \log (x-a)+c$.

When the denominator contains both equal and unequal factors of the first degree, the two methods must be combined.
2.

$$
d y=\frac{x^{2}-4 x+3}{x^{3}-6 x^{2}+9 x} d x
$$

Since $\quad x^{2}-6 x^{2}+9 x=x\left(x^{2}-6 x+9\right)=x(x-3)^{2} \quad$ we assume $\frac{x^{2}-4 x+3}{x^{3}-6 x^{2}+9 x}=\frac{A}{x}+\frac{B}{(x-3)^{2}}+\frac{C}{(x-3)}=\frac{A(x-3)^{2}+B x+C x(x-3)}{x^{3}-6 x^{2}+9 x}$. $\therefore x^{2}-4 x+3=A\left(x^{2}-6 x+9\right)+B x+C\left(x^{2}-3 x\right)$, whence $3=9 A, \quad-4=-6 A+B-3 C$, and $1=A+C$. $\therefore A=\frac{1}{3}, \quad C=\frac{2}{3}, \quad$ and $\quad B=0$.
$\therefore y=\frac{1}{3} \int \frac{d x}{x}+\frac{2}{3} \int \frac{d x}{x-3}=\frac{1}{3} \log x+\frac{2}{3} \log (x-3)+C$

$$
\begin{aligned}
& =\frac{1}{3} \log x+\frac{1}{3} \log (x-3)^{2}+\frac{1}{3} \log c=\frac{1}{3} \log \left[c x(x-3)^{2}\right] \\
& =\log \left[c x(x-3)^{2}\right]^{\frac{1}{3}}
\end{aligned}
$$

3. 

$$
d y=\frac{d x}{(x-2)^{2}(x+3)^{2}}
$$

Assume $\frac{1}{(x-2)^{2}(x+3)^{2}}=\frac{A}{(x-2)^{2}}+\frac{B}{x-2}+\frac{C}{(x+3)^{2}}+\frac{D}{(x+3)}$. $\therefore 1=A(x+3)^{2}+B(x-2)(x+3)^{2}+C(x-2)^{2}+D(x-2)^{2}(x+3)$, or

$$
\begin{aligned}
1= & A\left(x^{2}+6 x+9\right)+B\left(x^{3}+4 x^{2}-3 x-18\right) \\
& +C\left(x^{2}-4 x+4\right)+D\left(x^{3}-x^{2}-8 x+12\right)
\end{aligned}
$$

$\therefore 0=B+D, 0=A+4 B+C-D, \quad 0=6 A-3 B-4 C-8 D$,
and

$$
1=9 A-18 B+4 C+12 D
$$

These equations give, by elimination,

$$
\begin{gathered}
A=\frac{1}{25}, \quad B=-\frac{2}{125}, \quad C=\frac{1}{25}, \quad \text { and } \quad D=\frac{2}{125} . \\
\therefore y=\frac{1}{25} \int \frac{d x}{(x-2)^{2}}-\frac{2}{125} \int \frac{d x}{x-2}+\frac{1}{25} \int \frac{d x}{(x+3)^{2}}+\frac{2}{125} \int \frac{d x}{x+3} \\
=-\frac{1}{25(x-2)}-\frac{2}{125} \log (x-2)-\frac{1}{25(x+3)}+\frac{2}{125} \log (x+3)+c .
\end{gathered}
$$

29. Case $3 d$. When the simple factors of the denominator are imaginary.

These factors, which correspond to the imaginary roots of an equation, enter in pairs, and are of the forms

$$
x \pm a+b \sqrt{-1}, \quad \text { and } \quad x \pm a-b \sqrt{-1}
$$

and their product gives the real quadratic factor

$$
x^{2} \pm 2 a x+a^{2}+b^{2}=(x \pm a)^{2}+b^{2}
$$

Hence, if there be but one pair of simple imaginary factors, or a single quadratic factor, in the denominator, the corresponding partial fraction will be of the form $\frac{A x+B}{(x \pm a)^{2}+b^{2}}$, in which the numerator must consist of two terms, one containing the first power of $x$, and the other an absolute term, because the denominator now contains the second power of $x$; and, therefore, if we introduced a constant only into the numerator, we should not provide for having the exponent of the highest power of $x$, in the numerator, only one less than the corresponding power in the denominator,

But when there are several equal quadratic factors, the denominator being of the form

$$
\left[(x \pm a)^{2}+b^{2}\right]^{n}
$$

the partial fractions will be of the forms

$$
\frac{A x+B}{\left[(x \pm a)^{2}+b^{2}\right]^{n}}+\frac{C x+D}{\left[(x \pm a)^{2}+b^{2}\right]^{n-1}} \cdots \cdots+\cdots+\frac{E x+F}{(x \pm a)^{2}+b^{2}}
$$

the number of such fractions being $n$.
That such a decomposition is possible in all cases, will appear more clearly by the following illustration. Let the proposed fraction be

$$
\frac{c x^{5}+e x^{4}+f x^{3}+g x^{2}+h x+i}{\left[(x \pm a)^{2}+b^{2}\right]^{3}}
$$

$$
\text { Put } \quad x \pm a=y, \quad \text { and } \quad y^{2}+b^{2}=z^{2}
$$

Then the fraction can be reduced successively to the following forms

$$
\begin{aligned}
& \frac{c(y \mp a)^{5}+e(y \mp a)^{4}+f(y \mp a)^{3}+g(y \mp a)^{2}+h(y \mp a)+i}{z^{6}} \\
= & \frac{c y^{5}+e_{1} y^{4}+f_{1} y^{3}+g_{1} y^{2}+h_{1} y+i_{1}}{z^{6}} \\
= & \frac{\left(c y+e_{1}\right)\left(z^{2}-b^{2}\right)^{2}+\left(f_{1} y+g_{1}\right)\left(z^{2}-b^{2}\right)+h_{1} y+i_{1}}{z^{6}} \\
= & \frac{\left[c(x \pm a)+e_{1}\right]\left(z^{4}-2 z^{2} b^{2}+b^{4}\right)+\left[f_{1}(x \pm a)+g_{1}\right]\left(z^{2}-b^{2}\right)+h_{1}(x \pm a)+i_{1}}{z^{6}} \\
= & \frac{\left(c b^{4}-f_{1} b^{2}+h_{1}\right) x+b^{4}\left(e_{2} \pm a\right) c-f_{1} b^{2}\left(g_{2} \pm a\right)+i_{1} \pm h_{1} a}{\left[(x \pm a)^{2}+b^{2}\right]^{3}} \\
+ & \frac{\left(-2 c b^{2}+f_{1}\right) x-2 b^{2} c\left(e_{2} \pm a\right)+f_{1}\left(g_{2} \pm a\right)}{\left[(x \pm a)^{2}+b^{2}\right]^{2}}+\frac{c x+c\left(e_{2} \pm a\right)}{(x \pm a)^{2}+b^{2}},
\end{aligned}
$$

which is of the form

$$
\frac{A x+B}{\left[(x \pm a)^{2}+b^{2}\right]^{3}}+\frac{C x+D}{\left[(x \pm a)^{2}+b^{2}\right]^{2}}+\frac{E x+F}{(x \pm a)^{2}+b^{2}} .
$$

And a similar decomposition would evidently be possible, if there were $n$ equal quadratic factors in the denominator.
30. It appears therefore, that when the denominator contains simple imaginary factors, the general form presented for integration, will be

$$
d y=\frac{(A x+B) d x}{\left[(x \pm a)^{2}+b^{2}\right]^{n}}, \text { where } n \text { may be any integer. }
$$

Put

$$
x \pm a=z, \text { then }
$$

$$
d y=\frac{(A z \mp A a+B) d z}{\left(z^{2}+b^{2}\right)^{n}}
$$

$\therefore y=\int \frac{A z d z}{\left(z^{2}+b^{2}\right)^{n}}+\int \frac{(B \mp A a) d z}{\left(z^{2}+b^{2}\right)^{n}}=-\frac{A}{2(n-1)\left(z^{2}+b^{2}\right)^{n-1}}$,

$$
+\int \frac{A_{1} d z}{\left(z^{2}+b^{2}\right)^{n}}
$$

by making $B \mp A a=A_{1}$. Thus the proposed integral is found to depend on the more simple form, $\int \frac{A_{1} d z}{\left(z^{2}+b^{2}\right)^{n}}$

It will now be shown that this latter can be caused to depend on the form $\int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}$, in which the exponent of the parenthesis is diminished by unity. Thus we have

$$
\begin{gather*}
\frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}=\frac{\left(z^{2}+b^{2}\right) d z}{\left(z^{2}+b^{2}\right)^{n}}=\frac{z^{2} d z}{\left(z^{2}+b^{2}\right)^{n}}+\frac{b^{2} d z}{\left(z^{2}+b^{2}\right)^{n}} \\
\therefore \int \frac{d z}{\left(z^{2}+b^{2}\right)^{n}}=\frac{1}{b^{2}} \int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}-\frac{1}{b^{2}} \int \frac{z^{2} d z}{\left(z^{2}+b^{2}\right)^{n}} . \cdots(1) .  \tag{1}\\
\text { But } \quad d\left(\frac{z}{\left(z^{2}+b^{2}\right)^{n-1}}\right)=\frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}-\frac{2(n-1) z^{2} d z}{\left(z^{2}+b^{2}\right)^{n}}, \\
\therefore \int \frac{z^{2} d z}{\left(z^{2}+b^{2}\right)^{n}}=\frac{1}{2(n-1)} \int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}-\frac{1}{2(n-1)} \cdot \frac{z}{\left(z^{2}+b^{2}\right)^{n-1}},
\end{gather*}
$$

which value, substituted in (1), reduces it to the form

$$
\begin{aligned}
\int \frac{d z}{\left(z^{2}+b^{2}\right)^{n}}= & \frac{1}{b^{2}} \int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}-\frac{1}{2 b^{2}(n-1)} \int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}} \\
& +\frac{z}{2 b^{2}(n-1)\left(z^{2}+b^{2}\right)^{n-1}} \\
= & \frac{z}{2 b^{2}(n-1)\left(z^{2}+b^{2}\right)^{n-1}}+\frac{2 n-3}{2 b^{2}(n-1)} \int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}
\end{aligned}
$$

Similarly, $\quad \int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-1}}$ can be rendered dependent upon $\int \frac{d z}{\left(z^{2}+b^{2}\right)^{n-2}}$, \&c., so that eventually, the original integral will depend on the form $\int \frac{d z}{z^{2}+b^{2}}=\frac{1}{b} \tan ^{-1} \frac{z}{b}$.
31. We infer, therefore, that the integration of a rational fraction can be effected whenever its denominator can be resolved into simple or quadratic factors, and that the integral will be expressed in the form of logarithms, powers, or circular:arcs.

## GENERAL EXAMPLES.

32. 33. 

$$
d y=\frac{d x}{x^{3}-1}
$$

Since $\left(x^{3}-1\right)=\left(x^{2}+x+1\right)(x-1)$, and $x^{2}+x+1$

$$
=\left(x+\frac{1}{2}+\frac{1}{2} \sqrt{-3}\right)\left(x+\frac{1}{2}-\frac{1}{2} \sqrt{-3}\right)
$$

we assume

$$
\frac{1}{x^{3}-1}=\frac{A x+B}{x^{2}+x+1}+\frac{C}{x-1}
$$

$$
\therefore 1=A x^{2}+B x-A x-B+C x^{2}+C x+C
$$

whence $0=A+C, 0=B+C-A$ and $1=C-B$.

$$
\begin{aligned}
& \therefore A=-\frac{1}{3}, B=-\frac{2}{3} \text { and } C=\frac{1}{3} \\
& \therefore d y=\frac{\left(-\frac{1}{3} x-\frac{2}{3}\right) d x}{x^{2}+x+1}+\frac{\frac{1}{3} d x}{x-1}
\end{aligned}
$$

and if we put $x+\frac{1}{2}=z$, or $x^{2}+x+\frac{1}{4}=z^{2}, x=z-\frac{1}{2}$ and $d x==d z$. there will result

$$
\begin{aligned}
y & =\frac{1}{3} \int \frac{d x}{x-1}-\frac{1}{3} \int \frac{(x+2) d x}{\left(x+\frac{1}{2}\right)^{2}+\frac{3}{4}}=\frac{1}{3} \log (x-1)-\frac{1}{3} \int \frac{\left(z+\frac{3}{2}\right) d z}{z^{2}+\frac{3}{4}} \\
& =\frac{1}{3} \log (x-1)-\frac{1}{6} \int \frac{2 z d z}{z^{2}+\frac{3}{4}}-\frac{1}{\sqrt{3}} \int \frac{\frac{2 d z}{\sqrt{3}}}{\frac{4 z^{2}}{3}+1} \\
& =\frac{1}{3} \log (x-1)-\frac{1}{6} \log \left(z^{2}+\frac{3}{4}\right)-\frac{1}{\sqrt{3}} \tan ^{-1} \frac{2 z}{\sqrt{3}}+c \\
& =\frac{1}{3} \log (x-1)-\frac{1}{6} \log \left(x^{2}+x+1\right)-\frac{1}{\sqrt{3}} \cdot \tan ^{-1} \frac{2 x+1}{\sqrt{3}}+c .
\end{aligned}
$$

2. 

$$
d y=\frac{d x}{x\left(a+b x^{2}\right)^{2}}
$$

Assume $\frac{1}{x\left(a+b x^{2}\right)^{2}}=\frac{A}{x}+\frac{B x+C}{\left(a+b x^{2}\right)^{2}}+\frac{D x+E}{a+b x^{2}}$.
$\therefore 1=A\left(a^{2}+2 a b x^{2}+b^{2} x^{4}\right)+B x^{2}+C x+D\left(a x^{2}+b x^{4}\right)+E\left(a x+b x^{3}\right)$,
$\therefore 1=A u^{2}, 0=2 A a b+B+D a, 0=A b^{2}+D b, 0=C+E a, 0=E b$,

$$
\therefore A=\frac{1}{a^{2}}, B=-\frac{b}{a}, C=0, D=-\frac{b}{a^{2}}, E=0 .
$$

Hence, $y=\frac{1}{a^{2}} \int \frac{d x}{x}-\frac{b}{a} \int \frac{x d x}{\left(a+b x^{2}\right)^{2}}-\frac{b}{a^{2}} \int \frac{x d x}{a+b x^{2}}$

$$
\begin{aligned}
& =\frac{1}{a^{2}} \log x+\frac{1}{2 a} \cdot \frac{1}{a+b x^{2}}-\frac{1}{2 a^{2}} \log \left(a+b x^{2}\right)+c . \\
& =\frac{1}{2 a\left(a+b x^{2}\right)}+\frac{1}{2 a^{2}} \log \frac{x^{2}}{a+b x^{2}}+c .
\end{aligned}
$$

3. 

$$
d y=\frac{x^{2} d x}{x^{4}+x^{2}-2}
$$

Put $x^{4}+x^{2}-2=0$, and resolve with respect to $x^{2}$.

$$
\therefore x^{2}=-\frac{1}{2} \pm \frac{3}{2}=1, \text { or } x^{2}=-2
$$

$\therefore\left(x^{4}+x^{2}-2\right)=\left(x^{2}+2\right)\left(x^{2}-1\right)=\left(x^{2}+2\right)(x+1)(x-1)$, and we may assume,

$$
\begin{gathered}
\frac{x^{2}}{x^{4}+x^{2}+2}=\frac{A}{x+1}+\frac{B}{x-1}+\frac{C x+D}{x^{2}+2} . \text { Then } \\
x^{2}=A\left(x^{3}-x^{2}+2 x-2\right)+B\left(x^{3}+x^{2}+2 x+2\right)+C\left(x^{3}-x\right)+D\left(x^{2}-1\right) . \\
\therefore 0=A+B+C, 1=-A+B+D, 0=2 A+2 B-C, \\
0=-2 A+2 B-D . \\
\therefore A=-\frac{1}{6}, B=\frac{1}{6} ; C=0, D=\frac{2}{3} . \\
\therefore y=-\frac{1}{6} \int \frac{d x}{x+1}+\frac{1}{6} \int \frac{d x}{x-1}+\frac{2}{3} \int \frac{d x}{x^{2}+2} \\
=-\log (x+1)^{\frac{1}{8}}+\log (x-1)^{\frac{1}{8}}+\frac{\sqrt{ } 2}{3} \tan ^{-1} \frac{x}{\sqrt{2}}+c
\end{gathered}
$$

4. $\quad d y=\frac{d x}{1-x^{6}}$. Since
$1-x^{6}=\left(1-x^{3}\right)\left(1+x^{3}\right)=(1-x)\left(1+x+x^{2}\right)(1+x)\left(1-x+x^{2}\right)$, put $\frac{1}{1-x^{6}}=\frac{A}{1+x}+\frac{B}{1-x}+\frac{C x+D}{1+x+x^{2}}+\frac{E x+F}{1-x+x^{2}}$
$\therefore 1=A\left(1-x+x^{2}-x^{3}+x^{4}-x^{5}\right)+B\left(1+x+x^{2}+x^{3}+x^{4}+x^{5}\right)$
$+C\left(x-x^{2}+x^{4}-x^{5}\right)+D\left(1-x+x^{3}-x^{4}\right)+E\left(x+x^{2}-x^{4}-x^{5}\right)$
$+F\left(1+x-x^{3}-x^{4}\right)$.
$\therefore 1=A+B+D+F, \quad 0=-A+B+C-D+E+F$,
$0=A+B-C+E, \quad 0=-A+B+D-F$,
$0=A+B+C-D-E-F, \quad 0=-A+B-C-E$.
$\therefore A=\frac{1}{6}, B=\frac{1}{6}, C=\frac{1}{6}, D=\frac{1}{3}, E=-\frac{1}{6}, \quad F=\frac{1}{3}$.
$\cdot y=\frac{1}{6} \int \frac{d x}{1+x}+\frac{1}{6} \int \frac{d x}{1-x}+\frac{1}{6} \int \frac{(x+2) d x}{1+x+x^{2}}-\frac{1}{6} \int \frac{(x-2) d x}{1-x+x^{2}}$ $=\frac{1}{6} \log (1+x)-\frac{1}{6} \log (1-x)+\frac{1}{12} \int \frac{(2 x+1) d x}{1+x+x^{2}}+\frac{1}{12} \int \frac{3 d x}{\left(x+\frac{1}{2}\right)^{2}+\frac{3}{4}}$

$$
-\frac{1}{12} \int \frac{(2 x-1) d x}{1-x+x^{2}}+\frac{1}{12} \int \frac{3 d x}{\left(x-\frac{1}{2}\right)^{2}+\frac{3}{4}}
$$

$=\log (1+x)^{\frac{1}{6}}-\log (1-x)^{\frac{1}{6}}+\frac{1}{12} \log \left(1+x+x^{2}\right)-\frac{1}{12} \log \left(1-x+x^{2}\right)$
$+\frac{1}{2 \sqrt{3}} \int \frac{\frac{2 d x}{\sqrt{3}}}{\frac{4\left(x+\frac{1}{2}\right)^{2}}{3}}+1 \int \frac{1}{2 \sqrt{3}} \int \frac{\frac{2 d x}{\sqrt{3}}}{\frac{4\left(x-\frac{1}{2}\right)^{2}}{3}+1}$
$=\log \left(\frac{1+x}{1-x}\right)^{\frac{1}{8}}+\log \left(\frac{1+x+x^{2}}{1-x+x^{2}}\right)^{\frac{1}{12}}+\frac{1}{2 \sqrt{3}}\left(\tan ^{-1} \frac{2 x+1}{\sqrt{3}}\right.$

$$
\left.+\tan ^{-1} \frac{2 x-1}{\sqrt{3}}\right)+c
$$

## CHAPTER IV.

## IRRATIONAL FRACTIONS.

33. The differential form next to be considered is that which is still algebraic, but which involves irrational or surd quantities. As the general mode of treating such expressions is the same in principle, whether presented in the entire or fractional form, they will be considered in the latter, which is of very frequent occurrence, and which presents some difficulties peculiar to itself.
34. When an irrational fraction, which does not belong to one of the known elementary forms, is presented for integration, we endeavor to rationalize it, that is, to transform it into a rational form by suitable substitutions. The following are the principal cases in which this is possible.
35. Case 1 st. When the fraction contains none but monomial terms. As an example to illustrate this case, suppose

$$
d y=\frac{a x^{\frac{n_{1}}{n}}+b x^{\frac{m_{1}}{m}}}{a_{1} x^{\frac{c_{1}}{c}}+b_{1} x^{\frac{e_{1}}{e}}} d x .
$$

Put $x=z^{n m c e}$ or $x=z^{l}$, where $l$ is any common multiple of the denominators $n, m, c$, and $e$.

Then $x^{\frac{n_{1}}{n}}=z^{n_{1} m c e}$, or $x^{\frac{n_{1}}{n}}=z^{\frac{n_{1} l}{n}}$ where $\frac{n_{1} l}{n}$ is an integer since $l$ is a multiple of $n$.
Similarly $\quad x^{\frac{m_{1}}{m}}=z^{m_{1} n c e}, \quad x^{\frac{e_{1}}{c}}=z^{c_{1} n m e}$, and $x^{\frac{e_{1}}{\epsilon}}=z^{\ell_{1} n m e}$.

Also

$$
d x=n m c e . z^{n m e e-1} d z
$$

Hence

$$
d y=\frac{a z^{n_{1} m c e}+b z^{m_{1} n c e}}{a_{1} z^{c_{1} m n e}+b_{1} z^{e_{1} n m c}}\left(n m c e . z^{n m c e-1} d z\right)
$$

which is a fraction entirely rational.
Ex. To integrate $\quad d y=\frac{2 x^{\frac{1}{2}}-3 x^{\frac{1}{8}}}{3 x^{\frac{2}{3}}+x^{\frac{8}{4}}} d x$.
Assume $x=z^{12}$ : then $x^{\frac{1}{2}}=z^{6}, x^{\frac{1}{8}}=z^{2}, x^{\frac{9}{8}}=z^{8}, x^{\frac{3}{4}}=z^{9}$, and

$$
d x=12 z^{11} \cdot d z
$$

$$
\begin{aligned}
\therefore d y= & \frac{2 z^{6}-3 z^{2}}{3 z^{8}+z^{9}} 12 z^{11} \cdot d z=\frac{24 z^{9}-36 z^{5}}{z+3} d z \\
= & \left(24 z^{8}-72 z^{7}+216 z^{6}-648 z^{5}\right) d z \\
& +1908\left(z^{4}-3 z^{3}+9 z^{2}-27 z+81-\frac{243}{z+3}\right) d z
\end{aligned}
$$

$\therefore y=12 \int\left(2 z^{8}-6 z^{7}+18 z^{6}-54 z^{5}\right) d z$

$$
\begin{aligned}
& +1908 \int\left(z^{4}-3 z^{3}+9 z^{2}-27 z+81-\frac{243}{z+3}\right) d z \\
= & 12\left(\frac{2}{9} z^{9}-\frac{3}{4} z^{8}+\frac{18}{7} z^{7}-9 z^{6}\right)
\end{aligned}
$$

$$
+1908\left[\frac{1}{5} z^{5}-\frac{3}{4} z^{4}+3 z^{3}-\frac{27}{2} z^{2}+81 z-243 \log (z+3)\right]+c
$$

$$
=12\left(\frac{2}{9} x^{\frac{8}{4}}-\frac{3}{4} x^{\frac{2}{3}}+\frac{18}{7} x^{\frac{7}{12}}-9 x^{\frac{1}{2}}\right)
$$

$+1908\left[\frac{1}{5} x^{\frac{5}{18}}-\frac{3}{4} x^{\frac{1}{8}}+3 x^{\frac{1}{4}}-\frac{27}{2} x^{\frac{1}{8}}+81 x^{\frac{1}{12}}-243 \log \left(x^{\frac{1}{12}}+3\right)\right]+c$.
36. $2 d$ Case. When the surds which enter the given expression contain no quantity within the () but one of the form $(a+b x)$.

As an example, take

$$
d y=\frac{(a+b x)^{\frac{n_{1}}{n}}+(a+b x)^{\frac{m_{1}}{)^{n}}}}{(a+b x)^{\frac{c_{1}}{c}}+h} d x
$$

Put $a+b x=z^{n m c}$ where the exponent of $z$ is a multiple of all the denominators $n, m$, and $c$.

Then $(a+b x)^{\frac{n_{1}}{n}}=z^{n_{1} m c},(a+b x)^{\frac{m_{1}}{m}}=z^{m_{1} n c},(a+b x)^{\frac{c_{1}}{c}}=z^{\ell_{1} n m}$,
and

$$
d x=\frac{n m c}{b} \cdot z^{n m c-1} d z
$$

and oy substitution

$$
d y=\frac{z^{n_{1} m c}+z^{m_{2} n c}}{b\left(z^{c_{1} n m}+h\right)} \cdot n m c \cdot z^{n m c-1} d z
$$

which form is entirely rational.
37. 1. To integrate $d y=\frac{x^{3} d x}{(1+4 x)^{\frac{5}{2}}}$.

Assume $\quad 1+4 x=z^{2}$. Then
$r=\frac{z^{2}-1}{4}, d x=\frac{z d z}{2}, x^{3}=\frac{1}{64}\left(z^{6}-3 z^{4}+3 z^{2}-1\right)$, and $(1+4 x)^{\frac{5}{2}}=z^{5}$.
$\therefore d y=\frac{1}{128}\left(\frac{z^{6}-3 z^{4}+3 z^{2}-1}{z^{5}}\right) z d z=\frac{1}{128}\left(z^{2}-3+\frac{3}{z^{2}}-\frac{1}{z^{4}}\right) d z$.

$$
\therefore y=\frac{1}{128}\left(\frac{z^{3}}{3}-3 z-\frac{3}{z}+\frac{1}{3 z^{3}}\right)+c
$$

or $y=\frac{1}{128}\left[\frac{(1+4 x)^{\frac{8}{2}}}{3}-3(1+4 x)^{\frac{1}{2}}-\frac{3}{(1+4 x)^{\frac{1}{2}}}+\frac{1}{3(1+4 x)^{\frac{3}{2}}}\right]+c_{0}$
2.

$$
d y=\frac{d x}{x \sqrt{1+x}}
$$

Put $1+x=z^{2}$. Then $x=z^{2}-1, d x=2 z d z$, and $\sqrt{1+x}=2$

$$
\begin{aligned}
& \therefore d y=\frac{2 z d z}{\left(z^{2}-1\right) z}=\frac{2 d z}{z^{2}-1}=\frac{d z}{z-1}-\frac{d z}{z+1} \\
& \quad \therefore y=\log (z-1)-\log (z+1)+c \\
& \quad y=\log \frac{z-1}{z+1}+c=\log \frac{\sqrt{1+x}-1}{\sqrt{1+x}+1}+c
\end{aligned}
$$

or
38. Case $3 d$. When the proposed fraction contains no surd except one of the form

$$
\sqrt{a+b x \pm c^{2} x^{2}}=c \sqrt{\frac{a}{c^{2}}+\frac{b}{c^{2}} x \pm x^{2}}
$$

When the last term is positive, assume

$$
\begin{gathered}
\sqrt{\frac{a}{c^{2}}+\frac{b}{c^{2}} x+x^{2}}=z+x ; \quad \text { then } \frac{a}{c^{2}}+\frac{b}{c^{2}} x+x^{2}=z^{2}+2 z x+x^{2} \\
\cdot x=\frac{a-c^{2} z^{2}}{2 c^{2} z-b}, \quad d x=-\frac{2 c^{2}\left(a-b z+c^{2} z^{2}\right)}{\left(2 c^{2} z-b\right)^{2}} d z,
\end{gathered}
$$

and

$$
\sqrt{a+b x+c^{2} x^{2}}=c(z+x)=c\left(z+\frac{a-c^{2} z^{2}}{2 c^{2} z-b}\right)=\frac{c\left(a-b z+c^{2} z^{2}\right)}{2 c^{2} z-b} .
$$

The values of $x, \sqrt{a+b x+c^{2} x^{2}}$, and $d x$, being all expressed rationally in terms of $z$, the proposed differential when transformed will also be rational.

Again, if the term involving $x^{2}$ in the surd be negative, denot by $x_{1}$ and $x_{2}$ the roots of the equation

$$
x^{2}-\frac{b x}{c^{2}}-\frac{a}{c^{2}}=0 ; \text { then } x^{2}-\frac{b x}{c^{2}}-\frac{a}{c^{2}}=\left(x-x_{1}\right)\left(x-x_{2}\right)
$$

and therefore $\frac{a}{c^{2}}+\frac{b x}{c^{2}}-x^{2}=\left(x_{2}-x\right)\left(x-x_{1}\right)$.
Now assume $\sqrt{\left(x_{2}-x\right)\left(x-x_{1}\right)}=\left(x-x_{1}\right) \cdot z$.

$$
\therefore x_{2}-x=\left(x-x_{1}\right) z^{2}, \quad \text { whence } \quad x=\frac{x_{2}+x_{1} z^{2}}{1+z^{2}}
$$

$d x=\frac{2\left(x_{1}-x_{2}\right) z d z}{\left(1+z^{2}\right)^{2}}$ and $\sqrt{a+b x-c^{2} x^{2}}=c z\left(x-x_{1}\right)=\frac{c z\left(x_{2}-x_{1}\right)}{1+z^{2}}$.
Hence the several expressions which enter into the proposed dif ferential will be rational, and therefore that differential will become entirely rational.
39. 1. To integrate $d y=\frac{d x}{\sqrt{1+x+x^{2}}}$.

Assume $\sqrt{1+x} \overline{+x^{2}}=z+x$; then $1+x+x^{2}=z^{2}+2 z x+x^{2}$ $x=\frac{1-z^{2}}{2 z-1}, \quad d x=-\frac{2\left(1-z+z^{2}\right)}{(2 z-1)^{2}} d z$, and $\sqrt{1+x+x^{2}}=\frac{1-z+z^{2}}{2 z-1}$.
$\cdot y=-\int \frac{2 z-1}{1-z+z^{2}} \times \frac{2\left(1-z+z^{2}\right)}{(2 z-1)^{2}} d z=-\int \frac{2 d z}{2 z-1}=-\log (2 z-1)+c$
$=\log \frac{1}{2 z-1}+c=\log \frac{1}{2 \sqrt{1+x+x^{2}}-(2 x+1)}+c$
$=\log \left[2 \sqrt{1+x+x^{2}}+(2 x+1)\right]-\log 3+c$
$=\log \left[2 \sqrt{1+x+x^{2}}+2 x+1\right]+c_{1}$.
2.

$$
d y=\frac{d x}{\sqrt{1+x-x^{2}}}
$$

Put $1+x-x^{2}=0$, and find the roots $x_{1}$ and $x_{2}$, thus
$x_{1}=\frac{1}{2}+\frac{1}{2} \sqrt{5} \quad$ and $\quad x_{2}=\frac{1}{2}-\frac{1}{2} v^{5}$. Now assume
$\sqrt{1+x-x^{2}}$ or $\sqrt{\left(x-x_{1}\right)\left(x_{2}-x\right)}=\sqrt{x-\frac{1}{2} \cdot \frac{1}{2} \sqrt{5} \cdot \sqrt{\frac{1}{2}-\frac{1}{2} \sqrt{5}-x}}$

$$
=\left(x-\frac{1}{2}-\frac{1}{2} v^{\sqrt{3}}\right) z .
$$

$\cdot \frac{1}{2}-\frac{1}{2} \sqrt{5}-x=\left(x-\frac{1}{2}-\frac{1}{2} \sqrt{5}\right) z^{2}$ and $x=\frac{\left.\frac{1}{2}-\frac{1}{2} \sqrt{5}+\left(\frac{1}{2}+\frac{1}{2} y^{\prime}\right)^{3}\right) z^{2}}{1+z^{2}}$
$d x=\frac{2 \sqrt{5 .} z d z}{\left(1+z^{2}\right)^{2}}$ and $\sqrt{1+x-x^{2}}=-\frac{\sqrt{5 . z}}{1+z^{2}}$.
$\cdot y=-\int \frac{1+z^{2}}{\sqrt{5} . z} \times \frac{2 \sqrt{5} \cdot z d z}{\left(1+z^{2}\right)^{2}}=-2 \int \frac{d z}{1+z^{2}}=-2 \tan ^{-1} z+c_{0}$
$=-2 \tan ^{-1} \frac{\sqrt{1+x-x^{2}}}{x-\frac{1}{2}-\frac{1}{2} \sqrt{5}}+c=-2 \tan ^{-1} \sqrt{\frac{\frac{1}{2}-\frac{1}{2} \sqrt{5}-x}{x-\frac{1}{2}-\frac{1}{2} \sqrt{5}}}+c$.
3.

$$
d y=\frac{d x}{x \sqrt{a^{2}+b^{2} x^{2}}}
$$

Assume $\sqrt{\frac{a^{2}}{b^{2}}+x^{2}}=z+x ;$ then $\frac{a^{2}}{b^{2}}+x^{2}=z^{2}+2 z x+x^{2}$

$$
x=\frac{a^{2}-b^{2} z^{2}}{2 b^{2} z}, d x=-\frac{2 b^{2}\left(a^{2}+b^{2} z^{2}\right)}{\left(2 b^{2} z\right)^{2}} d z, \text { and } \sqrt{a^{2}+b^{2} x^{2}}=\frac{a^{2}+b^{2} z^{2}}{2 b z}
$$

$$
\therefore y=-\int \frac{2 b^{2} z}{a^{2}-b^{2} z^{2}} \times \frac{2 b z}{a^{2}+b^{2} z^{2}} \times \frac{2 b^{2}\left(a^{2}+b^{2} z^{2}\right)}{\left(2 b^{2} z\right)^{2}} d z=-\int \frac{2 b d z}{a^{2}-b^{2} z^{2}}
$$

$$
\begin{aligned}
& =-\frac{1}{a} \int \frac{b d z}{a+b z}+\frac{1}{a} \int \frac{-b d z}{a-b z}=\frac{1}{a} \log \frac{a-b z}{a+b z}+c \\
& =\frac{1}{a} \log \frac{a+b x-\sqrt{a^{2}+b^{2} x^{2}}}{a-b x+\sqrt{a^{2}+b^{2} x^{2}}}+c=\frac{1}{a} \log \frac{\sqrt{a^{2}+b^{2} x^{2}}-a}{b x}+c .
\end{aligned}
$$

40. The other irrational forms which admit of being rationalized, are chiefly those belonging to the binomial class, which it is proposed to consider carefully in the next chapter.

## CHAPTER V.

## BINOMIAL DIFFERENTIALS.

41. Prop. To determine the conditions under which the general form

$$
d y=x^{\frac{m_{1}}{m}}\left(a+b x^{\frac{n_{1}}{n}}\right)^{\frac{r_{1}}{r}} d x, \text { can be rendered rational. }
$$

If we put $x=z^{m n}$, there will result $x^{\frac{m_{1}}{m}}=z^{m_{1} n}, x^{\frac{n_{1}}{n}}=z^{n_{1} m}$ and

$$
\begin{aligned}
& d x=m n \cdot z^{m n-1} d z . \\
& \quad \therefore d y=z^{m_{1} n}\left(a+b z^{n_{1} m}\right)^{\frac{r_{1}}{r}} n m z^{n m-1} d z,
\end{aligned}
$$

so that the form will be equally general if written thus

$$
d y=x^{m}\left(a+b x^{n}\right)^{p} d x \ldots \ldots(1)
$$

in which $p$ is the only fractional exponent.
Assume $a+b x^{n}=z$; then $x=\left(\frac{z-a}{b}\right)^{\frac{1}{n}}$

$$
x^{m+1}=\left(\frac{z-a}{b}\right)^{\frac{m+1}{n}} \text { and } \quad x^{m} d x=\frac{1}{n b^{\frac{m+1}{n}}}(z-a)^{\frac{m+1}{n}-1} \cdot d z
$$

and by substitution in (1),

$$
d y=\frac{1}{n b^{\frac{m+1}{n}}}(z-a)^{\frac{m+1}{n}-1} z^{p} d z
$$

Hence, if $\frac{m+1}{n}$ be a positive or negative integer, or zero, the quantity $(z-a)^{\frac{m+1}{n}-1}$ can be developed in the form of a series of mamials (with a limited number of terms), a rational fraction, or
mity, and thus the value of $d y$ can be rendered entirely ratibral. For, although $p$ is a fractional exponent, the expression can be so transformed as to remove the fraction, by the method explained in the first case of irrational fractions.

Again, since $x^{m}\left(a+b x^{n}\right)^{p}=x^{m+n p}\left(a x^{-n}+b\right)^{p}$, if we put

$$
\begin{gathered}
a x^{-n}+b=z \text {, there will result, } \\
x=\left(\frac{z-b}{a}\right)^{-\frac{1}{n}}, x^{m+n p+1}=\left(\frac{z-b}{a}\right)^{\frac{m+n p+1}{-n}} \\
\therefore x^{m+n p} d x=-\frac{a^{\frac{m+n p+1}{n}}}{n}(z-b)^{-\frac{m+1}{n}-p-1} d z . \\
\therefore d y=-\frac{a^{\frac{m+n p+1}{n}}}{n}(z-b)^{-\frac{m+1}{n}-p-1} \cdot z^{p} \cdot d z .
\end{gathered}
$$

And this can be readily rationalized when $\frac{m+1}{n}+p$ is a positive or negative integer or zero.

We conclude, therefore, that there are two cases in which it will be possible to rationalize the general binomial differential, viz.:

1st. When the exponent $m$ of $x$ exterior to the parenthesis, increased by unity, is exactly divisible by the exponent $n$ of $x$ within the (); or

2d. When the fraction thus formed, increased by the exponent $p$ of the ( ) is an integer or zero.
42. These two relations are called the conditions of integrability of binomial differentials.
43. 1. To integrate $d y=x^{5}\left(a+x^{2}\right)^{\frac{1}{3}} d x$.

Here $m=5, n=2, \therefore \frac{m+1}{n}=3$, an integer,
and the expression can be rendered rational.
Put $\quad a+x^{2}=z, \therefore x=(z-a)^{\frac{1}{2}}, x^{6}=(z-a)^{3}$
$x^{5} d x=\frac{1}{2}(z-a)^{2} d z$, and $d y=\frac{1}{2}(z-a)^{2} \cdot z^{\frac{1}{8}} d z=\frac{1}{2}\left(z^{\frac{7}{3}}-2 a z^{\frac{4}{3}}+a^{2} z^{\frac{1}{8}}\right) d z$
$\therefore y=\frac{1}{2} \int\left(z^{\frac{7}{8}}-2 a z^{\frac{4}{3}}+a^{2} z^{\frac{1}{8}}\right) d z=\frac{1}{2}\left(\frac{3}{10} z^{\frac{10}{3}}-\frac{6}{7} a z^{\frac{7}{8}}+\frac{3}{4} a^{2} z^{\frac{4}{8}}\right)+c$,

$$
=\frac{3}{20}\left(a+x^{2}\right)^{\frac{10}{8}}-\frac{3}{7}\left(a+x^{2}\right)^{\frac{7}{3}} \cdot a+\frac{3}{8}\left(a+x^{2}\right)^{\frac{4}{3}} \cdot a^{2}+c .
$$

2. 

$$
d y=\frac{d x}{x^{2}\left(1+x^{2}\right)^{\frac{8}{2}}}=x^{-2}\left(1+x^{2}\right)^{-\frac{8}{2}} d x
$$

Here

$$
m=-2, \quad n=2, \quad \text { and } \quad p=-\frac{3}{2}
$$

$$
\therefore \frac{m+1}{n}=-\frac{1}{2}, \text { a fraction } ;
$$

but $\quad \frac{m+1}{n}+p=-\frac{1}{2}-\frac{3}{2}=-2$, a negative integer, and the expression can therefore be rendered rational by the second transformation.

$$
\begin{aligned}
& \text { Put } \quad x^{-2}+1=z, \quad \therefore x=(z-1)^{-\frac{1}{2}}, x^{-4}=(z-1)^{2} \\
& \qquad \begin{array}{c}
x^{-5} \cdot d x=-\frac{1}{2}(z-1) d z, \text { and } \quad d y=-\frac{1}{2}(z-1) z^{-\frac{8}{2}} d z . \\
\text { or, } \\
\qquad y=-\frac{1}{2} z^{-\frac{1}{2}} d z+\frac{1}{2} z^{-\frac{8}{2}} d z . \\
\therefore y=-\frac{1}{2} \int z^{-\frac{1}{2}} d z+\frac{1}{2} \int z^{-\frac{1}{2}} d z=-\left(z^{\frac{1}{2}}+z^{-\frac{1}{2}}\right)+c . \\
=-\frac{z+1}{z^{\frac{1}{2}}}+c=-\frac{x^{-2}+2}{\sqrt{x^{-2}}+c}+c=-\frac{1}{\sqrt{1+x^{2}}}\left(\frac{1}{x}+2 x\right)+c .
\end{array}
\end{aligned}
$$

## CHAPTER VI.

## FORMULE OF REDUCTION.

44. When a binomial differential satisfies either of the conditions of integrability, it is possible to transform it into a rational expression; but, instead of applying this process of rationalization directly, it is often more convenient to employ certain formuloe of reduction, which render the proposed integral dependent upon others of simpler form, or such as have been previously integrated.
45. Such formulæ are deduced by employing another known as the formula for integration by parts.

Thus, since

$$
d(u v)=u d v+v d u, \text { we have }
$$

$$
\int u d v=u v-\int v d u . . \ldots(1)
$$

By this formula, $\int u d v$, is made to depend upon $\int v d u$, which latter integral may be more simple.
46. Prop. To obtain a formula for diminishing the exponent $m$ of $x$, exterior to the ( ), in the general binomial form

$$
y=\int x^{m}\left(a+b x^{n}\right)^{p} d x
$$

Put $\quad\left(a+b x^{n}\right)^{p} x^{n-1} d x=d v$, and $x^{m-n+1}=u$.
Then $v=\frac{\left(a+b x^{n}\right)^{p+1}}{n b(p+1)}$, and $d u=(m-n+1) x^{m-n} d x$.
But $y=\int x^{m-n+1}\left(a+b x^{n}\right)^{p} x^{n-1} d x=\int u d v=u v-\int v d u$.
$\therefore y=\frac{x^{m-n+1}\left(a+b x^{n}\right)^{p+1}}{n b(p+1)}-\frac{m-n+1}{n b(p+1)} \int x^{m-n}\left(a+b x^{n}\right)^{p+1} d x$ (2).

The formula (2), effects the object of diminishing the exponent $m$ of $x$, but it increases by unity the exponent $p$ of the (), and as this would often be an inconvenience, we must endeavor to modify (2).

$$
\begin{aligned}
& \text { Now } \int x^{m-n}\left(a+b x^{n}\right)^{p+1} d x=\int x^{m-n}\left(a+b x^{n}\right)^{p}\left(a+b x^{n}\right) d x \\
& \quad=a \int x^{m-n}\left(a+b x^{n}\right)^{p} d x+b \int x^{m}\left(a+b x^{n}\right)^{p} d x .
\end{aligned}
$$

$\therefore y=\int x^{m}\left(a+b x^{n}\right)^{p} d x=\frac{x^{m-n+1}\left(a+b x^{n}\right)^{p+1}}{n b(p+1)}$
$-\frac{(m-n+1) a}{\mu b(\mu+1)} \int x^{m-n}\left(a+b x^{n}\right)^{p} d x-\frac{m-n+1}{n(p+1)} \int x^{m}\left(a+b x^{n}\right)^{p} d x$.
Transposing the last term to the first member and reducing, we have

$$
\begin{aligned}
\frac{n p+m+1}{n(p+1)} \int x^{m}\left(a+b x^{n}\right)^{p} d x & =\frac{x^{m-n+1}\left(a+b x^{n}\right)^{p+1}}{n h(p+1)} \\
& -\frac{(m-n+1) a}{n b(p+1)} \int x^{m-n}\left(a+b x^{n}\right)^{p} d x .
\end{aligned}
$$

Hence $\quad y=\int x^{m}\left(a+b x^{n}\right)^{p} d x$
$=\frac{x^{m-n+1}\left(a+b x^{n}\right)^{p+1}-(m-n+1) a \int x^{m-n}\left(a+b x^{n}\right)^{p} d x}{b(n p+m+1)} \cdots(A)$.
47. By this formula, the proposed integral is made to depend upon another of a similar form, but having the exponent $m-n$ of $x$, exterior to the (), less than the original exponent $m$, by $n$, the exponent of $x$ within the () .
48. Prip. To obtain a formula for diminishing the exponent $p$ of the () , in the general integral

$$
\begin{gathered}
y=\int x^{m}\left(a+b x^{n}\right)^{p} d x \\
\text { Since } \int x^{m}\left(a+b x^{n}\right)^{p} d x=\int x^{m}\left(a+b x^{n}\right)^{p-1}\left(a+b x^{n}\right) d x \\
=a \int x^{m}\left(a+b x^{n}\right)^{p-1} d x+b \int x^{m+n}\left(a+b x^{n}\right)^{p-1} d x
\end{gathered}
$$

and since by applying formula $(A)$ to the last integral, replacing $m$ by $(n+n)$, and $p$ by $(p-1)$, we get
$\int x^{m+n}\left(a+b x^{n}\right)^{p-1} d x=\frac{x^{m+1}\left(a+b x^{n}\right)^{p}-(m+1) a \int x^{m}\left(a+b x^{n}\right)^{p-1} d x}{b(n p+m+1)}$.

$$
\begin{aligned}
\therefore y= & \int x^{m}\left(a+b x^{n}\right)^{p} d x=a \int x^{m}\left(a+b x^{n}\right)^{p-1} d x+\frac{x^{m+1}\left(a+b x^{n}\right)^{p}}{n p+m+1} \\
& -\frac{(m+1) a}{n p+m+1} \int x^{m}\left(a+b x^{n}\right)^{p-1} d x \\
= & \frac{x^{n+1}\left(a+b x^{n}\right)^{p}+p n a \int x^{m}\left(a+b x^{n}\right)^{p-1} d x}{n p+m+1} \ldots(B)
\end{aligned}
$$

49. By the use of this formula, the proposed integral is made to depend upon a similar integral, but having the exponent of the ( ) diminished by unity.
50. When the exponents $m$ and $p$ are negative, and numerically large, it is generally convenient to increase them, so as to bring their values nearer to zero, and hence we require two additional formulæ, one for increasing the exponent of the variable exterior to the (), and the other, for increasing the exponent of the ().
51. Prop. To obtain a formula for increasing the exponent $-m$, of the parenthesis in the general integral

$$
y=\int x^{-m}\left(a+b x^{n}\right)^{p} d x
$$

From formula $(A)$, we obtain, by transposition and reduction,

$$
\int x^{m-n}\left(a+b x^{n}\right)^{p} d x=\frac{x^{m-n+1}\left(a+b x^{n}\right)^{p+1}-b(n p+m+1) \int x^{m}\left(a+b x^{n}\right)^{p} d x}{a(m-n+1)} .
$$

Now making $m-n=-m_{1}$, or $m=n-m_{1}$, there results

$$
=\frac{\int x^{-m_{1}}\left(a+b x^{n}\right)^{p} d x}{} \frac{x^{-m_{1}+1}\left(a+b x^{n}\right)^{p+1}-b\left(n p+n-n_{1}+1\right) \int x^{-m_{1}+n}\left(a+b x^{n}\right)^{p} d x}{a\left(-m_{1}+1\right)},
$$

or by omitting the subscript accents and reducing,

$$
\begin{gathered}
y=\int x^{-m}\left(a+b x^{n}\right)^{p} d x \\
=\frac{x^{-m+1}\left(a+b x^{n}\right)^{p+1}+b(m-n p-n-1) \int x^{-m+n}\left(a+b x^{n}\right)^{p} d x}{-a(m-1)} \cdots(C) .
\end{gathered}
$$

52. By the use of this formula the exponent $-m$ of $x$ exterior to the () is increased by $n$ the exponent of $x$ within the ().
53. Prop. To obtain a formula for increasing the exponent $-\boldsymbol{p}$ of the () in the general integral

$$
y=\int x^{m}\left(a+b x^{n}\right)^{-p} d x
$$

From formula ( $B$ ) we obtain, by transposition and reduction,

$$
\int x^{m}\left(a+b x^{n}\right)^{p-1} d x=\frac{x^{m+1}\left(a+b x^{n}\right)^{p}-(n p+m+1) \int x^{m}\left(a+b x^{n}\right)^{p} d x}{-p n a} .
$$

Now making $p-1=-p_{1}$ or $p=1-p_{1}$, there results

$$
\int x^{m}\left(a+b x^{n}\right)^{-p_{1}} d x
$$

$$
=\frac{x^{m+1}\left(a+b x^{n}\right)^{-p_{1}+1}+\left(n p_{1}-n-m-1\right) \int x^{m}\left(a+b x^{n}\right)^{-p_{1}+1} d x}{-n a\left(-p_{1}+1\right)}
$$

or by omitting accents and reducing

$$
\begin{gathered}
y=\int x^{m}\left(a+b x^{n}\right)^{-p} d x \\
=\frac{x^{m+1}\left(a+b x^{n}\right)^{-p+1}+(n p-n-m-1) \int x^{m}\left(a+b x^{n}\right)^{-p+1} d x}{n a(p-1)} \cdots(D) .
\end{gathered}
$$

54. By the use of this formula, the exponent $-p$ of the () is increased by unity.

Applications of Formulce (A), (B), (C), and (D).
55. 1. To integrate $d y=\frac{x^{m} d x}{\sqrt{1-x^{2}}}$ where $m$ is an odd integer.

Put $m$ successively equal to $1,3,5,7, \& c$., and apply $\uparrow 1 i$. Thus $\int \frac{x d x}{\sqrt{1-x^{2}}}=-\sqrt{1-x^{2}}+C_{1}$ by the rule for powers. $\int \frac{x^{3} d x}{\sqrt{1-x^{2}}}=-\frac{1}{3} x^{2} \sqrt{1-x^{2}}+\frac{2}{3} \int \frac{x d x}{\sqrt{1-x^{2}}}$ by form-da (A) in which $m=3, n=2$, and $p=-\frac{1}{2}$
$\int \frac{x^{5} d x}{\sqrt{1-x^{2}}}=-\frac{1}{5} x^{4} \sqrt{1-x^{2}}+\frac{4}{5} \int \frac{x^{3} d x}{\sqrt{1-x^{2}}}$ by formula $(A)$, in which $m=5, n=2$, and $p=-\frac{1}{2}$.
$\int \frac{x^{7} d x}{\sqrt{1-x^{2}}}=-\frac{1}{7} x^{6} \sqrt{1-x^{2}}+\frac{6}{7} \int \frac{x^{5} d x}{\sqrt{1-x^{2}}} ;$ and generally
$\int \frac{x^{m} d x}{\sqrt{1-x^{2}}}=-\frac{1}{m} x^{m-1} \sqrt{1-x^{2}}+\frac{m-1}{m} \int \frac{x^{m-2} d x}{\sqrt{1-x^{2}}}$.
Hence by substitution,
$\int \frac{x^{3} d x}{\sqrt{1-x^{2}}}=-\left(\frac{1}{3} x^{2}+\frac{1.2}{1.3}\right) \sqrt{1-x^{2}}+C_{3}$
$\int \frac{x^{5} d x}{\sqrt{1-x^{2}}}=-\left(\frac{1}{5} x^{4}+\frac{1.4}{3.5} x^{2}+\frac{1.2 .4}{1.3 .5}\right) \sqrt{1-x^{2}}+C_{5}$,
$\int \frac{x^{7} d x}{\sqrt{1-x^{2}}}=-\left(\frac{1}{7} x^{6}+\frac{1.6}{5.7} x^{4}+\frac{1.4 .6}{3.5 .7} x^{2}+\frac{1.2 .4 .6}{1.3 .5 .7}\right) \sqrt{1-x^{2}}+C_{7}$,
and generally

$$
\begin{gathered}
\int \frac{x^{m} d x}{\sqrt{1-x^{2}}}=-\left[\frac{1}{m} x^{m-1}+\frac{1 \cdot(m-1)}{(m-2) \cdot m} x^{m-3}+\frac{1 \cdot(m-3)(m-1)}{(m-4)(m-2) m} x^{m-5}+\& c .\right. \\
\cdots \\
\left.\cdots+\frac{1 \cdot 2 \cdot 4 \cdot 6 \ldots(m-3)(m-1)}{1 \cdot 3 \cdot 5 \cdot 7 \ldots(m-2)(m)}\right] \sqrt{1-x^{2}}+C_{m} .
\end{gathered}
$$

2. To integrate $d y=\frac{x^{m} d x}{\sqrt{1-x^{2}}}$, where $m$ is an even integer.

Put $m=0,2,4,6, \& c$., and apply $(A)$ thus
$\int \frac{d x}{\sqrt{1-x^{2}}}=\sin ^{-1} x+C_{0}$ by one of the circular forms.
$\int \frac{x^{2} d x}{\sqrt{1-x^{2}}}=-\frac{1}{2} x \sqrt{1-x^{2}}+\frac{1}{2} \int \frac{d x}{\sqrt{1-x^{2}}}$ by formula $(A)$, in which $m=2, n=2$, and $p=-\frac{1}{2}$.
$\int \frac{x^{4} d x}{\sqrt{1-x^{2}}}=-\frac{1}{4} x^{3} \sqrt{1-x^{2}}+\frac{3}{4} \int \frac{x^{2} d x}{\sqrt{1-x^{2}}}$ by formula $(A)$, in which $m=4, n=2$, and $p=-\frac{1}{2}$.
$\int \frac{x^{6} d x}{\sqrt{1-x^{2}}}=-\frac{1}{6} x^{5} \sqrt{1-x^{2}}+\frac{5}{6} \int \frac{x^{4} d x}{\sqrt{1-x^{2}}} ;$ and generally
$\int \frac{x^{m} d x}{\sqrt{1-x^{2}}}=-\frac{1}{m} x^{m-1} \sqrt{1-x^{2}}+\frac{m-1}{m} \int \frac{x^{m-2} d x}{\sqrt{1-x^{2}}}$.
Hence by substitution,

$$
\begin{aligned}
& \int \frac{x^{2} d x}{\sqrt{1-x^{2}}}=-\frac{1}{2} x \sqrt{1-x^{2}}+\frac{1}{2} \sin ^{-1} x+C_{2} . \\
& \int \frac{x^{4} d x}{\sqrt{1-x^{2}}}=-\left(\frac{1}{4} x^{3}+\frac{1.3}{2.4} x\right) \sqrt{1-x^{2}}+\frac{1.3}{2.4} \sin ^{-1} x+C_{4} . \\
& \int \frac{x^{6} d x}{\sqrt{1-x^{2}}}=-\left(\frac{1}{6} x^{5}+\frac{1.5}{4.6} x^{3}+\frac{1.3 .5}{2.4 .6} x\right) \sqrt{1-x^{2}}+\frac{1.3 .5}{2.4 .6} \sin ^{-1} x+C_{8)}
\end{aligned}
$$

and generally

$$
\begin{aligned}
\int \frac{x^{m} d x}{\sqrt{1-x^{2}}}=-\left(\frac{1}{m} x^{m-1}\right. & +\frac{1 .(m-1)}{(m-2) m} x^{m-3}+\frac{1 .(m-3)(m-1)}{(m-4)(m-2) m} x^{m-5}+\& c . \\
\cdots+ & \left.+\frac{1.3 \cdot 5 \cdot 7 \ldots(m-3)(m-1)}{2.4 \cdot 6 \cdot 8 \ldots(m-2) m} x\right) \sqrt{1-x^{2}} \\
& +\frac{1.3 \cdot 5 \cdot 7 \ldots(m-3)(m-1)}{2.4 \cdot 6 \cdot 8 \ldots(m-2) \cdot m} \sin ^{-1} x+C_{m^{\prime}}
\end{aligned}
$$

3. $d y=\frac{d x}{x^{2} \sqrt{1+x}}=x^{-2}(1+x)^{-\frac{1}{2}} d x$.

Make $m=+2, p=-\frac{1}{2}$, and $n=1$, and apply $(C)$ : then

$$
\begin{aligned}
\int \frac{d x}{x^{2} \sqrt{1+x}} & =-\frac{x^{-1}(1+x)^{\frac{1}{2}}}{1 \cdot(2-1)}-\frac{\frac{1}{2} \int x^{-1}(1+x)^{-\frac{1}{2}} d x}{1 \cdot(2-1)} \\
& =-\frac{\sqrt{1+x}}{x}-\frac{1}{2} \int \frac{d x}{x \sqrt{1+x}}
\end{aligned}
$$

Now put $1+x=z^{2}$, then $x=z^{2}-1, d x=2 z d z$ and $\sqrt{1+x}=z$.

$$
\begin{aligned}
\therefore \int \frac{d x}{x \sqrt{1+x}} & =\int \frac{2 z d z}{\left(z^{2}-1\right) z}=\int \frac{2 d z}{z^{2}-1}=\int \frac{d z}{z-1}-\int \frac{d z}{z+1} \\
& =\log \frac{z-1}{z+1}+C=\log \frac{\sqrt{1+x}-1}{\sqrt{1+x}+1}+C . \\
\therefore y= & -\frac{\sqrt{1+x}}{x}-\frac{1}{2} \log \frac{\sqrt{1+x}-1}{\sqrt{1+x}+1}+C_{1} . \\
\text { 4. } \quad d y & =\frac{(a+b x)^{\frac{3}{2}}}{x} d x=x^{-1}(a+b x)^{\frac{3}{2}} d x .
\end{aligned}
$$

Put $m=-1, n=1$, and $p=\frac{3}{2}$, and apply $(B)$; then

$$
\int \frac{(a+b x)^{\frac{3}{2}} d x}{x}=\frac{x^{0}(a+b x)^{\frac{8}{2}}}{\frac{3}{2}+1-1}+\frac{\frac{3}{2} a}{\frac{3}{2}} \int x^{-1}(a+b x)^{\frac{1}{2}} d x
$$

Now put $m=-1, \quad n=1$, and $p=\frac{1}{2}, \quad$ and apply $(B)$ to the last integral; thus

$$
\int x^{-1}(a+b x)^{\frac{1}{2}} d x \doteq \frac{x^{0}(a+b x)^{\frac{1}{2}}}{\frac{1}{2}+1-1}+\frac{\frac{1}{2} a}{\frac{1}{2}} \int x^{-1}(a+b x)^{-\frac{1}{2}} d x
$$

Now put $a+b x=z^{2} ;$ then $x=\frac{z^{2}-a}{b}, d x=\frac{2 z d z}{b}$, and $\sqrt{a+b x}=2$.

$$
\begin{array}{r}
\therefore \int x^{-1}(a+b x)^{-\frac{1}{2}} d x=\int \frac{2 d z}{z^{2}-a}=\int \frac{\frac{1}{\sqrt{a}} d z}{z-\sqrt{a}}-\int \frac{\frac{1}{\sqrt{a}} d z}{z+\sqrt{a}} \\
\quad=\frac{1}{\sqrt{a}} \log \frac{z-\sqrt{a}}{z+\sqrt{a}}+C=\frac{1}{\sqrt{a}} \log \frac{\sqrt{a+b x}-\sqrt{a}}{\sqrt{a+b x}+\sqrt{a}}+C .
\end{array}
$$

and by substitutior.,
$\therefore y=\frac{2}{3}(a+b x)^{\frac{3}{2}}+2 a(a+b x)^{\frac{1}{2}}+a^{\frac{8}{2}} \log \frac{\sqrt{a+b x}-\sqrt{a}}{\sqrt{a+b x}+\sqrt{a}}+C_{1}$.
5. $\quad d y=\frac{d x}{x(1+2 x)^{\frac{8}{2}}}=x^{-1}(1+2 x)^{-\frac{8}{2}} d x$.

Put $m=-1, \quad n=1, \quad p=\frac{3}{2}, \quad$ and apply $(D)$, then

$$
\int \frac{d x}{x(1+2 x)^{\frac{8}{2}}}=\frac{x^{0}(1+2 x)^{-\frac{1}{2}}}{1 \cdot\left(\frac{3}{2}-1\right)}-\frac{1-1-\frac{3}{2}+1}{\frac{1}{2}} \int x^{-1}(1+2 x)^{-\frac{1}{2}} d x
$$

But $\int x^{-1}(1+2 x)^{-\frac{1}{2}} d x=\log \frac{\sqrt{1+2 x}-1}{\sqrt{1+2 x}+1}+C$, by the last ex. ample.

$$
\therefore y=\frac{2}{\sqrt{1+2 x}}+\log \frac{\sqrt{1+2 x}-1}{\sqrt{1+2 x}+1}+C_{1}
$$

## CHAPTER VII.

## LOGARITHMIC AND EXPONENTIAL FUNCTIONS.

56. We shall now proceed to the integration of those forms which involve transcendental functions, beginning with the case of logarithmic functions.
57. Of the logarithmic forms, only a very limited number can be integrated, except by methods of approximation. The principal integrable forms will be examined.
58. Prop. To integrate the form $d y=X \cdot \log ^{n} x \cdot d x$, in which $X$ is a given algebraic function of $x$.

Put $X d x=d v$, and $\log ^{n} x=u$, and apply the formula for inte gration by parts. Thus
$v=\int X d x$, and $d u=n \cdot \log ^{n-1} x \cdot \frac{d x}{x}$, and since $\int u d v=u v-\int v d u$, $\therefore \int X \cdot \log ^{n} x . d x=\log ^{n} x . \int X d x-\int\left[n \cdot \log ^{n-1} x . \int(X d x) \cdot \frac{d x}{x}\right]$
or, by making $\quad \int X d x=X_{1}$

$$
y=X_{1} \log ^{n} x-n \int \frac{X_{1}}{x} \cdot \log ^{n-1} x \cdot d x
$$

If, therefore, it be possible to integrate the algebraic form $X d x$, the proposed integral will depend upon another of the same general form, but having the exponent of the logarithm less by unity.
Now put $\int \frac{X_{1}}{x} d x=X_{2}$, and by a similar process, there will result

$$
\int \frac{X_{1}}{x} \log ^{n-1} x \cdot d x=X_{2} \log ^{n-1} x-(n-1) \int \frac{X_{2}}{x} \log ^{n-2} x \cdot d x
$$

If $n$ be a positive integer, the repeated application of this formula will cause the proposed integral to depend ultimately upon the algebraic form $\int \frac{X_{n}}{x} d x$, provided we can integrate $X d x, \frac{X_{1}}{x} d x, \frac{X_{2}}{x} d x$, \&c., obtaining in each an integral in the algebraic form.
Ex. To integrate $\quad d y=\frac{\log x \cdot d x}{(1+x)^{2}}$.
Here

$$
X=\frac{1}{(1+x)^{2}}=(1+x)^{-2}
$$

$$
\therefore \int X d x=\int(1+x)^{-2} d x=-\frac{1}{1+x}=X_{1}
$$

Also, $\quad n=1, \quad$ and $\quad \therefore y=-\frac{\log x}{1+x}+\int \frac{d x}{x+x^{2}}$.
But $\int \frac{d x}{x+x^{2}}=\int \frac{d x}{x}-\int \frac{d x}{1+x}=\log x-\log (1+x)+C$.
$\therefore y=-\frac{\log x}{1+x}+\log x-\log (1+x)+C=\frac{x}{1+x} \log x-\log (1+x)+C$.
59. Prop. To integrate the form $d y=x^{m} \cdot \log ^{n} x . d x$, in which $n$ is a positive integer.
Put $x^{m}=X ;$ then $\quad X_{1}=\int X d x=\int x^{m} d x=\frac{x^{m+1}}{m+1}$.
And, therefore, by the last proposition,

$$
y=\int x^{m} \cdot \log ^{n} x \cdot d x=\frac{x^{m+1}}{m+1} \log ^{n} x-\frac{n}{m+1} \int x^{m} \cdot \log ^{n-1} x \cdot d x:
$$

and similarly,

$$
\begin{aligned}
\int x^{m} \log ^{n-1} x d x & =\frac{x^{m+1}}{m+1} \log ^{n-1} x-\frac{n-1}{m+1} \int x^{m} \log ^{n-2} x d x . \\
\int x^{m} \log ^{n-2} x d x & =\frac{x^{m+1}}{m+1} \log ^{n-2} x-\frac{n-2}{m+1} \int x^{m} \log ^{n-3} x . d x . \\
\& c . & \& c .
\end{aligned}
$$

Hence by successive substitutions,

$$
\begin{aligned}
y=\Gamma x^{m} \log ^{n} x d x & =\frac{x^{m+1}}{m+1}\left[\log ^{n} x-\frac{n}{m+1} \log ^{n-1} x+\frac{n(n-1)}{(m+1)^{2}} \log ^{n-2} x\right. \\
& -\frac{n(n-1)(n-2)}{(m+1)^{3}} \log ^{n-3} x+\& c . \\
& \left.\ldots \ldots \pm \frac{n(n-1)(n-2)(n-3) \ldots 3.2 .1}{(m+1)^{n}}\right]+C .
\end{aligned}
$$

Cor. This formula ceases to be applicable when $m=-1$, as the terms become infinite; but we then have

$$
\int x^{-1} \log ^{n} x \cdot d x=\int \log ^{n} x \cdot \frac{d x}{x}=\int \log ^{n} x \cdot d(\log x)=\frac{\log ^{n+1} x}{n+1}+C
$$

$E x$. To integrate $\quad d y=x^{3} \cdot \log ^{3} x . d x$.
Here $m=3, \quad n=3, \quad m+1=4, \quad n-1=2, \quad n-2=1$.
$\therefore y=\int x^{3} \cdot \log ^{3} x . d x=\frac{x^{4}}{4}\left[\log ^{3} x-\frac{3}{4} \log ^{2} x+\frac{3 \cdot 2}{4^{2}} \log x-\frac{3 \cdot 2.1}{4^{3}}\right]+C$.
2. $\quad d y=\frac{\operatorname{lou}^{5} x}{x^{\frac{3}{2}}} \cdot d x=x^{-\frac{3}{2}} \log ^{5} x \cdot d x$.

Here

$$
m=-\frac{3}{2} \quad \text { and } \quad n=5
$$

$\therefore m+1=-\frac{1}{2}, n-1=4, n-2=3, n-3=2, n-4=1$.
$\therefore y=-\frac{2}{x^{\frac{1}{2}}}\left[\log ^{5} x+5.2 \log ^{4} x+5.4 .2^{2} \log ^{3} x\right.$
$\left.+5.4 .3 .2^{3} \log ^{2} x+5.4 .3 .2 .2^{4} \log x+5.4 .3 .2 .1 .2^{5}\right]+C$.
Remark. If we suppose $n$ to be a positive fraction, the same formula will apply, but the series will not terminate.
60. Prop. To integrate the form $d y=\frac{x^{m} d x}{\log ^{n} x^{x}}$ in which $n$ is a positive integer.

Put $\quad x^{m+1}=u$ and $\frac{1}{\log ^{n} x} \cdot \frac{d x}{x}=d v$, then

$$
d u=(m+1) x^{m} d x, \quad \text { and } \quad v=\frac{-1}{(n-1) \log ^{n-1} x}
$$

Applying the formula $\int u d v=u v-\int v d u$, we obtain

$$
\begin{aligned}
& \int \frac{x^{m} d x}{\log ^{n} x}=-\frac{x^{m+1}}{(n-1) \log ^{n-1} x}+\frac{m+1}{n-1} \int \frac{x^{m} d x}{\log ^{2-1} x}, \text { and similarly } \\
& \int \frac{x^{m} d x}{\log ^{n-1} x}=-\frac{x^{m+1}}{(n-2) \log ^{n-2} x}+\frac{m+1}{n-2} \int \frac{x^{m} d x}{\log ^{n-2} x} . \\
& \int \frac{x^{m} d x}{\log ^{n-2} x}=-\frac{x^{m+1}}{(n-3) \log ^{n-3} x}+\frac{m+1}{n-3} \int \frac{x^{m} d x}{\log ^{n-3} x} \cdot \& c . \& c . \& c . \\
& \therefore y=\int \frac{x^{m} d x}{\log ^{n} x}=-\frac{x^{m+1}}{n-1}\left[\frac{1}{\log ^{n-1} x}+\frac{m+1}{n-2} \cdot \frac{1}{\log ^{n-2} x}\right. \\
&+\frac{(m+1)^{2}}{(n-2)(n-3)} \cdot \frac{1}{\log ^{n-3} x^{2}} \\
& \therefore c . \\
& \ldots\left.+\frac{(m+1)^{n-2}}{(n-2)(n-3)(n-4) \ldots 3.2 .1} \cdot \frac{1}{\log x}\right] \\
&+\frac{(m+1)^{n-1}}{(n-1)(n-2)(n-3) \ldots 3.2 .1} \int \frac{x^{m} d x}{\log x}
\end{aligned}
$$

The last integral admits of only an approximate determination, but its form may be simplified; thus, put $z=x^{m+1}$, then $d z=(m+1) x^{m} d x$, and $(m+1) \log x=\log z$.

$$
\therefore \int \frac{x^{m} d x}{\log x}=\int \frac{d z}{\log z}
$$

This, also, can only be integrated approximately by expanding the expression under the sign of integration into a series, and then integrating the terms separately, a method which will be considered more at length in a future chapter.
3. To integrate approximately $d y=\frac{x^{4} d x}{\log ^{3} x}$.

Here $m=4$ and $n=3, \therefore m+1=5, n-1=2, n-2=1$.

$$
\therefore y=\int \frac{x^{4} d x}{\log ^{3} x}=-\frac{x^{5}}{2}\left[\frac{1}{\log ^{2} x}+\frac{5}{1} \cdot \frac{1}{\log x}\right]+\frac{25}{2} \int \frac{x^{4} d x}{\log x},
$$

Now put $\quad x^{5}=z$, then $\int \frac{x^{4} d x}{\log x}=\int \frac{d z}{\log z}$;
and, making $\log z=t$, we have $z=e^{t}, d z=e^{t}$. $d t$.

$$
\begin{aligned}
& \begin{aligned}
& \therefore \int \frac{d z}{\log z}= \int \frac{e^{t} d t}{t}=\int\left(1+\frac{t}{1}+\frac{t^{2}}{1.2}+\frac{t^{3}}{1.2 .3}+\& c .\right) \frac{d t}{t} \\
&= \log t+t+\frac{t^{2}}{1.2^{2}}+\frac{t^{3}}{1.2 .3^{2}}+\& c . \\
&= \log \left[\log x^{5}\right]+\log x^{5}+\frac{1}{1.2^{2}} \log ^{2} x^{5}+\frac{1}{1.2 .3^{2}} \log ^{3} x^{5}+\& c . \\
& \therefore y=-\frac{x^{5}}{2 \log ^{2} x}-\frac{5 x^{5}}{2 \log x}+\frac{25}{2}\left[\log \left(\log x^{5}\right)+\log x^{5}+\frac{1}{1.2^{2}} \log ^{2} x^{5}\right. \\
&\left.+\frac{1}{1.2 .3^{2}} \log ^{3} x^{5}+\& c .\right] .
\end{aligned}
\end{aligned}
$$

## Exponential Functions.

61. To integrate the form $d y=a^{x} \cdot x^{m} \cdot d x$, when $m$ is a positive integer.
Put $a^{x} d x=d v$, and $x^{m}=u$; then $v=\frac{1}{\log a} \cdot a^{x}$ and $d u=m x^{m-1} d x$.
$\therefore \int a^{x} \cdot x^{m} \cdot d x=\frac{a^{x} \cdot x^{m}}{\log a}-\frac{m}{\log a} \int a^{x} \cdot x^{m-1} d x$, and similarly

- $\int a^{x} \cdot x^{m-1} d x=\frac{a^{x} \cdot x^{m-1}}{\log a}-\frac{m-1}{\log a} \int a^{x} \cdot x^{m-2} d x$

$$
\int a^{x} \cdot x^{m-2} d x=\frac{a^{x} x^{m-2}}{\log a}-\frac{m-2}{\log a} \int a^{x} \cdot x^{m-3} d x, \& c . \& c \cdot \& a
$$

Sence, by substitution,

$$
\begin{aligned}
& y=\int a^{x} \cdot x^{m} \cdot d x=\frac{a^{x}}{\log a}\left[x^{m}-\frac{m x^{m-1}}{\log a}\right. \\
& \quad+\frac{m(m-1) x^{m-2}}{\log ^{2} a}-\frac{m(m-1)(m-2) x^{m-3}}{\log ^{3} a}+\& c_{0} . \\
& \left.\ldots \ldots \pm \frac{m(m-1) \ldots 2.1}{\log ^{m} a}\right]+C .
\end{aligned}
$$

62. Prop. To integrate $d y=\frac{a^{x}}{x^{m}} d x$, when $m$ is a positive integer. Put $x^{-m} d x=d v$ and $a^{x}=u$; then $v=-\frac{x^{-m+1}}{m-1}$ and $d u=\log a . a^{x} d x$.
$\therefore \int \frac{a^{x} d x}{x^{m}}=-\frac{a^{x}}{(m-1) x^{m-1}}+\frac{\log a}{m-1} \int \frac{a^{x} d x}{x^{m-1}}$, and similarly,

$$
\begin{aligned}
& \int \frac{a^{x} d x}{x^{m-1}}=-\frac{a^{x}}{(m-2) x^{m-2}}+\frac{\log a}{m-2} \cdot \int \frac{a^{z} d x}{x^{m-2}} \\
& \int \frac{a^{z} d x}{x^{m-2}}=-\frac{a^{s}}{(m-3) x^{m-3}}+\frac{\log a}{m-3} \cdot \int \frac{a^{z} d x}{x^{m-3}}, \text { \&c. \&c. \&c. }
\end{aligned}
$$

Hence, by substitution,

$$
\begin{aligned}
y=\int \frac{a^{z} d x}{x^{m}}= & -\frac{a^{x}}{(m-1) x^{m-1}}\left[1+\frac{\log a}{m-2} x+\frac{\log ^{2} a}{(m-2)(m-3)} x^{2}+\& c .\right. \\
& \left.\ldots+\frac{\log ^{m-2} a}{(m-2)(m-3) \ldots 2 \cdot 1} x^{m-2}\right] \\
& +\frac{\log ^{m-1} a}{(m-1)(m-2) \ldots 2.1} \int \frac{a^{x} d x}{x}
\end{aligned}
$$

The last integral can only be found approximately.

1. To integrate $\quad d y=a^{x} \cdot x^{3} d x$.

Here

$$
\begin{aligned}
& m=3, \quad m-1=2, \quad m-2=1 . \quad \text { Hence } \\
& y=\frac{a^{x}}{\log a}\left[x^{3}-\frac{3 x^{2}}{\log a}+\frac{6 x}{\log ^{2} a}-\frac{6}{\log ^{3} a}\right]+C
\end{aligned}
$$

2. To integrate

$$
d y=e^{x} \cdot x^{4} \cdot d x
$$

Here $m=4, \quad m-1=3, \quad m-2=2, m-3=1, \log e=1$.

$$
\therefore y=e^{x}\left(x^{4}-4 x^{3}+12 x^{2}-24 x+24\right)+C
$$

3. $d y=e^{-x} x^{2} d x=e^{-x}(-x)^{2} d x=-e^{-x}(-x)^{2} d(-x)$.

Here $m=2, m-1=1, \log e=1$, and $x$ in the general formula is to be replaced by $-x$.

$$
\therefore y=\int e^{-x} \cdot x^{2} \cdot d x=-e^{-x}\left(x^{2}+2 x+2\right)+C
$$

4. 

$$
d y=\frac{a^{x}}{x^{4}} d x
$$

Here

$$
m=4, \quad m-1=3, \quad \& c
$$

$\therefore y=\int \frac{a^{x}}{x^{4}} d x=-\frac{a^{x}}{3 x^{3}}\left[1+\frac{\log a}{2} x+\frac{\log ^{2} a}{2} x^{2}\right]+\frac{\log ^{3} a}{6} \int \frac{a^{x}}{x} d x$,
the last integral being found, approximately, as in a previous exam. ple, by expanding $a^{x}$.
5. To integrate

$$
d y=\frac{1+x^{2}}{(1+x)^{2}} e^{x} \cdot d x
$$

Put

$$
1+x=z
$$

$\therefore x=z-1, \quad 1+x^{2}=1+z^{2}-2 z+1=z^{2}-2 z+2, \quad d x=d z, \quad e^{x}=e^{z-1}$.

$$
\begin{aligned}
\therefore y & =\int \frac{\left(z^{2}-2 z+2\right) e^{z-1} d z}{z^{2}}=\frac{1}{e} \int\left(1-\frac{2}{z}+\frac{2}{z^{2}}\right) e^{z} \cdot d z \\
& =\frac{1}{e}\left[e^{z}-2 \int \frac{e^{z}}{z} d z+2 \int \frac{e^{z}}{z^{2}} d z\right]
\end{aligned}
$$

or by integrating the last term by parts

$$
\begin{aligned}
y & =\frac{1}{e}\left[e^{z}-2 \int \frac{e^{z}}{z} d z-2 \frac{e^{z}}{z}+2 \int \frac{e^{z}}{z} d z\right]=e^{z-1}-2 \frac{e^{z-1}}{z}+C \\
& =e^{x}\left(1-\frac{2}{1+x}\right)+C=e^{x}\left(\frac{x-1}{1+x}\right)+C
\end{aligned}
$$

## CHAPTER VIII.

## trigonometrical and circular functions.

63. Since the tangent, cotangent, secant, cosecant. versed-sine. and coversed-sine, can all be expressed rationally in terms of the sine and cosine, it will only be necessary to investigate formulæ for the integration of expressions involving sines and cosines.
64. Prop. To obtain a formula for diminishing the exponent $m$ of $\sin x$, in the general integral

$$
y=\int \sin ^{m} x \cdot \cos ^{n} x \cdot d x, \quad \text { when } m \text { is an integer. }
$$

Put $\quad \cos ^{n} x \cdot \sin x . d x=d v$, and $\sin ^{m-1} x=u$;
then $\quad v=-\frac{\cos ^{n+1} x}{n+1}$ and $d u=(m-1) \sin ^{m-2} x \cdot \cos x \cdot d x$.
and by the formula for integration by parts
$y=\int \sin ^{m} x \cdot \cos ^{n} x \cdot d x=-\frac{\sin ^{m-1} x \cdot \cos ^{n+1} x}{n+1}+\frac{m-1}{n+1} \int \sin ^{m-2} x \cdot \cos ^{n+2} x \cdot d x$.
But

$$
\begin{aligned}
& \cos ^{n+2} x=\cos ^{2} x \cdot \cos ^{n} x=\left(1-\sin ^{2} x\right) \cos ^{n} x \\
& \therefore y=-\frac{\sin ^{m-1} x \cdot \cos ^{n+1} x}{n+1} \\
&+\frac{m-1}{n+1} \int \sin ^{m-2} x \cdot \cos ^{n} x \cdot d x-\frac{m-1}{n+1} \int \sin ^{m} x \cdot \cos ^{n} x \cdot d x .
\end{aligned}
$$

Transposing the last term and reducing, we obtain
$\int \sin ^{m} x \cdot \cos ^{n} x \cdot d x=-\frac{\sin ^{m-1} x \cdot \cos ^{n+1} x}{m+n}+\frac{m-1}{m+n} \int \sin ^{m-2} x \cdot \cos ^{n} x \cdot d x$.

And similarly,
$\int \sin ^{m-2} x \cdot \cos ^{n} x \cdot d x=-\frac{\sin ^{m-3} x \cdot \cos ^{n+1} x}{m+n-2}+\frac{m-3}{m+n-2} \int \sin ^{m-4} x \cdot \cos ^{n} x \cdot d x$,
$\int \sin ^{m-4} x \cdot \cos ^{n} x \cdot d x=-\frac{\sin ^{m-5} x \cdot \cos ^{n+1} x}{m+n-4}+\frac{m-5}{m+n-4} \int \sin ^{m-6} x \cdot \cos ^{n} x d x$,
$\& c$.
$\& c$.
$\& c$.

Hence by successive substitutions;

$$
\begin{aligned}
\boldsymbol{y}=\int \sin ^{m} x & \cos ^{n} x \cdot d x=-\frac{\cos ^{n+1} x}{m+n}\left[\sin ^{m-1} x+\frac{m-1}{m+n-2} \sin ^{m-3} x\right. \\
+ & \frac{(m-1)(m-3)}{(m+n-2)(m+n-4)} \sin ^{m-5} x+\& c . \\
\cdots+ & \frac{(m-1)(m-3)(m-5) \ldots 4 \text { or } 3}{(m+n-2)(m+n-4)(m+n-6) \ldots(n+3) \text { or }(n+2)} \\
& \left.\quad \times \sin ^{2} x \text { or } \sin x\right] \\
+ & \frac{(m-1)(m-3)(m-5) \ldots 2 \text { or } 1}{(m+n)(m+n-2)(m+n-4) \ldots(n+3) \text { or }(n+2)} \\
& \times \int \sin x \cdot \cos ^{n} x . d x \text { or } \int \cos ^{n} x . d x \ldots \ldots(E) .
\end{aligned}
$$

65. This formula renders the proposed integral dependent upon that of the form

$$
\sin x \cdot \cos ^{n} x \cdot d x \quad \text { or } \quad \cos ^{n} x \cdot d x
$$

according as $m$ is odd or even, the effect of the formula first obtained being to diminish by 2 the exponent $m$ of $\sin x$, at each application.

Also the first of these two final forms is immediately integrable by the rule for powers : for
$\int \cos ^{n} x \cdot \sin x \cdot d x=-\int \cos ^{n} x \cdot d(\cos x)=-\frac{\cos ^{n+1} x}{n+1}+C$.
Hence we have only to obtain a formula for the integration of the Jrm $\cos ^{n} x . d x$, in order to effect the complete integration of the proposed differential.
66. Prop. To integrate the form $d y=\cos ^{n} x \cdot d x$ where $n$ is an integer.

Put $\quad \cos x . d x=d v$, and $\cos ^{n-1} x=u$;
then

$$
v=\sin x \quad \text { and } \quad d u=-(n-1) \cos ^{n-2} x \sin x d x
$$

Hence by substitution in the formula $\int u d v=u v-\int v d u$, we obtain $\int \cos ^{n} x . d x=\sin x \cdot \cos ^{n-1} x+(n-1) \int \cos ^{n-2} x \cdot \sin ^{2} x . d x$

$$
\begin{aligned}
& =\sin x \cdot \cos ^{n-1} x+(n-1) \int \cos ^{n-2} x\left(1-\cos ^{2} x\right) d x \\
& =\sin x \cdot \cos ^{n-1} x+(n-1) \int \cos ^{n-2} x \cdot d x-(n-1) \int \cos ^{n} x \cdot d x
\end{aligned}
$$

Transposing the last term and reducing, we get

$$
\int \cos ^{n} x \cdot d x=\frac{\sin x \cdot \cos ^{n-1} x}{n}+\frac{n-1}{n} \int \cos ^{n-2} x . d x, \text { and similarly }
$$

$$
\int \cos ^{n-2} x \cdot d x=\frac{\sin x \cdot \cos ^{n-3} x}{n-2}+\frac{n-3}{n-2} \int \cos ^{n-4} x \cdot d x
$$

$$
\int \cos ^{n-4} x \cdot d x=\frac{\sin x \cdot \cos ^{n-5} x}{n-4}+\frac{n-5}{n-4} \int \cos ^{n-5} x . d x
$$

$$
\& c . \quad \& c . \quad \& c .
$$

Hence by successive substitutions,

$$
\begin{aligned}
y=\int \cos ^{n} x . d x=\frac{\sin x}{n}\left[\cos ^{n-1} x\right. & +\frac{n-1}{n-2} \cos ^{n-3} x \\
& +\frac{(n-1)(n-3)}{(n-2)(n-4)} \cos ^{n-5} x+\& c
\end{aligned}
$$

$$
\left.\cdots+\frac{(n-1)(n-3)(n-5) \ldots 4 \text { or } 3}{(n-2)(n-4)(n-6) \ldots 3 \text { or } 2} \cos ^{2} x \text { or } \cos x\right]
$$

$$
+\frac{(n-1)(n-3)(n-5) \ldots .2 \text { or } 1}{n(n-2)(n-4) \ldots \ldots 3 \text { or } 2} \int \cos x . d x \text { or } \int d x \ldots(F)
$$

This formula renders the proposed form dependent upon one of two known furms, viz.;

$$
\int \cos x \cdot d x=\sin x+C, \quad \text { when } n \text { is odd, }
$$ $\int d x=x+C$, when $n$ is even.

67. The two propositions just given effect the complete integran tion of $\sin ^{m} x \cdot \cos ^{n} x \cdot d x$, when $m$ and $n$ are integers, by first diminishing the exponent $m$ of the sine, and then the exponent $n$ of the cosine. But it is often preferable to reduce $n$ first, and for this purpose we require the following proposition.
68. Prop. To integrate $d y=\sin ^{m} x \cdot \cos ^{n} x . d x$, by first dimin shing the exponent $n$ of the cosine.
If in the formula $(E)$, we make $x=\frac{1}{2} \pi-x_{1}, \quad m=n_{1}, \quad$ and $n==m_{1}$, then

$$
\sin x=\cos x_{1}, \quad \cos x=\sin x_{1}, \quad d x=-d x_{1}
$$

and by substitution we shall obtain

$$
\begin{aligned}
\int \sin ^{m} x \cdot \cos ^{n} x \cdot d x & =-\int \cos ^{n_{1}} x_{1} \cdot \sin ^{m_{1}} x_{1} d x_{1} \\
& =-\frac{\sin ^{m_{1}+1} x_{1}}{n_{1}+m_{1}}\left[\cos ^{n_{1}-1} x_{1}+\& \mathrm{c} .\right]
\end{aligned}
$$

or by omitting the accents and changing signs,
$\int \sin ^{m} x \cdot \cos ^{n} x \cdot d x=\frac{\sin ^{m+1} x}{n+m}\left[\cos ^{n-1} x+\frac{n-1}{n+m-2} \cos ^{n-3} x\right.$

$$
+\frac{(n-1)(n-3)}{(n+m-2)(n+m-4)} \cos ^{n-5}+\& c
$$

$\cdots+\frac{(n-1)(n-3)(n-5) \ldots . .4 \text { or } 3}{(n+m-2)(n+m-4)(n+m-6) \ldots(m+3) \text { or }(m+2)}$ $\mathrm{X} \cos ^{2} x$ or $\left.\cos x\right]$

$$
\begin{aligned}
& +\frac{(n-1)(n-3)(n-5) \ldots \ldots 2 \text { or } 1}{(n+m)(n+m-2)(n+m-4) \ldots(m+3) \text { or }(m+2)} \\
& \quad \times \int \cos x \cdot \sin ^{m} x \cdot d x \text { or } \int \sin ^{m} x \cdot d x \ldots \ldots(G)
\end{aligned}
$$

But $\int \cos x \cdot \sin ^{m} x . d x=\int \sin ^{m} x . d(\sin x)=\frac{\sin ^{m+1} x}{m+1}+C$.
which will be the required form when $n$ is odd.
We have therefore only to provide a formula for the integration of the form $\sin ^{m} x . d x$, which will be necessary when $n$ is nven.

This may be readily effected by substituting in formula ( $F$ ), $m$ for $n$, and $\frac{1}{2} \pi-x$ for $x$, and changing the signs. Thus

$$
\begin{aligned}
\int \sin ^{m} x \cdot d x=-\frac{\cos x}{m}\left[\sin ^{m-1} x\right. & +\frac{m-1}{m-2} \sin ^{m-3} x \\
& +\frac{(m-1)(m-3)}{(m-2)(m-4)} \sin ^{m-5} x+\& c .
\end{aligned}
$$

$$
\left.\cdots+\frac{(m-1)(m-3)(m-5) \ldots 4 \text { or } 3}{(m-2)(m-4)(m-6) \ldots 3 \text { or } 2} \sin ^{2} x \text { or } \sin x\right]
$$

$$
+\frac{(m-1)(m-3)(m-5) \ldots 2 \text { or } 1}{m(m-2)(m-4) \ldots 3 \text { or } 2} \int \sin x d x \text { or } \int d x \ldots(H) .
$$

69. The formulæ $(G)$ and $(H)$ effect the same object as $(E)$ and $\left(F^{\prime}\right)$, reducing the integral $\int \sin ^{m} x \cdot \cos ^{n} x \cdot d x$ to one of the known forms
$\int d x=x+C, \int \cos x \cdot d x=\sin x+C$, or, $\int \sin x \cdot d x=-\cos x+C$, the exponent $m$ or $n$ which is first reduced being an even integer, and the other exponent an even or odd integer.

But if $m$ be odd, $(E)$ alone will effect the integration, whether $n$ be an integer or fraction; and similarly, if $n$ be odd, $(G)$, alone will suffice.
70. Prop. To integrate the forms $\frac{\sin ^{m} x}{\cos ^{n} x} d x$, and $\frac{\cos ^{n} x}{\sin ^{m} x} d x$, where $m$ and $n$ are integers.

By the formula $(E)$ the first of these forms may be reduced to $\frac{d x}{\cos ^{n} x}$, or $\frac{\sin x \cdot d x}{\cos ^{n} x}$, and by $(G)$, the second may be reduced to $\frac{d x}{\sin ^{\pi} x}$, or $\frac{\cos x \cdot d x}{\sin ^{m} x}$.
But $\int \frac{\sin x \cdot d x}{\cos ^{n} x}=\frac{\cos ^{-n+1} x}{n-1}+C$, and $\int \frac{\cos x \cdot d x}{\sin ^{m} x}=-\frac{\sin ^{-m+1} x}{m-1}+C$.
Hence there will remain to be integrated the forms

$$
\cos ^{-n} x \cdot d x \ldots . .(1), \quad \text { and } \quad \sin ^{-m} x \cdot d x \ldots \ldots \text { (2). }
$$

Put in (1), $\cos x . d x=d v, \quad$ and $\quad \cos ^{-n-1} x=u$, then $\quad v=\sin x, \quad$ and $\quad d u=(n+1) \cos ^{-n-2} x \cdot \sin x \cdot d x$, and by substitution in the formula for integration by parts,

$$
\begin{aligned}
& \int \cos ^{-n} x \cdot d x=\sin x \cdot \cos ^{-n-1} x-(n+1) \int \sin ^{2} x \cdot \cos ^{-n-2} x \cdot d x \\
& =\sin x \cdot \cos ^{-n-1} x-(n+1) \int \cos ^{-n-2} x \cdot d x+(n+1) \int \cos ^{-n} x \cdot d x
\end{aligned}
$$

Transposing and reducing, we get
$\int \frac{d x}{\cos ^{n+2} x}=\frac{\sin x}{(n+1) \cos ^{n+1} x}+\frac{n}{n+1} \int \frac{d x}{\cos ^{n} x}$; and by analogy $\int \frac{d x}{\cos ^{n} x}=\frac{\sin x}{(n-1) \cos ^{n-1} x}+\frac{n-2}{n-1} \int \frac{d x}{\cos ^{n-2} x}$, and similarly $\int \frac{d x}{\cos ^{n-2} x}=\frac{\sin x}{(n-3) \cos ^{n-3} x}+\frac{n-4}{n-3} \int \frac{d x}{\cos ^{n-4} x}$. \&c. \&c. \&c. Hence by substitution
$y=\int \frac{d x}{\cos ^{n} x}=\frac{\sin x}{n-1}\left[\frac{1}{\cos ^{n-1} x}+\frac{n-2}{(n-3) \cos ^{n-3} x}\right.$

$$
+\frac{(n-2)(n-4)}{(n-3)(n-5) \cos ^{n-5} x}+\& c
$$

$\begin{aligned} \ldots \cdot+ & \left.\frac{(n-2)(n-4)(n-6) \ldots 3 \text { or } 2}{(n-3)(n-5)(n-7) \ldots \ldots \text { or } 1 \cdot \cos ^{2} x \text { or } \cos x}\right] \\ & \quad+\frac{(n-2)(n-4)(n-6) \ldots 1 \text { or } 0}{(n-1)(n-3)(n-5) \ldots .2 \text { or } 1} \int \frac{d x}{\cos x} \text { or } \int d x \ldots(I) .\end{aligned}$
The second of these integrals, $\int d x=x+C$, will never be required, because its coefficient is zero, and therefore we stop at the preceding term. For the first we have

$$
\begin{aligned}
& \int \frac{d x}{\cos x}=\int \frac{\cos x \cdot d x}{\cos ^{2} x}=\int \frac{\cos x \cdot d x}{1-\sin ^{2} x}=\frac{1}{2} \int \frac{\cos x \cdot d x}{1+\sin x}+\frac{1}{2} \int \frac{\cos x \cdot d x}{1-\sin x} \\
& =\frac{1}{2} \log (1+\sin x)-\frac{1}{2} \log (1-\sin x)+C=\log \left[\frac{1+\sin x}{1-\sin x}\right]^{\frac{1}{2}}+C \\
& =\log \left[\frac{2 \sin \left(\frac{1}{4} \pi+\frac{1}{2} x\right) \cos \left(\frac{1}{4} \pi-\frac{1}{2} x\right)}{2 \sin \left(\frac{1}{4} \pi-\frac{1}{2} x\right) \cos \left(\frac{1}{4} \pi+\frac{1}{2} x\right)}\right]^{\frac{1}{2}}+C=\log \tan \left(\frac{1}{4} \pi+\frac{1}{2} x\right)+C
\end{aligned}
$$

71. To obtain a formula for $z=\int \frac{d x}{\sin ^{m} x}$, replace in $(I), n$ by $m$, $x$ by $\frac{1}{2} \pi-x$, and $y$ by $z$. Then

$$
\begin{aligned}
z= & \int \frac{d x}{\sin ^{m} x}=-\frac{\cos x}{m-1}\left[\frac{1}{\sin ^{m-1} x}+\frac{m-2}{(m-3) \sin ^{m-3} x}\right. \\
& \quad+\frac{(m-2)(m-4)}{(m-3)(m-5) \sin ^{m-5} x}+\& c . \\
\cdots & \left.+\frac{(m-2)(m-4)(m-6) \ldots 3 \text { or } 2}{(m-3)(m-5)(m-7) \ldots 2 \text { or } 1 . \sin ^{2} x \text { or } \sin x}\right] \\
& +\frac{(m-2)(m-4)(m-6) \ldots 1 \text { or } 0}{(m-1)(m-3)(m-5) \ldots 2 \text { or } 1} \int \frac{d x}{\sin x} \text { or } \int d x \ldots(K) .
\end{aligned}
$$

The second integral has a soefficient equal to zero, and therefore will never be used. For thie first we have, by replacing $x$ by $\frac{1}{2} \pi-x$ in $\left(I_{1}\right)$, and changing signs

$$
\int \frac{d x}{\sin x}=-\log \cot \frac{1}{2} x=\log \frac{1}{\cot \frac{1}{2} x}=\log \tan \frac{1}{2} x+C
$$

72. Prop. To integrate $d y=\frac{d x}{\sin ^{m} x \cdot \cos ^{n} x}$ where $m$ and $n$ are integers.

Since

$$
\sin ^{2} x+\cos ^{2} x=1
$$

$$
\begin{aligned}
y & =\int \frac{d x}{\sin ^{m} x \cdot \cos ^{n} x}=\int \frac{\left(\sin ^{2} x+\cos ^{2} x\right) d x}{\sin ^{m} x \cdot \cos ^{n} x} \\
& =\int \frac{d x}{\sin ^{m-2} x \cdot \cos ^{n} x}+\int \frac{d x}{\sin ^{m} x \cdot \cos ^{n-2} x} \\
& =\int \frac{\left(\sin ^{2} x+\cos ^{2} x\right) d x}{\sin ^{m-2} x \cdot \cos ^{n} x}+\int \frac{\left(\sin ^{2} x+\cos ^{2} x\right) d x}{\sin ^{m} x \cdot \cos ^{n-2} x} \\
& =\int \frac{d x}{\sin ^{m-4} x \cdot \cos ^{n} x}+\int \frac{2 d x}{\sin ^{m-2} x \cdot \cos ^{n-2} x}+\int \frac{d x}{\sin ^{m} x \cdot \cos ^{n-1} x}
\end{aligned}
$$

and by continuing to introduce the factor

$$
\sin ^{2} x+\cos ^{2} x=1
$$

we obtain finally one or more of the fullowing known forms

$$
\int \frac{d x}{\sin ^{m} x}, \int \frac{d x}{\cos ^{n} x}, \int \frac{\sin x \cdot d x}{\cos ^{n} x}, \int \frac{\cos x \cdot d x}{\sin ^{m} x}, \int \frac{\sin x \cdot d x}{\cos x}, \int \frac{\cos x}{\sin x} \cdot d x
$$

Applications of Formuloe (E), (F), (G), (H), (I,) and (K).
73. 1. To integrate $d y=\sin ^{5} x \cdot \cos ^{5} x \cdot d x$.

Here $m=5$, and $n=5$, and since both are odd we may apply $(E)$ or $(G)$ with equal advantage. Employing $(E)$ we have

$$
\begin{aligned}
y & =-\frac{\cos ^{6} x}{10}\left[\sin ^{4} x+\frac{4}{8} \sin ^{2} x\right]+\frac{4 \cdot 2}{10.8} \int \sin x \cdot \cos ^{5} x \cdot d x \\
& =-\frac{\cos ^{6} x}{10}\left[\sin ^{4} x+\frac{1}{2} \sin ^{2} x\right]-\frac{1}{10.6} \cos ^{6} x+C \\
& =-\frac{\cos ^{6} x}{10}\left[\sin ^{4} x+\frac{1}{2} \sin ^{2} x+\frac{1}{6}\right]+C
\end{aligned}
$$

2. 

$$
d y=\sin ^{6} x \cdot \cos ^{3} x, d x
$$

Here $m=6, n=3$, and since $n$ is odd we apply $(G)$.
$\therefore y=\frac{\sin ^{7} x}{9}\left[\cos ^{2} x\right]+\frac{2}{9} \int \cos x \cdot \sin ^{6} x . d x=\frac{\sin ^{7} x}{9}\left(\cos ^{2} x+\frac{2}{7}\right)+C$.
3.

$$
d y=\sin ^{6} x . d x
$$

In $(H)$ make

$$
m=6
$$

$$
\therefore y=-\frac{\cos x}{6}\left[\sin ^{5} x+\frac{5}{4} \sin ^{3} x+\frac{5.3}{4.2} \sin x\right]+\frac{5 \cdot 3.1}{6.4 .2} x+C
$$

4. 

$$
d y=\sin ^{8} x \cdot \cos ^{6} x \cdot d x
$$

In $(E)$ make

$$
m=8 \text { and } n=6
$$

$$
\begin{aligned}
y=-\frac{\cos ^{7} x}{14}\left[\sin ^{7} x+\frac{7}{12} \sin ^{5} x\right. & \left.+\frac{7.5}{12.10} \sin ^{3} x+\frac{7.5 .3}{12.10 .8} \sin x\right] \\
& +\frac{7.5 .3 .1}{14.12 \cdot 10.8} \int \cos ^{6} x . d x
\end{aligned}
$$

and by applying $(F)$ to the last term, we get
5.

$$
\begin{gathered}
y=-\frac{\cos ^{7} x}{14}\left[\sin ^{7} x+\frac{7}{12} \sin ^{5} x+\frac{7}{24} \sin ^{3} x+\frac{7}{64} \sin x\right] \\
+\frac{\sin x}{768}\left[\cos ^{5} x+\frac{5}{4} \cos ^{3} x+\frac{15}{8} \cos x\right]+\frac{5 x}{2048}+C . \\
d y=\frac{\sin ^{5} x}{\cos ^{2} x} d x
\end{gathered}
$$

In $(E)$ make $\quad m=5$ and $n=-2$. Then

$$
\begin{aligned}
y & =\frac{-1}{3 \cos x}\left[\sin ^{4} x+\frac{4}{1} \sin ^{2} x\right]+\frac{4.2}{3.1} \int \frac{\sin x \cdot d x}{\cos ^{2} x} \\
& =\frac{-1}{3 \cos x}\left[\sin ^{4} x+4 \sin ^{2} x-8\right]+C .
\end{aligned}
$$

6. 

$$
d y=\frac{d x}{\sin ^{5} x}
$$

In (K) make

$$
m=5 \text {. Then }
$$

$$
\begin{aligned}
y & =-\frac{\cos x}{4}\left[\frac{1}{\sin ^{4} x}+\frac{3}{2 \sin ^{2} x}\right]+\frac{3 \cdot 1}{4 \cdot 2} \int \frac{d x}{\sin x} \\
& =-\frac{\cos x}{4}\left[\frac{1}{\sin ^{4} x}+\frac{3}{2 \sin ^{2} x}\right]+\frac{3}{8} \log \tan \frac{x}{2}+C .
\end{aligned}
$$

7. 

$$
d y=\frac{d x}{\cos ^{6} x}
$$

In (I) make

$$
n=6 \text {. Then }
$$

$$
y=\frac{\sin x}{5}\left[\frac{1}{\cos ^{5} x}+\frac{4}{3} \cdot \frac{1}{\cos ^{3} x}+\frac{4}{3} \cdot \frac{2}{1} \frac{1}{\cos x}\right]+C .
$$

8. 

$$
d y=\frac{d x}{\sin ^{4} x \cdot \cos ^{2} x}
$$

Introducing the factor $\sin ^{2} x+\cos ^{2} x$, we obtain

$$
\begin{aligned}
y=\int \frac{\left(\sin ^{2} x+\cos ^{2} x\right) d x}{\sin ^{4} x \cdot \cos ^{2} x} & =\int \frac{d x}{\sin ^{2} x \cdot \cos ^{2} x}+\int \frac{d x}{\sin ^{4} x} \\
& =\int \frac{d x}{\cos ^{2} x}+\int \frac{d x}{\sin ^{2} x}+\int \frac{d x}{\sin ^{4} x} \\
& =\tan x-\cot x-\frac{\cos x}{3}\left[\frac{1}{\sin ^{3} x}+\frac{2}{\sin x}\right]+C .
\end{aligned}
$$

74. When $m=-n$, formulæ $(E)$ and $(G)$ cease to be applicar ble, but we then have

$$
y=\int \frac{\sin ^{n} x}{\cos ^{n} x} d x=\int \tan ^{n} x . d x \quad \text { or } \quad y=\int \frac{\cos ^{n} x}{\sin ^{n} x} d x=\int \cot ^{n} x d x
$$

To integrate the first of these expressions, put $\sec ^{2}-1$ for $\tan ^{2}$ and in the second put $\operatorname{cosec}^{2}-1$ for $\cot ^{2}$. Thus

$$
\begin{aligned}
\int \tan ^{n} x . d x & =\int \tan ^{2} x \cdot \tan ^{n-2} x . d x=\int \sec ^{2} x \cdot \tan ^{n-2} x . d x-\int \tan ^{n-2} x . d x \\
& =\frac{1}{n-1} \tan ^{n-1} x-\int \tan ^{n-2} x . d x \\
& =\frac{1}{n-1} \tan ^{n-1} x-\int\left(\sec ^{2} x \cdot-1\right) \tan ^{n-4} x . d x \\
& =\frac{1}{n-1} \tan ^{n-1} x-\frac{1}{n-3} \tan ^{n-3} x+\int \tan ^{n-4} x . d x \\
& =\frac{1}{n-1} \tan ^{n-1} x-\frac{1}{n-3} \tan ^{n-3} x+\frac{1}{n-5} \tan ^{n-5} x-\& c .
\end{aligned}
$$

the last term being

$$
\int \tan x \cdot d x=\int \frac{\sin x \cdot d x}{\cos x}=-\log \cos x+C=\log \sec x+C
$$

when $n$ is odd or $\int d x=x+C$ when $n$ is even.
Similarly, $\quad \int \frac{\cos ^{n} x d x}{\sin ^{n} x}=\int \cot ^{n} x . d x$

$$
=-\frac{\cot ^{n-1} x}{n-1}+\frac{\cot ^{n-3} x}{n-3}-\frac{\cot ^{n-5} x}{n-5}+\& c
$$

The last term being $\int \cot x . d x=\log \sin x+C$, or $\int d x=x+C$.
75. When the proposed form is $\int \sin ^{m} x \cdot \cos ^{n} x d x$, in which $m$ and $n$ are integers, the integration may be conveniently effected by converting the product $\sin ^{m} x \cdot \cos ^{n} x$ into a series of terms involving sines or cosines of multiples of $x$. The integration can then be performed without introducing powers of the sines or cosines.

The proposed transformation can always be accomplished by the
repeated application of one or more of the three trigonometrical formulæ.

$$
\begin{aligned}
& \sin \hat{a} \cos b=\frac{1}{2} \sin (a+b)+\frac{1}{2} \sin (a-b) \\
& \sin a \sin b=\frac{1}{2} \cos (a-b)-\frac{1}{2} \cos (a+b) \\
& \cos a \cos b=\frac{1}{2} \cos (a-b)+\frac{1}{2} \cos (a+b)
\end{aligned}
$$

To illustrate this process take the following example.

$$
\begin{gathered}
d y=\sin ^{3} x \cdot \cos ^{2} x d x \\
\sin ^{3} x \cdot \cos ^{2} x=\sin x(\sin x \cdot \cos x)^{2}=\sin x\left(\frac{\sin 2 x}{2}\right)^{2} \\
=\frac{1}{4} \sin x\left(\frac{1-\cos 4 x}{2}\right)=\frac{1}{8} \sin x-\frac{1}{8} \sin x \cdot \cos 4 x \\
=\frac{1}{8} \sin x+\frac{1}{16} \sin 3 x-\frac{1}{16} \sin 5 x . \\
\therefore y=\int\left(\frac{1}{8} \sin x+\frac{1}{16} \sin 3 x-\frac{1}{16} \sin 5 x\right) d x \\
=-\frac{1}{8} \cos x-\frac{1}{48} \cos 3 x+\frac{1}{80} \cos 5 x+C .
\end{gathered}
$$

76. Prop. To integrate the form $d y=b^{a x} \cdot \sin ^{n} x . d x$.

Put $\sin x . d x=d v$, and $b^{a x} \sin ^{n-1} x=u$, then $v=-\cos x$, and $\quad d u=(n-1) b^{a x} \sin ^{n-2} x \cdot \cos x d x+a \cdot \log b \cdot b^{a x} \sin ^{n-1} x \cdot d x$.
$\therefore y=\int b^{a x} \sin ^{n} x . d x=-b^{a x} \sin ^{n-1} x . \cos x+(n-1) \int b^{a x} \sin ^{n-2} x \cos ^{2} x d x$ $+a \cdot \log b . \int b^{a x} \sin ^{n-1} x \cdot \cos x \cdot d x$.
But, by applying the formula $\int u d v=u v-\int v d u$ to the last integral, making $\sin ^{x-1} x \cdot \cos x \cdot d x=d v$ and $b^{a x}=u$, we get

$$
\int b^{a x} \sin ^{a-1} x . \cos x \cdot d x=\frac{1}{n} \sin ^{n} x . b^{a x}-\frac{1}{n} a \log b \int \sin ^{n} x . b^{a x} \cdot d x
$$

and, by replacing $\cos ^{2} x$ by $1-\sin ^{2} x$, we have

$$
\int b^{a x} \sin ^{n-2} x \cdot \cos ^{2} x \cdot d x=\int b^{a x} \sin ^{n-2} x d x-\int b^{a x} \sin ^{n} x \cdot d x
$$

Hance, by substitution,

$$
\begin{aligned}
& \int b^{a x} \cdot \sin ^{n} x \cdot d x=-b^{a x} \sin ^{n-1} x \cdot \cos x+\frac{a \log b}{n} b^{a x} \\
& -\frac{(a \log b)^{2}}{n} \int \sin ^{n} x \cdot b^{a x} d x+(n-1) \int b^{a x} \sin ^{n-2} x \cdot d x \\
& -(n-1) \int b^{a x} \sin ^{n} x \cdot d x
\end{aligned}
$$

'. ansposing, oollenting like terms and reducing, we obtain

$$
\begin{aligned}
\int b^{a x} \sin ^{n} x . d x & =\frac{b^{a x} \sin ^{n-1} x}{(x \log b)^{2}+n^{2}}(a \log b \cdot \sin x-n \cos x) \\
& i \cdot \frac{n(n-1)}{(x \log b)^{2}+n^{2}} \int b^{a x} \sin ^{n-2} x . d x \ldots(L) .
\end{aligned}
$$

B. repeated applications of $(J)$ we obtain the final integral.
,$x_{2} x_{\mathrm{d}} d x=\frac{b^{a x}}{a \log b}+C$, when $n$ is even; and when $n$ is odd,
$\int \operatorname{bresin} x . d x$, which is given by ( $L$ ) without an integration, since the last tern then contains the faction $n-1=1-1=0$, and therefore that term disappears.
77. Prop. Io integrate the form $d_{5}=34 \operatorname{ses}^{n} x . d x$.

$$
\int b^{a x} \cos ^{n} x \cdot d x=\frac{b^{a x} \cos ^{n-1} x}{(a \log b)^{2}+n^{2}}\left(a \log b \cdot \cos x \leftrightarrow x \sin ^{x} x x^{n}\right.
$$

$$
+\frac{n(n-1)}{(a \log b)^{2}+n^{2}} \int b^{a x} \cdot c^{n q-2} z \cdot a^{n} x \ldots\langle K
$$

$$
\begin{aligned}
& \text { Put } x=x_{:}-\frac{1}{2} \tau, \text { then } \cos x=\sin x \text {, } \sin z^{2}:=-\cos x_{1} \text {, } \\
& b^{a \cdot}=b^{a x_{1} \cdot i^{-\frac{1}{2} \pi a}}, d x=a_{i} x_{1} . \\
& \therefore y=b^{-\frac{1}{2} \pi^{a}} \int b^{a x_{1} \sin ^{n} x} d x=\frac{b^{-\frac{1}{2} \pi a} b^{a x_{1}} \sin n-1}{} x_{1}\left(a 1_{2} c b \sin x_{1}-n \cos x_{1}\right) \\
& +\frac{n(n-1) b^{-\frac{1}{2} \pi a}}{(a \log b)^{2}+n^{2}} \int b^{\varepsilon x_{i S} \mathrm{~L}^{n-2} x_{1} d x_{1} \text {, and by saustiirsiicn, }}
\end{aligned}
$$

Here the final integral will be $\int b^{a x} d x=\frac{b^{a x}}{a \log b}+C$, whel. $n$ is even; and when $n$ is odd, $\iint^{a x} \cos x . d x$, to which ( $M$ ) applies without an integration.

1. To integrate $\quad d y=e^{a x} \cdot \cos x . d x$. In $(M)$ make $\quad b=e, n=1, \log b=\log e=1$. Then

$$
y=\frac{e^{a x}}{a^{2}+1}[a \cos x+\sin x]+C
$$

2. 

$$
d y=e^{x} \cdot \sin ^{3} x \cdot d x
$$

In $(L)$ make $b=e, a=1, n=3, \log b=1$. Then

$$
\begin{aligned}
y & =\frac{e^{x} \cdot \sin ^{2} x}{1+3^{2}}[\sin x-3 \cos x]+\frac{3 \cdot 2}{1+3^{2}} \int e^{x} \sin x . d x \\
& =\frac{1}{10} e^{x}\left[\sin ^{3} x-3 \sin ^{2} x \cdot \cos x\right]+\frac{6}{10} \cdot \frac{1}{2} e^{x}(\sin x-\cos x)+C .
\end{aligned}
$$

or, $y=\frac{1}{10} e^{x}\left[\sin ^{3} x+3 \cos ^{3} x+3 \sin x-6 \cos x\right]+C$.
3. $d y=e^{-a x} \sin k x . d x=\frac{1}{k} e^{-a x} \sin k x . d(k x)$.

In ( $L$ ) make $\quad b=e, \quad x=k x, \quad a=-\frac{a}{k}, \quad$ Then

$$
y=-\frac{e^{-a x}(a \sin k x+k \cos k x)}{k^{2}+a^{2}}
$$

78. Prop. To integrate the form $d y=X \cdot \sin ^{-1} x . d x$, in which $\boldsymbol{X}$ is an algebraic function of $x$.

Put $\quad X d x=d v, \quad$ and $\quad \sin ^{-1} x=u$;
chen

$$
\begin{gathered}
v=\int X d x=X_{1}, \quad \text { and } \quad d u=\frac{d x}{\sqrt{1-x^{2}}} \\
\therefore y=X_{1} \sin ^{-1} x-\int \frac{X_{1} d x}{\sqrt{1-x^{2}}}
\end{gathered}
$$

and the proposed integral is thus caused to depend upon another whose form is algebraic.
79. Prop. To integrate the forni $d y=X \cos ^{-1} x . d x$, in which $X$ is an algebraic function of $x$.
Put $\quad X d x=d v$, and $\quad \cos ^{-1} x=u$;
then $\quad v=\int X d x=X_{1} \quad$ and $\quad d u=-\frac{d x}{\sqrt{1-x^{2}}}$.
$\therefore y=X_{1} \cos ^{-1} x+\int \frac{X_{1} d x}{\sqrt{1-x^{2}}}$, an algebrais form.
Cor. The same process will apply to each of the forms

$$
X \tan ^{-1} x d x, \quad X \cot ^{-1} x d x, \quad X \sec ^{-1} x d x, \& c
$$

siuce the differential coefficients of $\tan ^{-1} x, \cot ^{-1} x, \sec ^{-1} x, \& c_{c}$, are all algebraic.
1.

$$
d y=x^{2} \sin ^{-1} x \cdot d x
$$

Here $\quad X=x^{2}, \quad \therefore X_{1}=\int X d x=\int x^{2} d x=\frac{x^{3}}{3}$ and $\int \frac{X_{1} d x}{\sqrt{1-x^{2}}}=\frac{1}{3} \int \frac{x^{3} d x}{\sqrt{1-x^{2}}}=-\frac{1}{3}\left(\frac{1}{3} x^{2}+\frac{\hbar_{1}^{3}}{\frac{6}{3}}\right) \sqrt{1-x^{2}}$.

$$
\therefore \quad y=\frac{x^{3}}{3} \sin ^{-1} x+\frac{1}{3}\left(\frac{1}{3} x^{2}+\frac{2}{3}\right) \sqrt{1-x^{2}}+C .
$$

2. 

$$
d y=\frac{x^{2} d x}{1+x^{2}} \cdot \tan ^{-1} x
$$

Put $\quad d v=\frac{x^{2} d x}{1+x^{2}}=d x-\frac{d x}{1+x^{2}}, \quad$ and $\quad u=\tan ^{-1} x$.

$$
\therefore \quad v=x-\tan ^{-1} x, \quad \text { and } \quad d u=\frac{d x}{1+x^{2}} .
$$

$\therefore y=x \tan ^{-1} x-\left(\tan ^{-1} x\right)^{2}-\int \frac{x d x}{1+x^{2}}+\int \frac{\tan ^{-1} x . d x}{1+x^{2}}$

$$
\begin{aligned}
& =x \tan ^{-1} x-\left(\tan ^{-1} x\right)^{2}-\frac{1}{2} \log \left(1+x^{2}\right)+\frac{1}{2}\left(\tan ^{-1} x\right)^{2}+C \\
& =\tan ^{-1} x\left(x-\frac{1}{2} \tan ^{-1} x\right)-\log \sqrt{1+2^{2}}+C .
\end{aligned}
$$

## CHAPTER IX.

## APPROXIMATE INTEGRATION.

80. When a given differential cannot be reduced to a form exactly integrable, we may expand the differential coefficient, either by Maclaurin's theorem, by the common binomial theorem, or otherwise ; then multiply by $d x$, and finally integrate the terms successively. If the resulting series be convergent, a limited nuinber of terms will give an approximate value of the integral.
81. This method may also be employed with advantage, when an exact integration would lead to a function of complicated form. And the two methods can be used jointly to discover the form of the developed integral.

## EXAMPLES.

82. 83. To integrate $d y=\frac{1}{1+x} d x$, in a series.

Expanding $\frac{1}{1+x}$ by actual division, we have

$$
\frac{1}{1+x}=1-x+x^{2}-x^{3}+x^{4}-\& c
$$

$\therefore y=\int\left(1-x+x^{2}-x^{3}+x^{4}-\& c.\right) d x$.

$$
=x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\frac{1}{4} x^{4}+\frac{1}{5} x^{5}-\& c .+C
$$

the required series.

Again $\quad \int \frac{1}{1+x} d x=\log (1+x)+C_{1}$
$\therefore \log (1+x)=x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\frac{1}{4} x^{4}+\frac{1}{5} x^{5}-\& c .+c$,
where $c=C-C_{1}$.
But when $x=0, \quad \log (1+x)=\log 1=0, \quad \therefore c=0$,
$\therefore \quad \log (1+x)=x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\frac{1}{4} x^{4}+\frac{1}{5} x^{5}-\& c$.
a well known formula.
2.

$$
d y=x^{\frac{1}{2}}\left(1-x^{2}\right)^{\frac{1}{2}} d x
$$

Expanding $\left(1-x^{2}\right)^{\frac{1}{2}}$ by the binomial theorem;

$$
\left(1-x^{2}\right)^{\frac{1}{2}}=1-\frac{1}{2} x^{2}-\frac{1}{8} x^{4}-\frac{1}{16} x^{6}-\frac{5}{128} x^{8}-\& c
$$

$\therefore y=\int x^{\frac{1}{2}}\left(1-\frac{1}{2} x^{2}-\frac{1}{8} x^{4}-\frac{1}{16} x^{6}-\frac{5}{128} x^{8}-\& c.\right) d x$.

$$
=\frac{2}{3} x^{\frac{8}{2}}-\frac{1}{7} x^{\frac{7}{2}}-\frac{1}{44} x^{\frac{11}{2}}-\frac{1}{120} x^{\frac{15}{2}}-\frac{5}{1216} x^{\frac{19}{2}}-\& c .+C
$$

3. 

$$
d y=\frac{d x}{\sqrt{1+x^{2}}}
$$

Here $\frac{1}{\sqrt{1+x^{2}}}=\left(1+x^{2}\right)^{-\frac{1}{2}}=1-\frac{1}{2} x^{2}+\frac{1}{2} \cdot \frac{3}{4} x^{4}-\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} x^{6}+\& c^{*}$ $\therefore y=\int\left(1-\frac{1}{2} x^{2}+\frac{1}{2} \cdot \frac{3}{4} x^{4}-\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} x^{6}+\& \mathrm{c}.\right) d x$ $=x-\frac{1}{2.3} x^{3}+\frac{1.3 .}{2.4 .5} x^{5}-\frac{1.3 .5}{2,4 \cdot 6.7} x^{7}+\& c .+C$.

But

$$
\int_{1} \frac{d x}{\sqrt{1+x^{2}}}=\log \left(x+\sqrt{1+x^{2}}\right)+C_{1}
$$

$\therefore \log \left(x+\sqrt{1+x^{2}}\right)=x-\frac{1}{2.3} x^{3}+\frac{1.3}{2.4 .5} x^{5}-\frac{1.3 .5}{2.4 .6 .7} x^{7}+\& c .+C-C_{1}$.

Now when $x=0, \log \left(x+\sqrt{1+x^{2}}\right)=\log 1=0 . \quad \therefore C-C_{1}=0$.
$\therefore \log \left(x+\sqrt{1+x^{2}}\right)=x-\frac{1}{2.3} x^{3}+\frac{1.3}{2.4 .5} x^{5}-\frac{1.3 .5}{2.4 .6 .7} x^{7}+\& c$.
4. To integrate $d y=\frac{d x}{1+x^{2}}$ both in ascending and descending powers of $x$.
$\frac{1^{\circ}}{1+x^{2}}=1-x^{2}+x^{4}-x^{6}+\& c$. and $\frac{1}{x^{2}+1}=\frac{1}{x^{2}}-\frac{1}{x^{4}}+\frac{1}{x^{6}}-\frac{1}{x^{8}}+\& c$.
$\therefore y=\int \frac{d x}{1+x^{2}}=\tan ^{-1} x+C=\int\left(1-x^{2}+x^{4}-x^{6} \& c.\right) d x$

$$
=x-\frac{1}{3} x^{3}+\frac{1}{5} x^{5}-\frac{1}{7} x^{7}+\& c .+C .
$$

Also

$$
\begin{aligned}
y & =\int\left(\frac{1}{x^{2}}-\frac{1}{x^{4}}+\frac{1}{x^{6}}-\frac{1}{x^{8}}+\& c .\right) d x \\
& =-\frac{1}{x}+\frac{1}{3 x^{3}}-\frac{1}{5 x^{5}}+\frac{1}{7 x^{7}}-\& c .+C_{1} .
\end{aligned}
$$

The two results become equivalent, by selecting the constants $C$ and $C_{1}$ such that $C_{1}-C=\frac{1}{2} \pi$.

For, the first series $=\tan ^{-1} x+C$.
And the second $"=-\tan ^{-1} \frac{1}{x}+C_{1}=-\cot ^{-1} x+C_{1}$.
$\therefore$ In order that the two series may be equal, we must have

$$
\tan ^{-1} x+C=-\cot ^{-1} x+C_{1}
$$

or $\quad \tan ^{-1} x+\cot ^{-1} x=C_{1}-C$, or $\frac{1}{2} \pi=C_{1}-C$.

$$
\text { 5. } \quad d y=\frac{\sqrt{1-e^{2} x^{2}}}{\sqrt{1-x^{2}}} d x
$$

Expanding the numerator we have

$$
\left(1-e^{2} x^{2}\right)^{\frac{1}{2}}=1-\frac{1}{2} e^{2} x^{2}+\frac{1}{2.4} e^{4} x^{4}-\frac{1.3}{2.4 .6} e^{6} x^{6} \& c
$$

$\therefore y=\int\left(1-\frac{1}{2} e^{2} x^{2}+\frac{1}{2.4} e^{4} x^{4}-\frac{1.3}{2.4 .6} e^{6} x^{6} \& c\right.$. $) \frac{d x}{\sqrt{1-x^{2}}}$,
all the terms of which are of the form $\int \frac{x^{n} d x}{\sqrt{1-x^{2}}}$ and have been already integrated in the chapter relating to binomial differentials.

We might also expand $\left(1-x^{2}\right)^{-\frac{1}{2}}$ by the binomial theorem, then perform the multiplication indicated, and finally integrate the terms. in succession. Adopting the first course we have

$$
\begin{aligned}
y= & \sin ^{-1} x+\frac{1}{2} e^{2}\left(\frac{1}{2} x \sqrt{1-x^{2}}-\frac{1}{2} \sin ^{-1} x\right) \\
& -\frac{1}{2.4} e^{4}\left[\left(\frac{1}{4} x^{3}+\frac{1.3}{2.4} x\right) \sqrt{1-x^{2}}-\frac{1.3}{2.4} \sin ^{-1} x\right] \& c_{6}
\end{aligned}
$$

83. Prop. To obtain a series which shall express the integral of every function of the form $X d x$, in terms of $X$, its differential co efficients, and $x$.
Put $\quad X=u, d x=d v$ : then $d u=\frac{d X}{d x} \cdot d x$, and $\quad v=x$.
Now substituting in the formula $\int u d v=u v-\int v d u$ we get

$$
\int X d x=X x-\int \frac{d X}{d x} \cdot x d x
$$

Next, put $\quad \frac{d X}{d x}=u \quad$ and $\quad x d x=d v$,
then

$$
d u=\frac{d^{2} X}{d x^{2}} \cdot d x \quad \text { and } \quad v=\frac{1}{1.2} x^{2}
$$

$$
\therefore \int \frac{d X}{d x} x d x=\frac{d X}{d x} \cdot \frac{x^{2}}{1.2}-\int \frac{d^{2} X}{d x^{2}} \cdot \frac{x^{2}}{1.2} d x
$$

Similarly $\int \frac{d^{2} X}{d x^{2}} \cdot \frac{x^{2}}{1.2} d x=\frac{d^{2} X}{d x^{2}} \cdot \frac{x^{3}}{1.2 .3}-\int \frac{d^{3} X}{d x^{3}} \cdot \frac{x^{3}}{1.2 .3} d x$ \&c.\&c. By substiution

$$
\int X d x=X x-\frac{d X}{d x} \cdot \frac{x^{2}}{1.2}+\frac{d^{2} X}{d x^{2}} \cdot \frac{x^{3}}{1.2 .3}-\frac{d^{3} X}{d x^{3}} \cdot \frac{x^{4}}{1.2 .3 .4}+\& c .+C
$$

This formula, called Bernouilli's series, shows the possibility of expressing the integral of every function of a single variable, in terms of that variable, since the several differential coefficients $\frac{d X}{d x}, \frac{d^{2} X}{d x^{2}}$, \&c., can always be formed. But the series is often divergent, and then of no use in giving the value of the integral approximately.

## CHAPTER X.

INTEGRATION BETWEEN LIMITG AND SUCCESSIVE INTEGRATION.
84. The integrals determined by the methods hitherto explained are called indefinite integrals, because the value of the variable $x$, and that of the constant $C$, both of which appear in the integril, remain undetermined. But in applying the Calculus, the nature of the question will always require that the integral should be tais, between given limits. Thus, suppose the integral to originate. irr its value to reduce to zero) when $x=a$ : this condition will $i$ is the value of the constant $C$. Then, to determine the value of the ertire or definite integral, we replace $x$ by $b$, the other extreme vala of the variable.
$E x$. To integrate $d y=3 x^{2} d x$, between the limits $x=x_{1}$ and $x \cdot y_{c}$

$$
\begin{gathered}
y=\int 3 x^{2} d x=x^{3}+C . \quad \text { But when } x=x_{1}, \quad y=0 . \\
\cdot 0=x_{1}{ }^{3}+C \text { and } C=-x_{1}{ }^{3},
\end{gathered}
$$

and by substitution in the indefinite integral

$$
y=x^{3}-x_{1}{ }^{3} .
$$

Now make $x=x_{2}$, and there will result

$$
y=x_{2}{ }^{3}-x_{1}{ }^{3},
$$

the complete or definite integral.

A slight examination will show that the desired result will always be obtained by substituting in the indefinite integral for the variable $x$, first the inferior limit $x_{1}$ and then the superior limit $x_{2}$, and then subtracting the first result from the second. In these substitutions the constant $C$ may be neglected, since it will disappear in the subtraction.
85. The integration of $3 x^{2} d x$ between the limits $x_{1}$ and $x_{2}$, when $x_{1}$ 's the inferior limit, or that at which the integral originates, and $x_{2}$ the superior limit, is indicated by the notation.

$$
\int_{x_{1}}^{x_{2}} 3 x^{2} d x
$$

86. The precise signification of this definite integral will, perhaps, be better understood by the aid of the following

Prop. The definite integral $\int_{a}^{b} X d x$, (where $X$ is a function of $x$, which does not become infinite for any value of $x$ between the limits $x=a$ and $x=b$, ) is the limit of the sum of the values assumed by the product $X h$, as $x$ is caused to increase by successive equal increments (each $=h$ ) from $x=a$ to $x=b$; the value of $h$ being continually diminished, and consequently the number of these increments being indefinitely increased.

Thus, if $X_{0} X_{1} X_{2} X_{3} \ldots X_{n-1}$ be the values assumed by $X$, when $x$ takes successively the values $a, a+h, a+2 h, a+3 h, \ldots a+(n-1) h$, then will $\int_{a}^{b} X d x$ be the limit to the value $\left(X_{0}+X_{1}+X_{2} \ldots+X_{n-1}\right) h$, provided $n h=b-a$, and $h$ be diminished indefinitely.

Proof. Let $x$ and $x+h$ be any two successive values of $x$, and denote by $F x$ the general or indefinite integral $\int X d x$.

Then by Taylor's Theorem,

$$
F(x+h)=F x+\frac{d F x}{d x} \frac{h}{1}+\frac{d^{2} F x}{d x} \frac{h^{2}}{1.2}+\frac{d^{3} F x}{d x^{3}} \frac{h^{3}}{1.2 .3}+\& \mathrm{c}_{. .}
$$

which may be written, $F(x+h)=F x+X h+P h^{2}, \ldots(1)$, where $P$ is a function of $x$ and $h$.

Suppose the difference $b-a$ to be divided into $n$ equal parts, each equal to $h$, so that $b-a=n h$.

Now, putting successively $a, a+h, a+2 h \ldots a+(n-1) h$ for $\varepsilon$ in (1), and denoting the corresponding values of $P$ by $P_{0}, P_{1}, \& c$., we get

$$
\begin{gathered}
F(a+h)=F a+X_{0} h+P_{0} h^{2} \\
F(a+2 h)=F[(a+h)+h]=F(a+h)+X_{1} h+P_{1} h^{2} \\
F(a+3 h)=F[(a+2 h)+h]=F(a+2 h)+X_{2} h+P_{2} h^{2} \\
\& c .
\end{gathered}
$$

$F(a+n h)=F[(a+(n-1) h)+h]=F[a+(n-1) h]+X_{n-1} h+P_{n-1} h^{2}$
adding these equations, and omitting the terms common to both members of the sum, there results

$$
\begin{aligned}
F(a+n h)=F a & +h\left(X_{0}+X_{1}+X_{2} \ldots+X_{n-1}\right) \\
& +h^{2}\left(P_{0}+P_{1}+P_{2} \ldots+P_{n-1}\right) .
\end{aligned}
$$

But, since every value of $X$ is finite, none of the values of $P$ will become infinite. If, therefore, we denote the greatest value of $P$ by $P$, we shall have
$P_{0}+P_{1}+P_{2} \ldots+P_{n-1}<P n$, and since $F(a+n h)=F b$, and $n h=b-a$.

$$
\therefore F b-F a-h\left(X_{0}+X_{1}+X_{2} \ldots+X_{n-1}\right)<(b-a) P . h .
$$

But $b-a$ and $P$ are both finite, and therefore by diminishing $h$, the second member can be rendered less than any assignable quantity. Hence $F b-F a$ must approach indefinitely near to equality with $h^{2}\left(X_{0}+X_{1}+X_{3} \ldots+X_{n-1}\right)$ when $h$ is continually diminished.

## Successive Integration.

87. If the second differential coefficient $\frac{d^{2} y}{d x^{2}}=X$ be given instead of the first, two successive integrations will be required to determone the original function $y$ in terms of $x$. Thus, multiplying by $d x$ and integrating, we get

$$
\int \frac{d^{2} y}{d x^{2}} \cdot d x=\int X d x, \quad \text { or } \quad \frac{d y}{d x}=\int X d x=X_{1}+C_{1} .
$$

Multiplying again by $d x$, and integrating, we get

$$
\begin{gathered}
\int \frac{d y}{d x} d x=\int X_{1} d x+\int C_{1} d x \\
y=X_{2}+C_{1} x+C_{2}
\end{gathered}
$$

88. Similarly, if there were given $\frac{d^{3} y}{d x^{3}}=X$, three successive in. tegrations would give

$$
y=X_{3}+\frac{1}{1.2} C_{1} x^{2}+C_{2} x+C_{3}
$$

And if there were given $\quad \frac{d^{n} y}{d x^{n}}=X, \quad$ then

$$
\begin{aligned}
y=X_{n} & +\frac{C_{1} x^{n-1}}{1.2 .3 \ldots(n-1)} \\
& +\frac{C_{2} x^{n-2}}{1.2 .3 \ldots(n-2)}+\& c \ldots+C_{n-1} x+C_{n}
\end{aligned}
$$

the number of arbitrary constants introduced being $n$.
89. The result obtained by performing the above integrations may be indicated thus

$$
\int^{n} X d x^{n}=y:
$$

it is called the $n^{\text {th }}$ integral of $X d x^{n}$.
90. Prop. To develop the $n^{t h}$ integral $\int^{n} X d x^{n}$ in a series,

Employing Maclaurin's Theorem, we have

$$
\begin{aligned}
& \int^{n} X d x^{n}=\left[\int^{n} X d x^{n}\right]+\left[\int^{n-1} X d x^{n-1}\right] \frac{x}{1}+\left[\int^{n-2} X d x^{n-2}\right] \frac{x^{2}}{1.2}+\text { \&c. } \\
& +\left[\int X d x\right] \frac{x^{n-1}}{1.2 .3 \ldots(n-1)}+[X] \frac{x^{n}}{1.2 .3 \ldots n}+\left[\frac{d X}{d x}\right] \frac{x^{n+2}}{1.2 .3 \ldots(n+1)} \\
& +\left[\frac{l^{2} X}{d x^{2}}\right] \frac{x^{\vDash+2}}{1.2 .3 \ldots(n+2)}+\left[\frac{d^{3} X}{d x^{3}}\right] \frac{x^{n+3}}{1.2 .3 \ldots(n+3)}+\& c \ldots[R] .
\end{aligned}
$$

The terms within the [] are the arbitrary constants $C_{1} C_{2} C_{3} \ldots C_{n}$, as far as [ $\left.\int X d x\right]$ inclusive, but taken in an inverted order.
91. Prop. To deduce the development of $\int^{n} X d x^{n}$ from that of $X$.

By Maclaurin's Theorem, we have

$$
X=[X]+\left[\frac{d X}{d x}\right] \frac{x}{1}+\left[\frac{d^{2} X}{d x^{2}}\right] \frac{x^{2}}{1.2}+\left[\frac{d^{3} X}{d x^{3}}\right] \frac{x^{3}}{1.2 .3}+\& c .
$$

and this may be converted into the series $[R]$ by multiplying each term by $x^{n}$, then dividing the successive terms by $1.2 .3 \ldots n$. by $2.3 .4 \ldots(n+1)$, by $3.4 .5 \ldots(n+2)$, \&c., and finally annexing terms of the form

$$
\frac{C_{1} x^{n-1}}{1.2 .3 \ldots(n-1)}, \frac{C_{2} x^{n-2}}{1.2 .3 \ldots(n-2)}, \cdots C_{n}
$$

$$
\text { 1. To develop } \quad \int^{4} \frac{d x^{4}}{\sqrt{1-x^{2}}} \text {. }
$$

Here $X=\left(1-x^{2}\right)^{-\frac{1}{2}}=1+\frac{1}{2} x^{2}+\frac{1}{2} \cdot \frac{3}{4} x^{4}+\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} x^{6}+\& \mathrm{c}$.
Also $n=4$. Therefore multiplying by $x^{4}$ and dividing sticcessively by 1.2.3.4, by 3.4 .5 .6 , \&c., and finally amexing the terms containing the constants, we get

$$
\begin{aligned}
\int^{4} \frac{d x^{4}}{\sqrt{1-x^{2}}}=C_{4} & +\frac{C_{3} x}{1}+\frac{C_{2} x^{2}}{1.2}+\frac{C_{1} x^{3}}{1.2 .3}+\frac{x^{4}}{1 \cdot 2 \cdot 3 \cdot 4}+\frac{x^{6}}{2.3 .4 .5 \cdot 6} \\
& +\frac{1.3 x^{8}}{2.4 .5 \cdot 6 \cdot 7.8}+\frac{1.3 .5 x^{1 n}}{2.4 \cdot 6 \cdot 7.8 .9 \cdot 10}+\& c .
\end{aligned}
$$

2. What curves are characterized by the equations $\frac{d^{2} y}{d x^{2}}=0$, and $\frac{d^{3} y}{d x^{3}}=0$, respectively ?

1st. If $\quad \frac{d^{2} y}{d x^{2}}=0$, then $\int \frac{d^{2} y}{d x^{2}} d x=\frac{d y}{d x}=C_{1}$.
$\therefore \int \frac{d y}{d x} d x=\int C_{1} d x$, or $y=C_{1} x+C_{2}$, a straight line.
2d. If $\frac{d^{3} y}{d x^{3}}=0$, then $\int \frac{d^{3} y}{d x^{3}} d x=\frac{d^{2} y}{d x^{2}}=C_{1}$

$$
\therefore \int \frac{d^{2} y}{d x^{2}} d x=\int C_{1} d x \quad \text { or } \quad \frac{d y}{d x}=C_{1} \dot{x}+C_{2}
$$

$\int \frac{d y}{d x} d x=\int C_{1} x d x+\int C_{2} d x$ or $y=\frac{C_{1} x^{2}}{1.2}+C_{2} x+C_{3}$, a parabola

## PART II.
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CHAPTER I.

## RECTIFICATION OF CURVES.

92. To rectify a curve is co determine a straight line whose length shall be equivalent to that of the curve, or situply to obtain an.expression for the length of the curve, in terms of the co-ordinates of, its two extremities.
93. Prop. To obtain a general formula for the length of the are of a plane curve, when referred to rectangular co-ordinates.

Let $A B$ be the proposed arc, $P$ a point in it, $O X$ and $O Y$ the co-ordinate axes.

Put $O D=x, D P=y, A P=s$
Then since $d s=d x \sqrt{1+\frac{d y^{2}}{d x^{2}}}$,

we shall have by integration

$$
s=\int\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x \ldots(S), \text { the required formula. }
$$

94. To apply $(S)$ we replace $\frac{d y^{2}}{d x^{2}}$ by its value, in terms of $x$, deduced from the equation of the curve, and then integrate between the limits $x=O E$ and $x=O F$.
95. Again if $y$ be taken as the independent variable, we shall have

$$
\begin{gathered}
d s=d y \sqrt{1+\frac{d x^{2}}{d y^{2}}} . \text { and therefore } \\
s=\int\left(1+\frac{d x^{2}}{d y^{2}}\right)^{\frac{1}{2}} d y \ldots\left(S_{1}\right), \text { a second formula. }
\end{gathered}
$$

This will be applied by substituting for $\frac{d x^{2}}{d y^{2}}$ its value, in terms of $y$, derived from the equation of the curve, and then integrating between the proper limits.

## EXAMPLES.

96. 97. To find the length of the parabolic arc $A B$, included between the ordinates $b_{1}$ and $b_{2}$.

The equation of the curve is $y^{2}=2 p x$.

$$
\therefore \frac{d x}{d y}=\frac{y}{p},
$$


which substituted in $\left(S_{1}\right)$ gives

$$
s=\int\left[1+\frac{y^{2}}{p^{2}}\right]^{\frac{1}{2}} d y=\frac{1}{p} \int\left(p^{2}+y^{2}\right)^{\frac{1}{2}} d y
$$

But by formula ( $B$ ),

$$
\begin{equation*}
\int\left(p^{2}+y^{2}\right)^{\frac{1}{2}} d y=\frac{1}{2}\left(p^{2}+y^{2}\right)^{\frac{1}{2}} y+\frac{1}{2} p^{2} \int\left(p^{2}+y^{2}\right)^{-\frac{1}{2}} d y \ldots \tag{1}
\end{equation*}
$$

To integrate the last term, put $\left(p^{2}+y^{2}\right)^{\frac{1}{2}}=z+y$.

$$
\therefore x^{2}+y^{2}=z^{2}+2 z y+y^{2}, \quad y=\frac{p^{2}-z^{2}}{2 z}, \quad d y=-\frac{p^{2}+z^{2}}{2 z^{2}} d x
$$

and

$$
\left(p^{2}+y^{2}\right)^{\frac{1}{2}}=z+\frac{p^{2}-z^{2}}{2 z}=\frac{p^{2}+z^{2}}{2 z} .
$$

$\therefore \int\left(p^{2}+y^{2}\right)^{-\frac{1}{2}} d y=-\int \frac{2 z}{p^{2}+z^{2}} \cdot \frac{p^{2}+z^{2}}{2 z^{2}} d z=-\int \frac{d z}{z}=-\log z+C$.

And by substitution in (1),

$$
\begin{gathered}
\int\left(p^{2}+y^{2}\right)^{\frac{1}{2}} d y=\frac{1}{2}\left(p^{2}+y^{2}\right)^{\frac{1}{2}} y-\frac{1}{2} p^{2} \cdot \log \left[\left(p^{2}+y^{2}\right)^{\frac{1}{2}}-y\right]+C_{1} . \\
\therefore s=\frac{\left(p^{2}+y^{2}\right)^{\frac{1}{2}} \cdot y}{2 p}-\frac{1}{2} p \cdot \log \left[\left(p^{2}+y^{2}\right)^{\frac{1}{2}}-y\right]+C_{1} .
\end{gathered}
$$

- To determine the value of $C_{1}$, put $y=b_{1}$ and $s=0$, since the arc is supposed to commence at the point $A$.

Thus $\quad 0=\frac{\left(\dot{p}^{2}+b_{1}{ }^{2}\right)^{\frac{1}{2}} b_{1}}{2 p}-\frac{1}{2} p \log \left[\left(p^{2}+b_{1}\right)^{\frac{1}{2}}-b_{1}\right]+C_{1}$.

- $C_{1}=-\frac{\left(p^{2}+b_{1}{ }^{2}\right)^{\frac{1}{2}} b_{1}}{2 p}+\frac{1}{2} p \log \left[\left(p^{2}+b_{\mathrm{i}}{ }^{2}\right)^{\frac{1}{2}}-b_{1}\right]$, and by substitution

$$
8=\frac{\left(p^{2}+y^{2}\right)^{\frac{1}{2}} y}{2 p}-\frac{\left(p^{2}+b_{1}{ }^{2}\right)^{\frac{1}{2}} b_{1}}{2 p}-\frac{1}{2} p \log \frac{\left(p^{2}+y^{2}\right)^{\frac{1}{2}}-y}{\left(p^{2}+b_{1}{ }^{2}\right)^{\frac{1}{2}}-b_{1}}, \quad \text { and }
$$

when $y=b_{2}$

$$
\delta=\frac{\left(p^{2}+b_{2}{ }^{2}\right)^{\frac{1}{2}} b_{2}}{2 p}-\frac{\left(p^{2}+b_{1}{ }^{2}\right)^{\frac{1}{2}} b_{1}}{2 p}-\frac{1}{2} p \log \frac{\left(p^{2}+b_{2}{ }^{2}\right)^{\frac{1}{2}}-b_{2}}{\left(p^{2}+b_{1}{ }^{2}\right)^{\frac{1}{2}}-b_{1}} .
$$

If the are be reckoned from the vertex $O$, the ordinate $b_{1}=0$,

$$
\begin{aligned}
\therefore s & \doteq \frac{\left(p^{2}+b_{2}{ }^{2}\right)^{\frac{1}{2}} b_{2}}{2 p}-\frac{1}{2} p \log \frac{\left(p^{2}+b_{2}{ }^{2}\right)^{\frac{1}{2}}-b_{2}}{p} \\
& =\frac{\left(p^{2}+b_{2}{ }^{2}\right)^{\frac{1}{2}} b_{2}}{2 p}+\frac{1}{2} p \log \frac{\left(p^{2}+b_{2}{ }^{2}\right)^{\frac{1}{2}}+b_{2}}{p} .
\end{aligned}
$$

2. The cycloid $y=\sqrt{2 r x-x^{2}}+r \cdot \operatorname{versin}^{-1} \frac{x}{r}$.

Here $\frac{d y}{d x}=\sqrt{\frac{2 r-x}{x}}$, and
$\therefore 1+\frac{d y^{2}}{d x^{2}}=1+\frac{2 r-x}{x}=\frac{2 r}{x}$.


Hence by substitution in formula ( $S$ ).

$$
y=\int \frac{2^{\frac{1}{2}} \cdot r^{\frac{1}{2}}}{x^{\frac{1}{2}}} d x=2 \sqrt{2 r x}+C
$$

But when $x=0, s=0, \therefore C=0$, and hence $s=2 \sqrt{2 r x}$, or, the cycloidal arc $O P=2$ chord $O I$. of the generating circle.

When $\quad x=2 r, s=\operatorname{arc} O P A=2$ diameter $O C$.
$\therefore$ arc $A O B$ of the entire cycloid $=4$ diameters of the generating circle.
3. The circle $\quad y^{2}=r^{2}-x^{2}$.

$$
\begin{gathered}
\quad \frac{d y}{d x}=-\frac{x}{y}, \quad 1+\frac{d y^{2}}{d x^{2}}=1+\frac{x^{2}}{y^{2}}=\frac{r^{2}}{y^{2}} \\
\therefore \quad s=\int \frac{r}{y} d x=r \int \frac{d x}{\sqrt{r^{2}-x^{2}}}=r \cdot \sin ^{-1} \frac{x}{r}+C .
\end{gathered}
$$



This result involves a circular arc, the very quantity we wish to determine, and is therefore inapplicable,

To obtain an approximate result, expand the differential coefficient $\left(r^{2}-x^{2}\right)^{-\frac{1}{2}}$ and integrate: thus

$$
\begin{aligned}
s & =r \int\left(\frac{1}{r}+\frac{1}{2} \cdot \frac{x^{2}}{r^{3}}+\frac{1.3}{2.4} \cdot \frac{x^{4}}{r^{5}}+\frac{1.3 .5}{2.4 .6} \cdot \frac{x^{6}}{r^{7}}+\& c .\right) d x \\
& =r\left[\frac{x}{r}+\frac{1}{2.3} \cdot \frac{x^{3}}{r^{3}}+\frac{1.3}{2.4 .5} \cdot \frac{x^{5}}{r^{5}}+\frac{1.3 .5}{2.4 .6 .7} \cdot \frac{x^{7}}{r^{7}}+\& c .\right]+C .
\end{aligned}
$$

But if $s=0$ when $x=0$, then $C=0$, and $\therefore$ when $x=r$,

$$
s=r\left(1+\frac{1}{2.3}+\frac{1.3}{2.4 .5}+\frac{1.3 .5}{2.4 .6 .7}+8 c .\right)
$$

the value of the arc $A P B$ of the quadrant.

$$
\text { And if } r=1, \quad s=\frac{1}{6} \pi=1+\frac{1}{2.3}+\frac{1.3}{2.4 .5}+\frac{1.3 .5}{2.4 .6 .7}+\& c .
$$

4. The ellipse

$$
\begin{gathered}
a^{2} y^{2}+b^{2} x^{2}=a^{2} b^{2} \\
\frac{d y^{2}}{d x^{2}}=\frac{b^{4} x^{2}}{a^{4} y^{2}}
\end{gathered}
$$

$$
1+\frac{d y^{2}}{d x^{2}}=1+\frac{b^{4} x^{2}}{a^{4} y^{2}}=\frac{a^{2}\left(a^{2} b^{2}-b^{2} x^{2}\right)+b^{4} x^{2}}{a^{2}\left(a^{2} b^{2}-b^{2} x^{2}\right)}=\frac{a^{2}\left(a^{2}-x^{2}\right)+b^{2} x^{2}}{a^{2}\left(a^{2}-x^{2}\right)}
$$

or $1+\frac{d y^{\dot{c}}}{d x^{2}}=\frac{a^{2}-\frac{a^{2}-b^{2}}{a^{2}} x^{2}}{a^{2}-x^{2}}=\frac{a^{2}-e^{2} x^{2}}{a^{2}-x^{2}}$, where $e$ is the eccentrierry.
$\because s=\int \frac{\left(a^{2}-e^{2} x^{2}\right)^{\frac{1}{2}}}{\left(a^{2}-x^{2}\right)^{\frac{1}{2}}} d x=\int \frac{\left(1-e^{2} x_{1}\right)^{\frac{1}{2}}}{\left(1-x_{1}{ }^{2}\right)^{\frac{1}{2}}} d x$, by making $\frac{x}{a}=x_{1}$.
Thus expression has already been integrated approximately.
5. To determine what curves of the parabolic class are rectifiable.

The equation of this class of curves is $y^{n}=a x^{m}$, in which $n$ and $m$ are positive integers.

$$
\frac{d y}{d x}=\frac{m}{n} a^{\frac{1}{n}} x^{\frac{m}{n}-1}, \quad \therefore s=\int\left[1+\frac{m^{2}}{n^{2}} a^{\frac{2}{n}} x^{\frac{2 m}{n}-2}\right]^{\frac{1}{2}} d x
$$

and this can be rationalized, when $\frac{1}{2\left(\frac{m-n}{n}\right)}=r$, an integer, that is,
$m \quad 1+2 r$ when $\frac{m}{n}=\frac{1+2 r}{2 r}$ (Art. 41).

Hence, if one exponent, $n$, be even, and the other, $m$, greater by unity, the curve will be rectifiable; that is, an exact expression for the length of the curve can be obtained in terms of the co-ordinates of its extremities.

The term rectifiable is sometimes restricted to those curves whose lengths can be expressed algebraically, or without employing transcendental quantities; and with this restriction, the value of $r$ must be positive, otherwise $s$ would be transcendental.

Now applying the other condition of integrability, we have $\frac{1}{2\left(\frac{m-n}{n}\right)}+\frac{1}{2}=r$, an integer, whence $\frac{n}{m}=\frac{2 r-1}{2 r}$.

Hence, if one of the exponents be an even integer, and the other less by unity, the curve will be rectifiable.

Combining the two results, we find it simply necessary that $m$ and $n$ should differ by unity.
97. Prop. To obtain a formula for the rectification of polar curves.

Here we have to express $s$ in terms of $r$ or $\theta$, and for this purpose we must transform the formula [ $S$ ], by means of the relations $\frac{d s^{2}}{d \theta^{2}}=\frac{d x^{2}}{d \theta^{2}}+\frac{d y^{2}}{d \theta^{2}}, \ldots$ (1). $x=r \cos \theta, \ldots$ (2). $y=r \sin \theta \ldots$ (3), the quantity $\theta$ being taken as the independent variable.

Then (2) and (3) give

$$
\begin{gathered}
\left.\begin{array}{c}
\frac{d x}{d \theta}=-r \sin \theta+\cos \theta \frac{d r}{d \theta} \text {, and } \frac{d y}{d \theta}=r \cos \theta+\sin \theta \frac{d r}{d \theta} . \\
\therefore \frac{d s^{2}}{d \theta^{2}}= \\
+r^{2} \sin ^{2} \theta-2 r \sin \theta \cos \theta \frac{d r}{d \theta}+\cos ^{2} \theta \frac{d r^{2}}{d \theta^{2}} \\
+r^{2} \cos ^{2} \theta+2 r \sin \theta \cos \theta \frac{d r}{d \theta}+\sin ^{2} \theta \frac{d r^{2}}{d \theta^{2}}
\end{array}\right\}=r^{2}+\frac{d r^{2}}{d \theta^{2}} . \\
\quad \therefore s=\int\left[r^{2}+\frac{d r^{2}}{d \theta^{2}}\right]^{\frac{1}{2}} d \ldots \ldots\left(T^{\prime}\right) .
\end{gathered}
$$

1. The logarithmic spiral $r=a^{\theta}$, between the limits $r=r_{1}$, and $r=r_{2}$.

$$
\frac{d r}{d \theta}=\log a \cdot a^{\theta}=\frac{a \theta}{m}, \text { where } m \text { is the modulus. }
$$

$\therefore d \theta=\frac{m}{a^{\theta}} d r=\frac{m}{r} d r$, and by sulstitution in ( $T$ ),
$\therefore s=\int\left(r^{2}+\frac{r^{2}}{m^{2}}\right)^{\frac{1}{2}} \frac{m}{r} d r=\left(m^{2}+1\right)^{\frac{1}{2}} \int d r=\left(m^{2}+1\right)^{\frac{1}{2}} r+C$.
But $s=0$, when $r=r_{1}, \quad \therefore C=-\left(m^{2}+1\right)^{\frac{1}{2}} r_{1}$.
$\therefore s=\left(1+m^{2}\right)^{\frac{1}{2}}\left(r-r_{1}\right)$, and when $r=r_{2}, s=\left(1+m^{2}\right)^{\frac{1}{2}}\left(r_{2}-r_{1}\right)$.
2. The spiral of Archimedes $r=a \theta$, from the pole to the point $r=r_{1}$.

$$
\frac{d r}{d \theta}=a, \quad d \theta=\frac{d r}{a} . \quad \therefore s=\frac{1}{a} \int\left(r^{2}+a^{2}\right)^{\frac{1}{2}} d r .
$$

This expression is entirely similar to that integrated in rectifying the parabola.

$$
\therefore s=\frac{r_{1}\left(a^{2}+r_{1}{ }^{2}\right)^{\frac{1}{2}}}{2 a}+\frac{1}{2} a \log \frac{r_{1}+\left(a^{2}+r_{1}{ }^{2}\right)^{\frac{1}{2}}}{a}
$$

3. The lemniscata $r^{2}=a^{2} \cos 2 \theta$,

$$
\frac{r d r}{d \theta}=-a^{2} \sin 2 \theta, \frac{d r^{2}}{d \theta^{2}}=\frac{a^{4}}{r^{2}}\left(1-\frac{r^{4}}{a^{4}}\right)
$$



$$
\begin{array}{r}
\therefore r^{2}+\frac{d r^{2}}{d \theta^{2}}=\frac{a^{4}}{r^{2}}, d \theta=-\frac{r d r}{a^{2}\left(1-\frac{r^{4}}{a^{4}}\right)^{\frac{1}{2}}}=-\frac{r d r}{\left(a^{4}-r^{4}\right)^{\frac{1}{2}}} \\
\quad \therefore s=\int \frac{-a^{2} d r}{\left(a^{4}-r^{4}\right)^{\frac{1}{2}}}=-a^{2} \int\left[\frac{1}{a^{2}}+\frac{1}{2} \frac{r^{4}}{a^{6}}+\frac{1.3 r^{8}}{2.4 a^{10}}\right. \\
\left.+\frac{1.3 .5}{2.4 .6} \cdot \frac{r^{12}}{a^{14}} \& c .\right] d r
\end{array}
$$

which, integrated from $r=a$ to $r=0$, gives for the are BIA or one-fourth of the entire length of the curve.

$$
s=a\left[1+\frac{1}{2.5}+\frac{1.3}{2.4 .9}+\frac{1.3 \cdot 5}{2.4 .6 .13}, \& c .\right]
$$

98. When the curve is characterized by a relation between the radius vector $r$ and the perpendicular $p$ upon the tangent. To obtain a formula for the rectification in this case, we assume the value of the perpendicular found in the Differen. Calculus, p. 154 viz .:

$$
\begin{gathered}
p=\frac{r^{2}}{\sqrt{r^{2}+\frac{d r^{2}}{d \partial^{2}}}} ; \text { whence } \frac{d r^{2}}{d \theta^{2}}=\frac{r^{2}\left(r^{2}-p^{2}\right)}{p^{2}}, \text { and } \\
\frac{d s^{2}}{d \partial^{2}}=\frac{d s^{2}}{d r^{2}} \cdot \frac{d r^{2}}{d \partial^{2}}=r^{2}+\frac{d r^{2}}{d \partial^{2}}=\frac{r^{4}}{p^{2}}
\end{gathered}
$$

$$
\begin{aligned}
& \therefore \frac{d s^{2}}{d r^{2}}=\frac{r^{4}}{p^{2}} \div \frac{d r^{2}}{d \theta^{2}}=\frac{r^{4}}{p^{2}} \times \frac{p^{2}}{r^{2}\left(r^{2}-p^{2}\right)}=\frac{r^{2}}{r^{2}-p^{2}} \\
& \therefore s=\int \frac{r d r}{\left(r^{2}-p^{2}\right)^{\frac{1}{2}}} \cdots(U), \text { the required formula. }
\end{aligned}
$$

$E x$. The involute of the circle from $p=0$ to $p=2 \pi a$.

Here the equation of the curve is $r^{2}=a^{2}+p^{2}$.

$$
\therefore s=\int \frac{r d r}{a}=\frac{r^{2}}{2 a}+C=\frac{a^{2}+p^{2}}{2 a}+C .
$$

But when $p=0, s=0 . \quad \therefore C=-\frac{a}{2}$; and
 when

$$
p=2 \pi a, \quad s=2 \pi^{2} a
$$

## CHAPTER II.

## QUADRATURE OF PLANE AREAS.

99. The quadrature of a plane curve is the determination of a square equal in area to the space bounded in part or entirely by that curve. The problem is regarded as resolved when an expression for the area in terms of known quantities has been obtained, the number of terms being limited.
100. Prop. To obtain a general formula for the value of the plane area $A B C D$, included between the curve $D C$, the axis $O X$, and the two parallel ordinates $A D$ and $B C$, the curve being referred to rectangular co-ordinates.

Put $O E=x, E P=y, E F=h, F P_{1}=y_{1}, \quad Y$ and the area $A E P D=A$.

Then when $x$ receives an increment $h$, the area takes a corresponding increment $E P P_{1} F$, intermediate in value between the rectangle $F P$ and the rectangle $F S$.

$$
\text { But } \begin{aligned}
\frac{\square F S}{\square F^{\prime} P} & =\frac{y_{1} \times h}{y \times h}=\frac{y_{1}}{y}=\frac{y+\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\& c^{\prime}}{y} \\
& =1+\frac{d y}{d x} \cdot \frac{h}{y}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2 \cdot y}+\& \mathrm{c} .=1, \text { when } h=0 .
\end{aligned}
$$

Hence at the limit, when $h$ is taken indefinitely small, the area $E P P_{1} F$, which is always intermediate in value between $F P$ and $F S$, must become equal to each of these rectangles, or equal to $y \times h$.

$$
\therefore d A=y d x \text {, and consequently }
$$

$$
A=\int y d x \ldots \ldots(V), \text { the required formula. }
$$

101. If the area were included between two curves $D C$ and $D_{1} C_{1}$, we should find by a similar course of reasoning

$$
A=\int(Y-y) d x \ldots \ldots\left(V_{1}\right)
$$

in which $Y$ and $y$ denote the ordinates $E P$ and $E P_{1}$, corresponding to the same
 abscissa $O E$.
102. To apply $(V)$ or $\left(V_{2}\right)$, we eliminate $y$, or $y$ and $Y$, by employing the equation of one or both curves, and then integrate between the limits $x=O A$ and $x=O B$.

## EXAMPLES.

103. 104. The area $A B C D$, included between the parabolic arc $D C$, the axis of $x$, and two given ordinates $A D$ and $B C$.

Put $O A=a_{1}, A D=b_{1}^{2}, O B=a_{2}, B C=b_{2}, O E=x$, and $E P=y$.
Then, from the equation of the parabola, we have

$$
y^{2}=2 p x, \quad \text { or } \quad y=(2 p)^{\frac{1}{2}} \cdot x^{\frac{1}{2}}
$$

$\therefore$ And by substitution in formula ( $V$ ),


$$
A=\int(2 p)^{\frac{1}{2}} \cdot x^{\frac{1}{2}} d x=\frac{2}{3}(2 p)^{\frac{1}{2}} \cdot x^{\frac{3}{2}}+C=\frac{2}{3}(2 p x)^{\frac{1}{2}} \cdot x+C=\frac{2}{3} x y+C .
$$

But $\quad A=0$, when $x=a_{1}$ and $y=b_{1}, \therefore C=-\frac{2}{3} a_{1} b_{1}$
$\therefore A=\frac{2}{3}\left(x y-a_{1} b_{1}\right)=A D P E$; and when $x=a_{2}$ and $y=b_{2}$

$$
A=\frac{2}{3}\left(a_{2} b_{2}-a_{1} b_{1}\right)=A D C B
$$

Cor. If the area $O D C^{\prime} B$ of the semi-parabola were required, we . should have

$$
a_{1}=0, b_{1}=0, \quad \text { and } \quad \therefore A=\frac{2}{3} a_{2} b_{2}=\frac{2}{3} \text { circumscribing } \square ;
$$

and for the entire area of the parabola

$$
2 A=\frac{4}{3} a_{2} b_{2}=\frac{2}{3} a_{2} \cdot 2 b_{2}=\frac{2}{3} \text { circumscribing } \square
$$

2. The circle $y^{2}=r^{2}-x^{2}$, or its segment $A C D$.

Here $\quad A=\int y d x=\int\left(r^{2}-x^{2}\right)^{\frac{1}{2}} d x$, or by employing formula $(B)$,


$$
A=\frac{1}{2} x\left(r^{2}-x^{2}\right)^{\frac{1}{2}}+\frac{1}{2} r^{2} \int \frac{d x}{\left(r^{2}-x^{2}\right)^{\frac{1}{2}}}=\frac{1}{2} x\left(r^{2}-x^{2}\right)^{\frac{1}{2}}-\frac{1}{2} r^{2} \cos ^{-1} \frac{x}{r}+C .
$$

Suppose the area to be reckoned from $A$.

$$
\begin{gathered}
\text { area } A=0 \text { when } x=O A=-r . \\
\therefore C=\frac{1}{2} r^{2} \cos ^{-1}(-1)=\frac{1}{2} \pi r^{2} . \\
\therefore A=\frac{1}{2} \pi r^{2}+\frac{1}{2} x\left(r^{2}-x^{2}\right)^{\frac{1}{2}}-\frac{1}{2} r^{2} \cos ^{-1} \frac{x}{r} .
\end{gathered}
$$

And when $x=+r, A=\frac{1}{2} \pi r^{2}=$ area of semicircle $A E B$. $\therefore$ area of entire circle $A E B D=\pi r^{2}$.

To find the area of the segment $A C D$, make $x=O G=-a$, then

$$
\begin{aligned}
A & =A C G=\frac{1}{2} \pi r^{2}-\frac{1}{2} a\left(r^{2}-a^{2}\right)^{\frac{1}{2}}-\frac{1}{2} r^{2} \cos ^{-1}\left(-\frac{a}{r}\right) \\
& =\frac{1}{2} r\left[\pi r-r \cdot \cos ^{-1}\left(-\frac{a}{r}\right)\right]-\frac{1}{2} a\left(r^{2}-a^{2}\right)^{\frac{1}{2}} \\
& =\frac{1}{2} r(A C B-C B)-\frac{1}{2} a\left(r^{2}-a^{2}\right)^{\frac{1}{2}} \\
& =\frac{1}{2} r \cdot A C-\frac{1}{2} a \cdot C G .
\end{aligned}
$$

$\therefore$ segment $C A D C=r . A C-a . C G$.
3. The elliptic segment $A C_{1} D_{1}$.

Here the equation of the curve is

$$
\begin{gathered}
y=\frac{b}{a}\left(a^{2}-x^{2}\right)^{\frac{1}{2}} \\
\therefore A=\int y d x=\frac{b}{a} \int\left(a^{2}-x^{2}\right)^{\frac{1}{2}} d x
\end{gathered}
$$


$\therefore 2 A=$ segment $A C_{1} D_{1}=\frac{b}{a}$. segment $A C D$ of a circle described on $A B$.

Hence the area of the entire ellipse $=\frac{b}{a}$ area circle $=\frac{b}{a} \cdot \pi a^{2}=\pi a b$
4. The cycloid $\quad y=\left(2 r x-x^{2}\right)^{\frac{1}{2}}+r \cdot \operatorname{versin}-\frac{x}{r}$

Put $O D=x, \quad D P=y$.
Then the area $O P D=\int y d x$.
But since $y$ is a transcendental function of $x$, it will be preferable
 to integrate this expression by parts. Thus

$$
A=\int y d x=x y-\int x d y
$$

But from the equation of the curve we have

$$
\begin{gathered}
\frac{d y}{d x}=\sqrt{\frac{2 r-x}{x}} \text { or } d y=\sqrt{\frac{2 r-x}{x}} d x \\
\therefore A=x y-\int \sqrt{2 r x-x^{2}} \cdot d x
\end{gathered}
$$

Now $\int \sqrt{2 r x-x^{2}} d x=\int y_{1} d x$ where $y_{1}$ is the ordmate $D P_{1}$ of the generating circle, corresponding to the abscissa $O D=x$,
or $\quad \int \sqrt{2 r x-x^{2}} d x=$ area $O P_{1} D$.
$\therefore$ area $O P D=x y$ - area $O P_{1} D$, and when $x=O C=2 r$.
area semi-cycloid $O A C=O C \times C A$ - area semicircle $O P_{1} C$.

$$
=2 r . \pi r-\frac{1}{2} \pi r^{2}=\frac{3}{2} \pi r^{2}
$$

$\therefore$ area entire cycloid $=3 \pi r^{2}=3$ area generating circle.
104. Prop. To determine a general formula for the quadrature of polar curves, their equation having the form $r=F \%$.

Let $Q X$ be the fixed axis, $Q P$ the radius vector, forming with $Q X$ an angle measured by the arc $\theta$ described with radius equal to unity.

Let $\theta$ take the increment $t$, converting $r$ into $r_{1}=F(\theta+t)$, and adding
 the sector $Q P P_{1}$ to the area $Q I P=A$, previously swept over by the radius vector. Now $Q P \overline{P_{1}}>Q P K_{\text {, }}$ but $<Q P_{1} O$. Also the ratio

$$
\begin{aligned}
\frac{Q P_{1} O}{Q P K} & =\frac{\frac{1}{2} r_{1} \times r_{1} t}{\frac{1}{2} r \times r t}=\frac{r_{1}^{2}}{r^{2}}=\frac{\left(r+\frac{d r}{d \theta} \cdot \frac{t}{1}+\frac{d^{2} r}{d \theta^{2}} \cdot \frac{t^{2}}{1 \cdot 2}+\& c .\right)^{2}}{r^{2}} \\
& =1+2 \frac{d r}{d \theta} \cdot \frac{t}{r}+2 \frac{d^{2} r}{d \theta^{2}} \cdot \frac{t^{2}}{1.2 \cdot r}+\frac{d r^{2}}{d \theta^{2}} \cdot \frac{t^{2}}{r^{2}} \& c . \\
& =1 \quad \text { when } \quad t=0 .
\end{aligned}
$$

Hence at the limit, when $t$ is replaced by $d \theta$, and $Q P P_{1}$ becomes $J A$, the value of $Q P P_{1}$ will be equal to $Q K P$ or $Q P_{1} O$. Thus we shall have $d A=\frac{1}{2} r^{2} . d \theta$.

$$
\therefore A=\frac{1}{2} \int r^{2} d \theta \ldots\left(V_{2}\right), \text { the required formula. }
$$

1. The spiral of Archimedes $r=a \theta$.

$$
A=\frac{1}{2} \int r^{2} d \theta=\frac{1}{2} a^{2} \int \theta^{2} d \theta=\frac{1}{6} a^{2} \theta^{3}+C=\frac{1}{6} \frac{r^{3}}{a}+C .
$$

If $A=0$ when $r=r_{1}$, then $C=-\frac{1}{6} \frac{r_{1}{ }^{3}}{a}$.
$\therefore A=\frac{1}{6}\left(\frac{r^{3}-r_{1}{ }^{3}}{a}\right) ;$ and when $r=r_{2}, A=\frac{1}{6}\left(\frac{r_{2}{ }^{3}-r_{1}{ }^{3}}{a}\right)$.
For the area of one convolution estimated from the pole, we have the limits $r_{1}=0$ and $r_{2}=2 \pi a$.

$$
\therefore A=\frac{4}{3} \pi^{3} a^{2}
$$

2. The logarithmic spiral from $r=r_{1}$ to $r=r_{2}$.

Here $\quad r=a^{0} . \therefore d r=\log a \cdot a^{\theta} . d \theta$ and $d \theta=\frac{1}{\log a} \cdot \frac{d r}{r}$
$\therefore \quad A=\frac{1}{2} \int r^{2} d \theta=\frac{1}{2 \log a} \int r d r=\frac{1}{4 \log a} r^{2}+C$.
$=\frac{1}{4} m\left(r_{2}{ }^{2}-r_{1}{ }^{2}\right)$, between the limits $r_{1}$ and $r_{2}$ : the quantity $m$ denoting the modulus.
3. The hyperbolic spiral from $r=r_{1}$ to $r=r_{2}$.

Here $r=\frac{a}{\theta}, \quad d r=-\frac{a d \theta}{\theta^{2}}, \quad d \theta=-\frac{\theta^{2}}{\omega} \cdot d r=-\frac{a}{r^{2}} d r$.
$\therefore A=-\frac{1}{2} \int a d r=-\frac{1}{2} a r+C=\frac{a\left(r_{1}-r_{2}\right)}{2}$ between the limits $r_{1}$ and $r_{2}$.
4. The lemniscata $\quad r^{2}=a^{2} \cos 2 \theta$.

$$
A=\frac{1}{2} \int r^{2} d \theta=\frac{1}{2} a^{2} \cdot \int \cos 2 d d \theta=\frac{1}{4} a^{2} \sin 2 \theta+C
$$

Put $A=0$ when $\theta=0$; then $C=0$, and $A=\frac{1}{4} a^{2} \sin 2 \theta$,
which gives, when $r=0$, or $\theta=\frac{1}{4} \pi \cdot \quad A=\frac{1}{4} a^{2}$,
$\therefore$ Entire area $=a^{2}=$ square described on semi-axis.
105. Prop. To find a formula for the quadrature of a plane curve, when its equation is given by a relation between the radius vector, and the perpendicular upon the tangent.

$$
\text { Since } d \theta=\frac{p d r}{r\left(r^{2}-p^{2}\right)^{\frac{1}{2}}}, \quad A=\frac{1}{2} \int r^{2} d \theta=\frac{1}{2} \int \frac{p r d r}{\left(r^{2}-p^{2}\right)^{\frac{1}{2}}}
$$

1. The involute of the circle

$$
\begin{aligned}
& r^{2}-p^{2}=a^{2} \\
& A=\frac{1}{2} \int \frac{p r d r}{\left(r^{2}-p^{2}\right)^{\frac{1}{2}}}=\frac{1}{2 a} \int\left(r^{2}-a^{2}\right)^{\frac{1}{2}} r d r \\
&=\frac{1}{6 a}\left(r^{2}-a^{2}\right)^{\frac{3}{2}}=\frac{p^{3}}{6 a}+C
\end{aligned}
$$


and this, between the limits $p=0$, and $p=2 \pi a$, within which the entire circumference is unwound, gives

$$
A=\frac{4}{3} \pi^{3} a^{2}
$$

Cor. The area included between the involute $A B S$, the circle, and the tangent $A S$, is equivalent to that swept over by the radius vector, and therefore equal to $\frac{p^{3}}{6 a}$.
2. The epicycloid $p^{2}=\frac{c^{2}\left(r^{2}-a^{2}\right)}{c^{2}-a^{2}}$, where $c=a+2 b, a$ and $b$ being the radii of the fixed and generating circles.

$$
A=\frac{1}{2} \int \frac{p r d r}{\sqrt{r^{2}-p^{2}}}=\frac{1}{2} \frac{c}{a} \int \frac{\left(r^{2}-a^{2}\right)^{\frac{1}{2}}}{\left(c^{2}-r^{2}\right)^{\frac{1}{2}}} r d r
$$

Put $\quad\left(r^{2}-a^{2}\right)^{\frac{1}{2}}=z, \quad \therefore r^{2}=z^{2}+a^{2}, \quad r d r=z d z$,

$$
\left(c^{2}-r^{2}\right)^{\frac{1}{2}}=\left(c^{2}-a^{2}-z^{2}\right)^{\frac{1}{2}},
$$

$\therefore A=\frac{1}{2} \frac{c}{a} \int\left(c^{2}-a^{2}-z^{2}\right)^{-\frac{1}{2}} z^{2} d z$

$$
\begin{aligned}
& =-\frac{z\left(c^{2}-a^{2}-z^{2}\right)^{\frac{1}{2}} c}{4 a}+\frac{\left(c^{2}-a^{2}\right) r}{4 a} \int \frac{d z}{\left(c^{2}-a^{2}-z^{2}\right)^{\frac{1}{2}}} \\
& =-\frac{z\left(c^{2}-a^{2}-z^{2}\right)^{\frac{1}{2}} c}{4 a}+\frac{\left(c^{2}-a^{2}\right) c}{4 a} \cdot \sin ^{-1}\left[\frac{r^{2}-a^{2}}{c^{2}-a^{2}}\right]^{\frac{1}{2}}+C .
\end{aligned}
$$

This, between the limits $r=a$ and $r=c$, gives

$$
\begin{aligned}
A & =\frac{1}{4} \frac{c}{a}\left(c^{2}-a^{2}\right) \frac{\pi}{2} \\
& =\frac{b \pi}{2 a}\left(a^{2}+3 a b+2 b^{2}\right)=\text { OIPVO. }
\end{aligned}
$$

But

$$
O I L=\frac{1}{2} \pi a b .
$$



$$
\therefore I P V L=\frac{1}{2} \text { epicycloid }=\frac{b^{2} \pi}{2 u}(3 a+2 b)
$$

and, $\quad I V I_{1} L I=\frac{b^{2} \pi}{a}(3 a+2 b)$, the entire epicycloid.
If $b=\frac{1}{2} a$, then epicycloid $=4 \pi b^{2}=\pi a^{2}=$ area fixed circle.
If $b=a$, then epicycloid $=5 \pi b^{2}=5 \pi a^{2}=5$ area fixed circle

## CHAPTER III.

## QUADRATURE OF CURVED SURFACES.

106. Prop. To obtain a general formula for the quadrature of a surface of revolution.

Let $A B$ be the are of a plane curve which revolves about the axis $O X, P$ and $P_{1}$ points taken on the curve so near to each other that the are $P P_{1}$ may present its concavity to $O X$ at every point.


Put $O D=x, \quad D P=y, \quad D D_{1}=h, \quad D_{1} P_{1}=y_{1}, \quad A P=s$.
The surface generated by the are $P P_{1}$, is intermediate in magnitude between those generated by the chord $P P_{1}$, and the broken line $P T^{\prime} P_{1}$. Denoting these surfaces by $C$ and $B$, we have

$$
\begin{gathered}
\frac{B}{C}=\frac{\frac{1}{2}\left(P D+T D_{1}\right) 2 \pi P T+\left(T D_{1}{ }^{2}-P_{1} D_{1}{ }^{2}\right) \pi}{\frac{1}{2}\left(P D+P_{1} D_{1}\right) P P_{1} \cdot 2 \pi} \\
=\frac{(2 P D+V T) P T+\left(2 P_{1} D_{1}+P_{1} T\right) P_{1} T}{\left(2 P D+V P_{1}\right) P P_{1}} \\
=\frac{\left(2 y+\frac{d y}{d x} \frac{h}{1}\right)\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} h+\left[2 y+2 \frac{d y}{d x} \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \frac{h^{2}}{1.2}+\& c .\right]\left[-\frac{d^{2} y}{d x^{2}} \frac{h^{2}}{1.2} \& c .\right]}{\left[2 y+\frac{d y}{d x} \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \frac{h^{2}}{1.2} \& c .\right]\left[h^{2}+h^{2}\left(\frac{d y}{d x}+\frac{d^{2} y}{d x^{2}} \frac{h}{1.2} \& c .\right)^{2}\right]^{\frac{1}{2}}}
\end{gathered}
$$

Dividing numerator and denominator by $h$, and then passing to
the limit, we obtain $\frac{B}{C}=1$. And hence the limit to the value of the surface $C$, generated by the chord, will be a proper expression for the elementary surface generated by the arc $P P_{1}$, when that arc becomes indefinitely small.

But at the limit, when $h=d x, \quad C=2 \pi y\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x$.
Hence we have for the differential of the surface,

$$
\begin{aligned}
& d A=2 \pi y\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x, \text { and } \therefore A=2 \pi \int y\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x, . .(W) . \\
& \text { or, } \quad A=2 \pi \int y d s \ldots\left(W_{1}\right)
\end{aligned}
$$

107. To apply ( $W$ ), we eliminate, by means of the equation of the generating curve, $y$, and $\frac{d y}{d x}$, and then integrate between the given limits. Similarly, we apply $\left(W_{1}\right)$ by expressing $y$ in terms of $s$, or $d s$ in terms of $y$ and $d y$.

## EXAMPLES.

108. 109. The surface of the sphere.

Here the generating curve is a circle whose equation is


$$
\begin{gathered}
y^{2}=r^{2}-x^{2} . \\
\therefore \frac{d y}{d x}=-\frac{x}{y}, \quad 1+\frac{d y^{2}}{d x^{2}}=\frac{y^{2}+x^{2}}{y^{2}}=\frac{r^{2}}{y^{3}}, \\
\therefore A=2 \pi \int \frac{r y d x}{y}=2 \pi r \cdot \int d x=2 \pi r x+C .
\end{gathered}
$$

Put $\quad A=0$, when $x=-r$; then $C=2 \pi r^{2}$.
$\therefore A=2 \pi r(r+x)$, which, when $x=+r$, gives for the surface of the entire sphere $A=4 \pi r^{2}=4$ great circles.

For the zone whose height is $h=x_{2}-x_{1}$, we have

$$
A=2 \pi r\left(x_{2}-x_{1}\right)=2 \pi r h
$$

1. The paraboloid of revolution,

$$
\begin{aligned}
& y^{2}=2 p x, \frac{d y}{d x}=\frac{p}{y}, 1+\frac{d y^{2}}{d x^{2}}=1+\frac{p^{2}}{y^{2}}=\frac{y^{2}+p^{2}}{y^{2}} . \\
& \begin{aligned}
\therefore A & =2 \pi \int\left(y^{2}+p^{2}\right)^{\frac{1}{2}} d x=2 \pi \int\left(2 p x+p^{2}\right)^{\frac{1}{2}} d x \\
\quad & =\frac{2 \pi}{3 p}\left(2 p x+p^{2}\right)^{\frac{8}{2}}+C=\frac{2 \pi}{3 p}\left[\left(2 p x_{2}+p^{2}\right)^{\frac{3}{2}}-\left(2 p x_{1}+p^{2}\right)^{\frac{3}{2}}\right] .
\end{aligned}
\end{aligned}
$$



If the surface be reckoned from the vertex, we shall have $x_{1}=0$.

$$
\ \therefore A=\frac{2 \pi}{3 p}\left[\left(2 p x_{2}+p^{2}\right)^{\frac{2}{2}}-p^{3}\right]
$$

2. The surface generated by the revolution of the Catenary about its axis.

The equation of the curve is $s^{2}=x^{2}+2 a x$.
$\therefore d s=\frac{(x+a) d x}{\sqrt{x^{2}+2 a x}}$. and $d y=\sqrt{d s^{2}-d x^{2}}=\frac{a d x}{\sqrt{x^{2}+2 a x}}=\frac{a d x}{s}$.
Now, applying formula ( $W_{1}$ ), and integrating by parts, we have

$$
\begin{aligned}
A=2 \pi \int y d s & =2 \pi\left(y s-\int s d y\right)=2 \pi\left(y s-a \int d x\right) \\
& =2 \pi(y s-a x)+C .
\end{aligned}
$$



But when $\quad x=0, y=0$ and $s=0, \therefore C=0$.

$$
\therefore A=2 \pi\left(y \sqrt{x^{2}+2 a x}-a x\right) .
$$

3. The surface generated by the revolution of a semi-cycloid about its axis.

$$
\begin{aligned}
& \text { Here } \quad d y=\sqrt{\frac{2 r-x}{x}} \cdot d x \text { and } s=2 \sqrt{2 r x}=\sqrt{8 r x} . \\
& \therefore A=2 \pi \int y d s=2 \pi\left(y s-\int s d y\right)=2 \pi\left(y s-\int 2 \sqrt{2 r x} \sqrt{\frac{2 r-x}{x}} \cdot d x\right) \\
& =2 \pi\left(y \sqrt{8 r x}-\sqrt{8 r \int} \sqrt{2 r-x \cdot d x}\right) \\
& \quad=2 \pi\left[y \sqrt{8 r x}+\sqrt{8 r} \cdot \frac{2}{3}(2 r-x)^{\frac{3}{2}}\right]+C .
\end{aligned}
$$

But when $x=0, A=0, \therefore C=-\frac{32}{3} \pi r^{2}$.

$$
\therefore A=2 \pi\left[y \sqrt{8 r x}+\sqrt{8 r} \cdot \frac{2}{3}(2 r-x)^{\frac{3}{2}}-\frac{16}{3} r^{2}\right] ;
$$

and when $x=2 r, A=8 \pi^{2} r^{2}-\frac{32}{3} \pi r^{2}$, the entire surface.
4. The surface generated by the revolution of the cycloid about its base.

In the formula $A=2 \pi \int y d s$, the quantity $y$ denotes the distance of a point in the revolving curve from the axis of revolution, and must therefore be replaced in the present instance, by $2 r-x$.

$$
\begin{aligned}
\therefore A & =2 \pi \int(2 r-x) d s=2 \pi \int(2 r-x) \sqrt{\frac{2 r}{x}} d x \\
& =2 \pi \sqrt{2 r}\left(4 r x^{\frac{1}{2}}-\frac{2}{3} x^{\frac{8}{2}}\right)+C .
\end{aligned}
$$

 and when

$$
x=2 r
$$

$\therefore A=\frac{32}{3} \pi r^{2} ;$ and the entire surface $2 A=\frac{64}{3} \pi r^{2}$.
109. Prop. To obtain a general formula for the quadrature of ans curved surface, whose equation is referred to rectangular co-ordinates.

Let $C A P B$ be a portion of the surface included between the planes of $x z$ and $y z$, and the planes $B P_{1}$, $A P_{1}$ drawn parallel thereto.

Put $O A_{1}=x, O B_{1}=A_{1} P_{1}=y$, $P_{1} P=z, A C B P=A$, and let $z=F(x, y) \ldots(1)$ be the equation
 of the surface.

Then, since the value of $A$ will be determined by the assumed values of the independent variables $x$ and $y$, we shall have $A=\varphi(x, y)$.

Now when $x$ receives an increment $A_{1} a_{1}=h$, the area $A$ takes the increment $A D$, becoming

$$
A_{1}=\varphi(x+h, y)=A+\frac{d A}{d x} \cdot \frac{h}{1}+\frac{d^{2} A}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{3} A}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\& a
$$

Similarly, when $y$ alone takes an increment $B_{1} b_{1}=k, A$ takes the increment $B G$, becoming
$A_{2}=\varphi(x, y+k)=A+\frac{d A}{d y} \cdot \frac{k}{1}+\frac{d^{2} A}{d y^{2}} \cdot \frac{k^{2}}{1.2}+\frac{d^{3} A}{d y^{3}} \cdot \frac{k^{3}}{1.2 .3}+\& c$.
But, when $x$ and $y$ increase simultaneously, $A$ takes an increment $A D+B G+P I$, becoming

$$
\begin{gathered}
A_{3}=A+\frac{d A}{d x} \cdot \frac{h}{1}+\frac{d A}{d y} \cdot \frac{k}{1}+\frac{d^{2} A}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\frac{d^{2} A}{d x d y} \frac{h k}{1}+\frac{d^{2} A}{d y^{3}} \cdot \frac{k^{2}}{1.2} \\
+\frac{d^{3} A}{d x^{3}} \cdot \frac{h^{3}}{1.2 .3}+\frac{d^{3} A}{d x^{2} d y} \cdot \frac{h^{2} k}{1.2}+\frac{d^{3} A}{d x d y^{2}} \cdot \frac{h k^{2}}{1.2}+\frac{d^{3} A}{d y^{3}} \cdot \frac{k^{3}}{1.2 \cdot 3}+\& c \\
\therefore P I=A_{3}-A-\left(A_{1}-A\right)-\left(A_{2}-A\right) \\
\quad=\frac{d^{2} A}{d x d y} \cdot \frac{h k}{1}+\frac{d^{3} A}{d x^{2} d y} \cdot \frac{h^{2} k}{1.2}+\frac{d^{3} A}{d x d y^{2}} \cdot \frac{h k^{2}}{1.2}+\& c^{2}
\end{gathered}
$$

and $\quad \frac{P I}{h k}=\frac{d^{2} A}{d x} \frac{A}{d y}+\frac{d^{3} A}{d x^{2} d y} \cdot \frac{h}{1.2}+\frac{d^{3} A}{d x . d y^{2}} \cdot \frac{k}{1.2}+\& c$.
which, at the limit when $h=0$ and $k=0$, reduces to

$$
\frac{P I}{P_{1} I_{1}}=\frac{d^{2} A}{d x d y} \ldots \ldots \ldots(1) .
$$

Now this quotient, which results from dividing the elementary surface $P I$ by its projection $P_{1} I_{1}$ on the plane of $x y$, is equal to $\frac{1}{\cos v}$, where $v$ denotes the angle formed by the tangent plane at the point $P$ with the plane of $x y$.

But from the theory of surfaces (Diff. Cal., Art. 177), we have

$$
\begin{aligned}
\cos v & =\frac{1}{\sqrt{1+\frac{d z^{2}}{d x^{2}}+\frac{d z^{2}}{d y^{2}}}} . \\
\therefore \frac{d^{2} A}{d x d y}= & \sqrt{1+\frac{d z^{2}}{d x^{2}}+\frac{d z^{2}}{d y^{2}}} .
\end{aligned}
$$

Now, since the second differential coefficient $\frac{d^{2} A}{d x d y}$ is obtained by
differentiating the function $A$ of $x$ and $y$, first as though $x$ were alone variable, and then as though $y$ only varied, we shall obtain the value of $A$ by multiplying the value of $\frac{d^{2} A}{d x d y}$ by $d x d y$, and then performing two successive integrations with respect to $x$ and $y$, the order of these integrations being immaterial, since that of the differentiations is arbitrary.

This double integration is indicated by the symbol $\iint$, and the result is called a double integral. Thus
$A=\iint\left(1+\frac{d z^{2}}{d x^{2}}+\frac{d z^{2}}{d y^{2}}\right)^{\frac{1}{2}} d x d y \ldots\left(W_{2}\right)$, the required formula.
The limits of these integrations, in the case represented in the diagram, are $y=0$ and $y=O B_{1}=b, x=0$ and $x=O A_{1}=\alpha$. But if the surface were terminated laterally by a cylinder (instead of by planes parallel to $x z$ and $y z$ ), the elements of this cylinder being parallel to the axis of $z$, and its base in the plane of $x y$ represented by the equation $y_{1}=f x$, then the superior limit of the first integration would be $y=y_{1}=f x$, the inferior limit being still zero. This will be rendered plain by an example.
110. 1. Required the surface of the tri-rectangular triangle $A B C$.

From the equation of the surface $x^{2}+y^{2}+z^{2}=r^{2}$, we obtain $\frac{d z}{d x}=-\frac{x}{z}$, and $\frac{d z}{d y}=-\frac{y}{z}$. $\therefore \sqrt{1+\frac{d z^{2}}{d x^{2}}+\frac{d z^{2}}{d y^{2}}}=\frac{r}{z}$
$\therefore A=\iint \frac{r}{z} d x d y=r \iint \frac{d x d y}{\sqrt{r^{2}-x^{2}-y^{2}}}$


$$
=r \int \sin ^{-1}\left(\frac{y}{\sqrt{r^{2}-x^{2}}}\right) d x
$$

The limits of this first integration with respect to $y$ are $y=0$ and $y=\sqrt{r^{2}-x^{2}}=D E$.

But when

$$
y=0, \frac{y}{\sqrt{r^{2}-x^{2}}}=0
$$

and when $y=\sqrt{r^{2}-x^{2}}, \frac{y}{\sqrt{r^{2}-x^{2}}}=1$, and $\sin ^{-1}(1)=\frac{1}{2} \pi$.

$$
\therefore A=\frac{1}{2} \pi r \int d x=\frac{1}{2} \pi r x+C=\frac{1}{2} \pi r^{2}
$$

between the limits $x=0$, and $x=r$.
2. The axes of two equal circular semi-cylinders intersect at sight angles, forming the figure called the groin. Required the entire surface intercepted upon the two cylinders.

Assuming the axes of the
 cylinders as those of $x$ and $y$ respectively, the equation of the cylinder whose axis coincides with $x$ will be $y^{2}+z^{2}=r^{2}$, and that of the cylinder whose axis coincides with $y$ will be $x^{2}+z^{2}=r^{2}$.

The entire surface to be estimated is projected upon $x y$ in the rectangle $A B C F$, and the triangle $O G F$ is the projection of one-eighth of this surface. To compute this portion to which the equation $x^{2}+z^{2}=r^{2}$ applies, we have $A=\iint\left(1+\frac{d z^{2}}{d x^{2}}+\frac{d z^{2}}{d y^{2}}\right)^{\frac{1}{2}} d x d y$, in which the limits of integration are $y=0$ and $y=x, x=0$ and $x=r$.

Sut from the equation $x^{2}+z^{2}=r^{2}$, we get $\frac{d z}{d x}=-\frac{x}{z}, \frac{d z}{d y}=0$.
$\therefore A=\iint\left(1+\frac{x^{2}}{z^{2}}\right)^{\frac{1}{2}} d x d y=\iint \frac{r}{z} d x d y=\iint \frac{r d x d y}{\sqrt{r^{2}-x^{2}}}$
$=r \int \frac{y d x}{\sqrt{r^{2}-x^{2}}}=r \int \frac{x d x}{\sqrt{r^{2}-x^{2}}}$ between the given limits,
or
$A=-r \sqrt{r^{2}}-x^{2}+C=r^{2}$ between the limits $x=0$ and $x=r$. $\therefore 8 A=8 r^{2}$, the entire surface of the groin.

## CHAPTER IV.

## CUBATURE OF VOLUMES.

111. Prop To obtain a general formula for the volume generated by the revolution of a plane figure about a fixed axis.

Let $O X$, the axis of $x$, be the axis of revolution, $A B C F$ the generating area. Put

$$
O D=x, D P=y, D D_{2}=h, D_{1} P_{1}=y_{1},
$$

and let $y=F x$ be the equation of the
 bounding curve $A B$.

The volume generated by the revolution of the small quadrilateral $D P P_{1} D_{1}$ is intermediate in magnitude between the cylinders generated by the rectangles $P D_{1}$ and $E D_{1}$. But

$$
\begin{aligned}
\frac{\text { cylinder } E D_{1}}{\text { cylinder } P D_{1}} & =\frac{\pi y_{1}{ }^{2} h}{\pi y^{2} h}=\frac{y_{1}{ }^{2}}{y^{2}}=\frac{\left(y+\frac{d y}{d x} \cdot \frac{h}{1}+\frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2}+\& \mathrm{c} .\right)^{2}}{y^{2}} \\
& =1+2 \frac{d y}{d x} \cdot \frac{h}{y}+2 \frac{d^{2} y}{d x^{2}} \cdot \frac{h^{2}}{1.2 \cdot y}+\frac{d y^{2}}{d x^{2}} \cdot \frac{h^{2}}{y^{2}}+\& c . \\
& =1 \quad \text { when } \quad h=0 .
\end{aligned}
$$

Therefore at the limit the volume generated by $\left.D P P_{1} D_{1}=c y\right]$ inder $P D_{1}$, or $d V=\pi y^{2} d x$, and consequently $V=\pi \int y^{2} d x \ldots(X)$. the required formula.

To apply ( $X$ ), we substitute for $y^{2}$ its value in terms of $x$ derived from the equation of the bounding curve $A B$, and then integrate be tween the given limits.
112. 1. The sphere.

Here the equation of the circle which bounds the generating area is $x^{2}+y^{2}=r^{2}$.
$\therefore V=\int \pi y^{2} d x=\pi \int\left(r^{2}-x^{2}\right) d x=\pi\left(r^{2} x-\frac{1}{3} x^{3}\right)+C$.
P'ut $\quad V=0$ when $x=-r$, then

$$
C=-\pi\left(\frac{1}{3} r^{3}-r^{3}\right)=\frac{2}{3} \pi r^{3}
$$


$\therefore V=\pi\left(r^{2} x-\frac{1}{3} x^{3}\right)+\frac{2}{3} \pi r^{3}$ and when $x=+r, V=\frac{4}{3} \pi r^{3}$.
2. The ellipsinid of revolution, generated by the revolution of the semi-ellipse about its greater axis $2 a$.
Here $y^{2}=\frac{b^{2}}{a^{2}}\left(a^{2}-x^{2}\right) . \therefore V=\frac{b^{2} \pi}{a^{2}} f\left(a^{2}-x^{2}\right) d x=\frac{b^{2} \pi}{u^{2}}\left(a^{2} x-\frac{1}{3} x^{3}\right)+C$, which gives between the limits $x=-a$ and $x=+a$.

$$
V=\frac{4}{3} \pi b^{2} a=\frac{2}{3}\left(2 a \cdot \pi b^{2}\right)=\frac{2}{3} \text { circumscribing cylinder. }
$$

3. The paraboluid of revolution

$$
y^{2}=2 p x . \quad V=2 \pi p \int x d x=\pi p x^{2}+C
$$

If $\quad V=0$ when $x=0$; then $C=0$ and $V=\pi p x^{2}$;
which becomes, when $x=x_{1}$ and $y=y_{1}$,

$$
V=\pi p x_{1}^{2}=\frac{1}{2} x_{1} \cdot \pi y_{1}^{2}=\frac{1}{2} \text { circumscribing cylinder. }
$$

4. The parabolic spindle generated by the revolution of the parabolic area $A Q B$ about the double ordinate $A B$.

Put $O Q=a, O A=b, O D=x, D P=y$. Then $Q C=a-y$. $x^{2}=2 p(a-y)$ and $V=\pi \int\left(a-\frac{x^{2}}{2 p}\right)^{2} d x=\frac{\pi}{4 p^{2}} \int\left(4 a^{2} p^{2}-4 a p x^{2}+x^{4}\right) d x$. $\therefore V=\pi\left(a^{2} x-\frac{a x^{3}}{3 p}+\frac{x^{5}}{20 p^{2}}\right)+C$.

But if $V=0$ when $x=0$, then $C=0$; and when $x=0 A=b$.

$$
V=\pi\left(a^{2} b-\frac{a b^{3}}{3 p}+\frac{b^{5}}{20 p^{2}}\right) ;
$$

or since

$$
\frac{b^{2}}{2 p}=a
$$



$$
\begin{gathered}
V=\pi a^{2} b\left(1-\frac{2}{3}+\frac{1}{5}\right)=\frac{8}{15} \pi a^{2} b=\text { volume } A Q O . \\
\therefore \text { volume } A Q B=\frac{16}{15} \pi a^{2} b .
\end{gathered}
$$

5. The volume generated by the revolution of the cycloid arrout its base.

Put $O V=2 r, \quad O D=x, \quad D P=y, \quad I V=z=2 r-y$.
Then from the equation of the cycloid,

$$
\begin{gathered}
\frac{d x}{d z}=\left(\frac{2 r-z}{z}\right)^{\frac{1}{2}} \text {, and since } d z=-d y . \\
\therefore \frac{d x}{d y}=-\left(\frac{2 r \cdot z}{z}\right)^{\frac{1}{2}} \\
=-\left(\frac{y}{2 r-y}\right)^{\frac{1}{2}} \\
\therefore V=\pi \int y^{2} d x=-\pi \int y^{2}\left(\frac{y}{2 r-y}\right)^{\frac{1}{2}} d y=-\pi \int y^{\frac{5}{2}}(2 r-y)^{-\frac{1}{2}} d y .
\end{gathered}
$$

But by formula ( $A$ ), pajes84

$$
\begin{aligned}
& \int y^{\frac{5}{2}}(2 r-y)^{-\frac{1}{2}} d y=-\frac{1}{3} y^{\frac{5}{2}}(2 r-y)^{\frac{1}{2}}+\frac{5}{3} r \int y^{\frac{3}{2}}(2 r-y)^{-\frac{1}{2}} d y \\
& \int y^{\frac{3}{2}}(2 r-y)^{-\frac{1}{2}} d y=-\frac{1}{2} y^{\frac{3}{2}}(2 r-y)^{\frac{1}{2}}+\frac{3}{2} r \int y^{\frac{1}{2}}(2 r-y)^{-\frac{1}{2}} d y \\
& \int y^{\frac{1}{2}}(2 r-y)^{-\frac{1}{2}} d y=-y^{\frac{1}{2}}(2 r-y)^{\frac{1}{2}}+r \int y^{-\frac{1}{2}}(2 r-y)^{-\frac{1}{2}} d y .
\end{aligned}
$$

Also $\int y^{-\frac{1}{2}}(2 r-y)^{-\frac{1}{2}} d y=\int \frac{d y}{\sqrt{2 r y-y^{2}}}=\operatorname{versin}^{-1} \frac{y}{r}$.
$\therefore V=\pi(2 r-y)^{\frac{1}{2}}\left(\frac{1}{3} y^{\frac{5}{2}}+\frac{5}{6} y^{\frac{8}{2}} r+\frac{5}{2} y^{\frac{1}{2}} r^{2}\right)-\frac{5}{2} \pi r^{3} \cdot \operatorname{versin}{ }^{-1} \frac{y}{r}+\boldsymbol{C}$.

Put $V=0$ and $y=2 r$. Then $C=\frac{5}{2} r^{3} \pi^{2}$, and when $y=0$.

$$
V=\frac{5}{2} r^{3} \pi^{2}=\text { volume } B V O
$$

$\therefore$ volume $B V A=5 r^{3} \pi^{2}=2 \pi r \frac{5}{2} \pi r^{2}=\frac{5}{8}$ circumscribing cylinder.
6. The volume generated by the revolution of the cycloid about its axis. (See last Fig.).

Put $V I=x, I P=y, V O=2 r$, and to facilitate the integration, iatroduce the variable angle $V C E=\theta$.

Then $\quad x=r(1-\cos \theta), y=r(\sin \theta+\theta), d x=r . \sin \theta d \theta$.
$\therefore V=\pi \int y^{2} d x=\pi r^{3} \int\left(\sin ^{3} \theta+2 \theta \cdot \sin ^{2} \theta+\theta^{2} \cdot \sin \theta\right) d \theta$.
But $\int \sin ^{3} \theta \cdot d \theta=-\frac{1}{3} \sin ^{2} \theta \cdot \cos \theta-\frac{2}{3} \cos \theta=\frac{4}{3}$, from $\theta=0$ to $\theta=\pi$. $2 \int \theta \cdot \sin ^{2} \theta \cdot d \theta=\int \theta \cdot d \theta-\int \theta \cdot \cos 2 \theta d \theta$

$$
\begin{aligned}
& =\frac{1}{2} \theta^{2}-\frac{1}{2} \theta \sin 2 \theta+\frac{1}{2} \rho \sin 2 \theta \cdot d \theta \text { by integrating by parts. } \\
& =\frac{1}{2} \theta^{2}-\frac{1}{2} \theta \sin 2 \theta-\frac{1}{4} \cos 2 \theta=\frac{1}{2} \pi^{2}, \text { from } \theta=0 \text { to } \theta=\pi,
\end{aligned}
$$

and $\int^{2} \cdot \sin \theta \cdot d \theta=-\theta^{2} \cos \theta+2 \int \theta \cdot \cos \theta d \theta$

$$
\begin{aligned}
& =-\theta^{2} \cos \theta+2 \theta \sin \theta-2 \int \sin \theta d \theta \\
& =-\theta^{2} \cos \theta+2 \theta \sin \theta+2 \cos \theta \\
& =\pi^{2}-4, \text { from } \theta=0 \text { to } \theta=\pi
\end{aligned}
$$

$\therefore$ Entire volume $=\pi r^{3}\left(\frac{3}{2} \pi^{2}-\frac{8}{3}\right)$.
113. Prop. To obtain a general furmula for the volume of all solids which are symmetrical with respect to an axis.

Such solids may be generated by the motion of a plane figure, as $A B C D$, of variable dimensions, and of any form, whose centre $G$ remains upon the axis $O X$, its plane being always perpendicular to $O X$, and its variable area $X$ being a function of $x$, its distance from the origin.

By a methed entirely similar to that applied to solids of revolution, we may show that $d V=X d x$, and $\quad \therefore V=\int X d x \ldots\left(X_{1}\right)$,
the required formula.
To apply ( $X_{1}$ ) we must express the
 value of the area $X$ in terms of $x$, and then integrate between the proper limits.

Cor. The same formula is applicable to any solid generated by the motion of a section of variable dimensions parallel to a given plane, when the area of the section can be expressed in functions of its distance from the fixed plane.
114. 1. The ellipsoid with three unequal axes.

Here we have $\quad \frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$,
or

$$
b^{2} c^{2} x^{2}+a^{2} c^{2} y^{2}+a^{2} b^{2} z^{2}=a^{2} b^{2} c^{2}
$$

Make $C C_{1}^{\prime}=x$, and put successively

$$
y=0 \quad \text { and } \quad z=0
$$

Then when

$$
y=0, z=\frac{c}{a} \sqrt{a^{2}-x^{2}}=B_{1} C_{1}
$$

and when

$$
\begin{aligned}
z=0, y & =\frac{b}{a} \sqrt{u^{2}-x^{2}}=D_{1} C_{1} . \\
& \therefore \text { area } B_{1} D_{1} F_{1} E_{1}=X=\frac{\pi b c}{a^{2}}\left(a^{\Sigma}-x^{2}\right) ;
\end{aligned}
$$


and this value substituted in $\left(X_{1}\right)$ gives

$$
V=\frac{\pi b r}{a^{2}} \int\left(a^{2}-x^{2}\right) d x=\frac{\pi b c}{a^{2}}\left(a^{2} x-\frac{1}{3} x^{3}\right)+C .
$$

Put $V=0$ when $x=-a$; then $C=\frac{\pi b c}{a^{2}} \cdot \frac{2}{3} a^{3}$, and when $x=+a$

$$
V=\frac{4}{3} \pi b c a=\text { entire eliipsoid }=\frac{2}{3} \text { circumscribing cylinder. }
$$

2. The elliptical paraboloid $c z^{2}+b y^{2}=a^{2} x$.

Put successively $\quad y=0$ and $z=0$;
then

$$
C B=a\left(\frac{x}{c}\right)^{\frac{1}{2}}, \quad \text { and } \quad C D=a\left(\frac{x}{b}\right)^{\frac{1}{2}}
$$

Then

$$
\begin{gathered}
X=\frac{\pi a^{2} x}{\sqrt{b c}} . \quad \text { And } \\
V=\frac{\pi a^{2}}{\sqrt{b c}} \int x \cdot d x=\frac{1}{2} \frac{\pi a^{2} x^{2}}{\sqrt{b c}}+C .
\end{gathered}
$$

If $V=0$ when $X=0$, then $C=0$, and


$$
V=\frac{1}{2} \frac{\pi a^{2} x^{2}}{\sqrt{b c}}
$$

$\because$ When $x=O A=x_{1} \quad V=\frac{1}{2} \frac{\pi a^{2} x_{1}{ }^{2}}{\sqrt{b c}}=\frac{1}{2} X_{1} x_{1}=\frac{1}{2}$ circumscribing cylinder.
3. The groin or solid formed by the intersection of two cylinders whose axes are perpendicular to each other.

1st. Let the bases of the cylinders be equal semi-circles.

Then the generating section $A_{1} B_{1} C_{1} D_{1}$ will be a square.

Put $O G=G E=E A=r, O G_{1}=x$,

$$
G_{1} E_{1}=y=E_{1} A_{1} .
$$

Then $A_{1} B_{1} C_{1} D_{1}=4 y^{2}$, and from the equation of the circle $E O F$,
 $y^{2}=2 r x-x^{2} . \therefore V=\int X d x=\int\left(8 r x-4 x^{2}\right) d x=4 r x^{2}-\frac{4}{3} x^{3}+C$.

But $V=0$ when $x=0, \therefore C=0$, and when $x=r$,
$V=\frac{8}{3} r^{3}=\frac{2}{3} r .2 r .2 r=\frac{2}{3} \quad$ circumscribing parallelopipedon.
2 d . Let the bases be unequal parabolas.
Then the generating section will be a rectangle.
Put $O G=a, G E=b, E A=b_{1}, O G_{1}=x, G_{1} E_{1}=y, E_{1} A_{1}=y_{2}$

Then

$$
y^{2}=2 p x, y_{1}^{2}=2 p_{1} x \ldots X=2 y .2 y_{1}=8 x \sqrt{p p_{1}} .
$$

$V=\int X d x=8 \sqrt{p p_{1}} \int x d x=4 x^{2} \sqrt{\sqrt{p p_{1}}}=2 x . y y_{1}$, and when $x=a_{0}$ $V=2 a b b_{1}=\frac{1}{2} a \cdot 2 b \cdot 2 b_{1}=\frac{1}{2}$ circumscribing parallelopipedon.
4. The Conoid, with a circular base.

Put $D A=a, D E=2 r, D G=x, G I=y$.
Then the generating triangle $I F H=X=a y$

$$
=a \sqrt{2 r x-x^{2}}
$$

$\therefore V=\int X d x=a \int \sqrt{2 r x-x^{2}} . d x$
$=a \cdot$ segment $D G H$.
and when $\quad x=2 r, V=a \cdot($ semi-circle $D H E)$.

or volume conoid $=\frac{1}{2}$ volume circumscribing cylinder.
Cor. A similar result will be obtained if we suppose the base to have any other form, the generating triangle being still perpen. dicular to the base.
115. Prop. To obtain a general formula for the volume of a solid bounded by any curved surface, whose equation is referred tc rectangular co-ordinates.

First suppose the volume bounded by the co-ordinate planes of $x y, x z$, and $y z$, by planes parallel to $x z$ and $y z$, respectively, and by the curved surface $C a I b$, whose equation is

$$
z_{1}=F(x, y)
$$

Put $O A_{1}=x, O B_{1}=A_{1} P_{1}=y$,

$$
P_{1} p_{1}=z, P_{1} P=z_{1}
$$

$$
A_{1} a_{1}=d x, P_{1} G_{1}=d y, p_{1} p=d z
$$

Let the volume be intersected by planes $A G_{1}$ and $a I_{1}$, parallel to $y z$, and including between them the lamina or slice $A_{1} I$ : let this lamina be cut by planes $b I_{1} B D_{1}$, \&c.,

dividing it into prisms such as $P I_{1}, \& c$. ; and, finally, let each prism be subdivided into elementary parallelopipedons, such as $z_{1} d$ by planes parallel to $x y$, the successive planes being at distances from earh other denoted by $d x, d y$, and $d z$, respectively. Then the colume of one of these elementary parallelopipedons will be exprissed by $d x d y d z$; and if this be integrated with respect to $z$, regarding $x$ and $y$ as constant between the limits $z=0$ and $z=z_{1}=P_{1} P=F(x, y)$; the result obtained will represent the sum of all the parallelopipedons contained in the prism $P I_{1}$. A second integration, with respect to $y$, between the limits $y=0$ and $y=A_{1} G_{1}$, will give the sum of the prisms contained in the lamina $A I_{1}$; and a third integration, with respect to $x$, between the limits $x=0$ and $x=O a_{1}$, will give the sum of the laminæ, which constitute the entire volume.

Hencr the required formula is

$$
V=\iiint d x d y d z \ldots \ldots(1)
$$

The symbol $\iint \delta$ denotes three successive integrations, with resped to the variables $x, y$, and $z$, and the result is called the tripte integral of $d x d y d z$.

Cor. If the volume were bounded on every side by the curved surface, the same formula (1) would apply, but the limits of integration would be different, those of the first integration being $z=z_{1}$ and $z=z_{2}$ where $z_{1}$ and $z_{2}$ are the two extreme values of $z$ corresponding to the same values of $x$ and $y$, and derived from the equation of the surface; those of the second integration being $y=y_{1}$ and $y=y_{2}$, the extreme values of $y$ corresponding to the same value of $x$, and derived from the equation of the section perpendicular to $O X$; and, finally, those of the third integration being $x_{1}$ and $x_{2}$, the extreme values of $x$.
116. 1. The tri-rectangular spherical sector.

Here the limits of the integration are $z=0$ and $P_{1} P=\sqrt{r^{2}-x^{2}-y^{2}}$, $y=0$ and $y=D_{1} E=\sqrt{r^{2}-x^{2}}, x=0$, and $x=O A=r$.
$\therefore \boldsymbol{V}=\iiint d x d y d z=\iint z d x d y$

$$
=\iint \sqrt{r^{2}-x^{2}-y^{2}} \cdot d x d y . \quad \text { But }
$$

$$
\int \sqrt{r^{2}-x^{2}-y^{2}} \cdot d y=\frac{1}{2} y\left(r^{2}-x^{2}-y^{2}\right)^{\frac{1}{2}}
$$

$$
+\frac{1}{2}\left(r^{2}-x^{2}\right) \int \frac{d y}{\sqrt{r^{2}-x^{2}-y^{2}}}
$$

$$
=\frac{1}{2} y\left(r^{2}-x^{2}-y^{2}\right)^{\frac{1}{2}}
$$


$+\frac{1}{2}\left(r^{2}-x^{2}\right) \sin ^{-1} \frac{y}{\sqrt{r^{2}-x^{2}}}=\frac{1}{4} \pi\left(r^{2}-x^{2}\right)$ between the limits given.
$\therefore V=\frac{1}{4} \pi \rho\left(r^{2}-x^{2}\right) d x=\pi\left(\frac{1}{4} r^{2} x-\frac{1}{12} x^{3}\right)=\frac{1}{6} \pi r^{3}$
between the limits.
2. The volume cut from a paraboloid of revolution, the equation of whose generating curve is $y^{2}=2 p x$, by a right cylin ${ }^{\text {der }}$ with a circular base, its axis passing through the focus, and the diameter of its base being equal to $p$.

The equation of the paraboloid being $y^{2}+z^{2}=2 p x$, and that of the cylinder $y^{2}=p x-x^{2}$, the linits of integration in the present case will be

$$
\begin{aligned}
& z=+\sqrt{2 p^{x}-y^{2}} \text { and } z=-\sqrt{2 \mu x-y^{2}} \\
& y=+\sqrt{p x-x^{2}} \text { and } y=-\sqrt{p x-x^{2}} \\
& x=0 \text { and } x=p . \\
& \begin{aligned}
& \therefore V=\iint \delta d x d y d z=\iint z d x d y=\iint 2\left(2 p x-y^{2}\right)^{\frac{1}{2}} d x d y \\
& \text { But } \int\left(2 p x-y^{2}\right)^{\frac{1}{2}} d y=\frac{1}{2} y\left(2 p x-y^{2}\right)^{\frac{1}{2}}+p x \int \frac{d y}{\sqrt{2 p x-y^{2}}} \\
&=\frac{1}{2} y\left(2 p x-y^{2}\right)^{\frac{1}{2}}+p x \cdot \sin ^{-1} \frac{y}{\sqrt{2 p x}} \\
& \quad=x \sqrt{p^{2}-x^{2}}+2 p x \cdot \sin ^{-1} \sqrt{\frac{p-x}{2 p}} \text { between the limits. }
\end{aligned}
\end{aligned}
$$

$$
\begin{aligned}
\cdot V= & 2 \int\left[x \sqrt{p^{2}-x^{2}}+2 p x \cdot \sin ^{-1} \sqrt{\frac{p-x}{2 p}}\right] d x \\
= & -\frac{2}{3}\left(p^{2}-x^{2}\right)^{\frac{8}{2}}+2 p x^{2} \cdot \sin ^{-1} \sqrt{\frac{p-x}{2 p}}+p \int \frac{x^{2} d x}{\sqrt{p^{2}-x^{2}}} \\
= & -\frac{2}{3}\left(p^{2}-x^{2}\right)^{\frac{8}{2}}+2 p x^{2} \cdot \sin ^{-1} \sqrt{\frac{p-x}{2 p}} \\
& -\frac{1}{2} p x\left(p^{2}-x^{2}\right)^{\frac{1}{3}}+\frac{1}{2} p^{3} \sin ^{-1} \frac{x}{p} \\
= & p^{3}\left(\frac{2}{3}+\frac{1}{4} \pi\right) \text { between the limits } x=0 \text { and } x=p
\end{aligned}
$$

117. Prop. To obtain a general formula for the volume of a solid bounded by a surface whose equation is referred to polar co-ordinates.
Let the volume be divided into elementary wedges such as $G_{1} D_{1} C O$ by planes drawn through the axis $O C$. Let each wedge be subdivided into elementary pyramids, such as $F G D E O$, by conical surfaces generated by the revolution, about the axis $O C$, of lines $O D, O E$, $\& c$. , inclined to $O C$ in con-
 stant angles. Finally, let each pyramid be subdivided into elementary parallelopipedons, such as $f d_{1}$ by concentric spherical surfaces with their centres at the origin 0 .

The co-ordinates of a point $d$ are $O d=r, d O D_{1}=\theta$, and $A O D_{1} \doteq v$; and the three edges of the elementary parallelopipedon $f d_{1}$ are $d d_{1}=d r, d e=r d \theta$, and $d t=r \cos \theta . d v$; the last expression being obtained by observing that when the line $O D$ revolves around the axis $O C$, the point $d$ describes a small are $d t$ whose
centre lies upon the axis $O C$, and whose radius is the perpendicular distance of $d$ from that axis, and therefore expressed by $r \cdot \sin Z O d=r \cos \theta$.

Hence the volume of the parallelopipedon will be expressed by
$r^{2} \cos \theta d v . d \theta d r, \quad$ and $\quad \therefore V=\iiint r^{2} \cos \theta d v . d \theta . d r \ldots$ (1)
will be the required formula for the entire volume.
The first integration, if performed with respect to $r$, while $v$ and $\theta$ remain constant, will give the sum of the parallelopipedons contained in the pyramid $\operatorname{DEFGO}$, the limits of the integration being $r=0$ and $r=O D=F(v, \theta)$.

A second integration with respect to $\theta$, while $v$ remains constant, will give the sum of the pyramids contained in the wedge $G_{1} D_{1} C O$, and the third integration with respect to $v$ will give the sum of the wedges which constitute the entire volume.
118. 1. The hemisphere with radius equal to $a$.

Here the limits of the integrations are

$$
r=0 \text { and } r=a, \theta=0 \text { and } \theta=\frac{1}{2} \pi, v=0 \text { and } v=2 \pi .
$$

$\cdot V=\iiint r^{2} \cos \theta \cdot d v \cdot d \Delta d r=\frac{1}{3} \iint r^{3} \cos \theta \cdot d v d \theta=\frac{1}{3} a^{3} \iint \cos \theta \cdot d v . d \theta$

$$
=\frac{1}{3} a^{3} \int \sin \theta \cdot d v=\frac{1}{3} a^{3} \cdot \sin \frac{1}{2} \pi \int d v=\frac{1}{3} a^{3} v=\frac{1}{3} a^{3} \cdot 2 \pi=\frac{2}{3} \pi a^{3} .
$$

2. The volume cut from a sphere whose radius is $a$, by a cylinder with a circular base whose radius $=b$, the centre of the sphere being on the axis of the cylinder.

Here we shall have for half the required volume or $A B C D E$,

$$
\frac{1}{2} V=\iiint r^{2} \cos \theta \cdot d v d \theta d r
$$

the umits of integration being


1st.

$$
\begin{aligned}
& r=0 \text { and } r=O I=b \sec \theta, \\
& \theta=0 \text { and } \theta=\cos ^{-1} \frac{b}{a} \quad v=0 \text { and } v=2 \pi .
\end{aligned}
$$

2d. $r=0$ and $r=a, \quad \theta=\cos ^{-1} \frac{b}{a}$ and $\theta=\frac{1}{2} \pi, \quad v=0$ and $v=2 \pi$.
The first set of limits give
$\iiint r^{2} \cos \theta d v . d \theta d r=\frac{1}{3} \iint r^{3} \cos \theta d v \cdot d \theta=\frac{1}{3} \iint b^{3} \sec ^{3} \theta \cos \theta d v \cdot d \theta$

$$
\begin{aligned}
& =\frac{1}{3} b^{3} \iint \sec ^{2} \theta \cdot d v d \theta=\frac{1}{3} b^{3} \int \tan \theta \cdot d v \\
& =\frac{1}{3} b^{3} \tan \left(\cos ^{-1} \frac{b}{a}\right) \int d v \\
& =\frac{1}{3} b^{3} \tan \left(\tan ^{-1} \frac{\sqrt{a^{2}-b^{2}}}{b}\right) v=\frac{2}{3} \pi b^{2} \sqrt{a^{2}-b^{2}} .
\end{aligned}
$$

And the second set of limits give
$\iiint r^{2} \cos \theta d v \cdot d \theta d r=\frac{1}{3} \iint r^{3} \cdot \cos \theta \cdot d v \cdot d \theta=\frac{1}{3} a^{3} \iint \cos \theta d v . d \theta$

$$
\begin{aligned}
& =\frac{1}{3} a^{3} \int \sin \theta \cdot d v \\
& =\frac{1}{3} a^{3} \sin \frac{1}{2} \pi \int d v-\frac{1}{3} a^{3} \sin \left(\sin ^{-1} \frac{\sqrt{a^{2}-b^{2}}}{a}\right) \int d v \\
& =\frac{1}{3} a^{3}\left(1-\frac{\sqrt{a^{2}-b^{2}}}{a}\right) v=\frac{2}{3} \pi a^{3}\left(1-\frac{\sqrt{a^{2}-b^{2}}}{a}\right)
\end{aligned}
$$

$\therefore \frac{1}{2} V=\frac{2}{3} \pi\left[a^{3}-\left(a^{2}-b^{2}\right) \sqrt{\left.a^{2}-b^{2}\right]}\right.$ and $V=\frac{4}{3} \pi\left[a^{3}-\left(a^{2}-b^{2}\right)^{\frac{8}{2}}\right]$,

## PART III.

## Integration of functions of TW0 OR MORE VARIABLES.

## CHAPTER 1.

## INTEGRATION OF EXPRESGIONS CONTAINING SEVERAL INDEPENDENT <br> VARIABLES.

119. When a differential expression, containing two or more independent variables, can be obtained directly by differentiating some function of those variables, it is said to be an exact differential.

Thus $x d y+y d x$ is an exact differential, being equal to $d(x y)$; so also is $3 x^{2} d y-3 y d x+6 x y d x-3 x d y$, being equal to $d\left(3 x^{2} y-3 x y\right)$; but $x^{2} d y-3 y d x$ is not an exact differential, there being no expression which, when differentiated, will produce that proposed.
120. If a differential be exact, its integral can be determined in all cases by methods which will be explained, but we shall first establish whereby to distinguish exact differentials.
121. Prop. To determine the conditions which indicate that any proposed differential is exact.

Let the proposed expression be $P d x+Q d y$, in which $P$ and $Q$ nay be functions of one or both variables.

If this expression be the exact differential of some function $u$ of $x$ and $y$, we shall have

$$
\begin{equation*}
d u=P d x+Q d y \tag{1}
\end{equation*}
$$

But by the general process for differentiating a function of two independent variables, we have

$$
d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y \ldots \ldots \ldots \text { (2). }
$$

And since (1) and (2) must, from the nature of the supposition, be identical, the following conditions will exist, viz. :

$$
P=\frac{d u}{d x} \cdots \cdots(3), \quad Q=\frac{d u}{d y} \cdots \cdots(4)
$$

Now differentiate (3) with respect to $y$, and (4) with respect to $x$, and there will result

$$
\frac{d P}{d y}=\frac{d^{2} u}{d x d y} \text { and } \frac{d Q}{d x}=\frac{d^{2} u}{d y d x} .
$$

But it has been shown that the result of differentiating $u$, with respect to $x$ and $y$, successively, is the same, without reference to the order of the differentiations, or that

$$
\frac{d^{2} u}{d x d y}=\frac{d^{2} u}{d y d x} \cdot \quad \therefore \frac{d P}{d y}=\frac{d Q}{d x} \ldots \ldots(5)
$$

Hence, when the proposed differential $P d x+Q d y$ is exact, the condition (5) will be fulfilled. The converse is equally true, as will appear fully when we attempt to integrate such expressions, and hence the condition (5) is called the test of integrability.
122. Now let the proposed expression be $P d x+Q d y+R d z$, involving three independent variables.

If this be an exact differential of some function $u$ of $x, y$, and $z$, then

$$
d u=\frac{d u}{d x} d x+\frac{d u}{d y} d y+\frac{d u}{d z} d z=P d x+Q d y+R d z
$$

whence

$$
P=\frac{d u}{d x}, \quad Q=\frac{d u}{d y}, \quad R=\frac{d u}{d z}, \text { or by differentiation, }
$$

$$
\begin{gathered}
\frac{d P}{d y}=\frac{d^{2} u}{d x d y}, \quad \frac{d P}{d z}=\frac{d^{2} u}{d x d z}, \quad \frac{d Q}{d x}=\frac{d^{2} u}{d y d x}, \quad \frac{d Q}{d z}=\frac{d^{2} u}{d y d z} \\
\frac{d R}{d x}=\frac{d^{2} u}{d z d x}, \quad \frac{d R}{d y}=\frac{d^{2} u}{d z d y}
\end{gathered}
$$

But

$$
\frac{d^{2} u}{d x d y}=\frac{d^{2} u}{d y d x}, \quad \frac{d^{2} u}{d x d z}=\frac{d^{2} u}{d z d x}, \quad \frac{d^{2} u}{d y d z}=\frac{d^{2} u}{d z d y} .
$$

Hence we have three following conditions of integrability,

$$
\frac{d P}{d y}=\frac{d Q}{d x}, \quad \frac{d P}{d z}=\frac{d R}{d x}, \quad \frac{d Q}{d z}=\frac{d R}{d y} .
$$

Similarly, if the expression were $P d x+Q d y+R d z+S d s+\& c$., involving $n$ independent variables, there would be $\frac{1}{2} n(n-1)$, con. ditions of the forms
$\frac{d P}{d y}=\frac{d Q}{d x}, \quad \frac{d P}{d z}=\frac{d R}{d x} . \quad \frac{d P}{d s}=\frac{d S}{d x}, \& c . \frac{d Q}{d z}=\frac{d R}{d y}, \quad \frac{d Q}{d s}=\frac{d S}{d y} \& c$.
123. 1. Is $a^{2} y d x+x^{3} d x+b^{3} d y+a^{2} x d y$ an exact differential ?

Here $\quad P=a^{2} y+x^{3}$ and $Q=b^{3}+a^{2} x$.
$\therefore \frac{d P}{d y}=a^{2}, \frac{d Q}{d x}=a^{2}, \therefore \frac{d P}{d y}=\frac{d Q}{d x}$ and the expression is integrable.
2. Is $\frac{d x}{\left(x^{2}+y^{2}\right)^{\frac{1}{2}}}+\frac{d y}{y}-\frac{x d y}{y\left(x^{2}+y^{2}\right)^{\frac{1}{2}}}$ an exact differential?

Here $\quad P=\left(x^{2}+y^{2}\right)^{-\frac{1}{2}}$ and $Q=y^{-1}\left[1-\left(x^{2}+y^{2}\right)^{-\frac{1}{2}} x\right]$.
$\frac{d P}{d y}=-y\left(x^{2}+y^{2}\right)^{-\frac{8}{2}}, \frac{d Q}{d x}=y^{-1}\left[-\left(x^{2}+y^{2}\right)^{-\frac{1}{2}}+x^{2}\left(x^{2}+y^{2}\right)^{\frac{-8}{2}}\right]$,
or $\frac{d Q}{d x}=-y\left(x^{2}+y^{2}\right)^{\frac{-3}{2}}=\frac{d P}{d y}$, and the expression is integrable
3. Is $3 x d y-4 y^{2} d x$ an exact differential ?

$$
P=-4 y^{2}, Q=3 x, \frac{d P}{d y}=-8 y, \frac{d Q}{d x}=3
$$

and since $8 y$ and 3 are not equal, the expression is not integrable.
124. Prop. To oblain a general formula for the integration of the form $d u=P d x+Q d y$, when the condition of integrability is satisfied.

Since the term $P d x$ has resulted from the differentiation of the function $u$, with respect to $x$ only, $y$ being regarded as invariable, it follows that $u$ will be obtained by integrating $P d x$ with reference to $x$ alone; but as $u$ may have contained terms involving $y$ alone, which terms necessarily disappear in a differentiation with reference to $x$, we must complete the integration of $P d x$, not as usual by adding a constant $C$, but by adding a quantity $Y$, which is some unknown function of $y$ and ${ }_{1}^{a}$ constant, and we thus provide for the reappearance of such terms as may have disappeared in the first differentiation. Thus we get

$$
u=\int P d x+Y, \ldots(1)
$$

in which the value of $Y$ remains to be determined.
Differentiating (1) with respect to $y$, there results

$$
\begin{aligned}
\frac{d u}{d y} & =\frac{d \int P d x}{d y}+\frac{d Y}{d y}, \quad \text { But } \quad \frac{d u}{d y}=Q \\
\therefore \frac{d Y}{d y} & =Q-\frac{d \int P d x}{d y}, \quad \frac{d Y}{d y} d y=\left(Q-\frac{d \int P d x}{d y}\right) d y
\end{aligned}
$$

and by integration

$$
Y=\int\left[Q-\frac{d \int P d x}{d y}\right] d y
$$

This value reduces (1) to the form

$$
u=\int P d x+\int\left[Q-\frac{d \int P d x}{d y}\right] d y, \ldots(2)
$$

which is the required formula.
125. It is necessary to prove, however, that the coefficient $Q-\frac{d \int P d x}{d y}$ of $d y$, does not contain $x$, since otherwise, the second integration would be attended with the same difficulty as the first.

Differentiating that coefficient with respect to $x$, we obtain

$$
\frac{d Q}{d x}-\frac{d^{2} \int P d x}{d y d x}=\frac{d Q}{d x}-\frac{d^{2} \int P d x}{d x d y}=\frac{d Q}{d x}-\frac{d P}{d y}
$$

and this is equal to zero by the condition of integrability, which it supposed to be satisfied. Hence the coefficient of $d y$ in (2) cannot contain $x$.
126. This proof also establishes the truth of the converse of the first proposition, viz : that when the condition $\frac{d P}{d y}=\frac{d Q}{d x}$ is satisfied, the integration is possible.
127. By a similar process we obtain a second formula

$$
u=\int Q d y+\int\left[P-\frac{d \int Q d y}{d x}\right] d x \ldots \ldots(3)
$$

in which the coefficient of $d x$ does not contain $y$.
Cor. If there were given $d u=P d x+Q d y+R d z$, we would write

$$
u=\int P d x+V
$$

in which $V$ is a function of $y$ and $z$.
Then differentiating with respect to $y$, we obtain

$$
\begin{aligned}
& \frac{d V}{d y}=\frac{d u}{d y}-\frac{d \int P d x}{d y}=Q-\frac{d \int P d x}{d y} \\
& \therefore \frac{d V}{d y} d y=\left[Q-\frac{d \int P^{P} d x}{d y}\right] d y
\end{aligned}
$$

and by integrating with respect to $y$ and adding a function $Z$ of $z$, we get

$$
\begin{gathered}
V=\int\left[Q-\frac{d \int P d x}{d y}\right] d y+Z \\
\therefore \quad u=\int P d x+\int\left[Q-\frac{d \int P d x}{d y}\right] d y+Z
\end{gathered}
$$

Now differentiating with reference to $z$, we obtain

$$
\begin{aligned}
\frac{d Z}{d z} & =\frac{d u}{d z}-\frac{d \int P d x}{d z}-\frac{d \int Q d y}{d z}+\frac{d}{d z}\left[\int \frac{d \int P d x}{d y} d y\right] \\
\therefore Z & =\int\left[R-\frac{d \int P d x}{d z}-\frac{d \int Q d y}{d z}+\frac{d}{d z}\left(\int \frac{d \int P d x}{d y} d y\right)\right] d z,
\end{aligned}
$$

in which the coefficient of $d z$ is independent of $x$ and $y$.

$$
\begin{aligned}
\therefore u & =\int P d x+\int\left[Q-\frac{d \int P d x}{d y}\right] d y \\
& +\int\left[R-\frac{d \int P d x}{d z}-\frac{d \int Q d y}{d z}+\frac{d}{d z}\left(\int \frac{d \int P d x}{d y} d y\right)\right] d z
\end{aligned}
$$

128. In practice it will be found usually more convenient, and always more instructive, to apply the method, rather than the form ula explained above; especially where there are three variables.

## EXAMPLES.

129. 130. Integrate $d u=\left(3 x^{2}+2 a x y\right) d x+\left(a x^{2}+3 y^{2}\right) d y$.

Here

$$
P=3 x^{2}+2 a x y, \quad Q=a x^{2}+3 y^{2}
$$

$$
\frac{d P}{d y}=2 a x=\frac{d Q}{d x}, \text { and the expression is integrable. }
$$

But

$$
\int P d x=\int\left(3 x^{2}+2 a x y\right) d x=x^{3}+a x^{2} y
$$

$\cdot \frac{d \int P d x}{d y}=a x^{2}$, and $Q-\frac{d \int P d x}{d y}=a x^{2}+3 y^{2}-a x^{2}=3 y^{2}$.
These values reduce ( 2 ) to the form,

$$
u=x^{3}+a x^{2} y+\int 3 y^{2} d y=x^{3}+\alpha x^{2} y+y^{3}+C
$$

2. Integrate $d u=\left(3 x y^{2}-x^{2}\right) d x-\left(1+6 y^{2}-3 x^{2} y\right) d y$.

$$
\begin{gathered}
P=3 x y^{2}-x^{2}, \quad Q=-\left(1+6 y^{2}-3 x^{2} y\right), \quad \frac{d P}{d y}=6 x y=\frac{d Q}{d x} \\
u=\int P d x=\int\left(3 x y^{2}-x^{2}\right) d x=\frac{3}{2} x^{2} y^{2}-\frac{1}{3} x^{3}+Y \\
\therefore \frac{d Y}{d y}=\frac{d u}{d y}-3 x^{2} y=-\left(1+6 y^{2}-3 x^{2} y\right)-3 x^{2} y=-1 \cdots 6 y^{3}
\end{gathered}
$$

$$
\therefore \frac{d Y}{d y} d y=-d y-6 y^{2} d y, \quad \text { and } \quad Y=-y-2 y^{3}+C
$$

$$
u=\frac{3}{2} x^{2} y^{2}-\frac{1}{3} x^{3}-y-2 y^{3}+C
$$

3. $\quad d u=(\sin y+y \cos x) d x+(\sin x+x \cos y) d y$.

$$
\begin{gathered}
\frac{d P}{d y}=\cos y+\cos x=\frac{d Q}{d x} \\
u=\int(\sin y+y \cos x) d x=x \sin y+y \sin x+\boldsymbol{Y} \\
\cdot \frac{d Y}{d y}=\frac{d u}{d y}-x \cos y-\sin x=0, \quad \therefore \quad Y=C
\end{gathered}
$$

and

$$
u=x \sin y+y \sin x+C
$$

4. $\quad d u=\frac{y d x}{a-z}+\frac{x d y}{a-z}+\frac{x y d z}{(a-z)^{2}}$.

$$
\frac{d P}{d y}=\frac{1}{a-z}=\frac{d Q}{d x}, \quad \frac{d P}{d z}=\frac{y}{(a-z)^{2}}=\frac{d R}{d x}, \quad \frac{d Q}{d z}=\frac{x}{(a-z)^{2}}=\frac{d R}{d y}
$$

$$
u=\int \frac{y d x}{a-z}=\frac{x y}{a-z}+V, \quad \therefore \frac{d V}{d y}=\frac{d u}{d y}-\frac{x}{a-z}=0, . \quad V=Z .
$$

Then

$$
\begin{gathered}
\frac{d Z}{d z}=\frac{d u}{d z}-\frac{x y}{(a-z)^{2}}=0, \quad \therefore \quad Z=C \\
\therefore u=\frac{x y}{a-z}+C
\end{gathered}
$$

130. In practice the preceding process may be abridged by first integrating $P d x$, then integrating the terms in $Q d y$, which do not contain $x$, and finally integrating those terms in $R d z$ which do not contain either $x$ or $y$, and adding the results. That the complete integral will be given by this process, appears immediately, from the consideration that the integration of $P d x$ necessarily gives all the terms in the integral sought except such as contain $y$ and $z$ without $x$. Hence in integrating $Q d y$ we must not consider any term which contains $x$, as otherwise we would introduce into the integral new terms containing $x$. Similarly the integration of the selected terms in $Q d y$ gives all the remaining terms except such as contain $z$ only, and therefore in integrating $R d z$ we must neglect all terms involving both $x$ and $y$.
E.x. $\quad d u=\frac{x d x+y d y+z d z}{\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}}+\frac{z d x-x d z}{x^{2}+z^{2}}+z d z+y^{2} d y$.

This satisfies the conditions of integrability, and by taking the terms in $P d x$ we get

$$
\int P d x=\int \frac{x d x}{\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}}+\int \frac{i d x}{x^{2}+z^{2}}=\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}+\tan ^{-1} \frac{x}{z}
$$

Now taking the terms in $Q d y$ which do not contain $x$, we get

$$
\int Q d y=\int y^{2} d y=\frac{1}{3} y^{3}
$$

and finally taking the terms in $R$ which do not contain $x$ nor $y$,

$$
\begin{gathered}
\int R d z=\int z d z=\frac{1}{2} z^{2} \\
\therefore u=\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}+\tan ^{-1} \frac{x}{z}+\frac{1}{3} y^{3}+\frac{1}{2} z^{2}+C .
\end{gathered}
$$

## Homogeneous Exact Differentials.

131. Although the methods of integration just explained apply to all exact differentials, yet another and simpler process can be used when the expression belungs to the class called homogeneous. A differential expression is said to be homogenerus when the sum of the exponents of the variables is the same in the coefficient of every term. Thus

$$
x d y+y d x, \quad x^{2} z d x+x z^{2} r^{2} x-x y z d y, \quad \text { and } \quad \frac{a x^{2} d x-b y^{2} d y}{\left(x^{3}-\frac{b}{a} y^{3}\right)^{\frac{41}{18}}},
$$

are homogeneous differentials. The degree of the terms is estimated by this sum of the exponents; thus in the first expression it is 1 , in the second it is 3 , and in the third it is $2-\frac{123}{13}=-\frac{97}{13}$.
132. Prop. If an exact differential be homogeneous, and the terms of any degree except -1 , its integral may be obtained by simply replacing $d x, d_{y}$, and $d z, \& c$., by $x, y, z, \& c$., respectively, and $d_{1}$ viding the result by $n+1$, when $n$ denotes the degree of the terms.
Proof. Let $d u=P d x+Q d y+R d z+\& c$., be homogeneous and exact, in which $P, Q, R, \& c$., are algebraic functions of $x, y, z, \& c$. , of the degree $n$.

This must have resulted from the differentiation of a homogeneous algebraic function

$$
u=P_{1} x+Q_{1} y+R_{1} z+\& c . \ldots(1)
$$

of the degree $n+1$, since differentiation diminishes by unity one of the exponents in the term differentiated at every step.

Put $y=y_{1} x, z=z_{1} x$, \&c., and substitute in $P_{1}, Q_{1}, R_{1}, \& c$. , which quantities contain $x, y, z, \& c$. , involved to the $n^{\text {th }}$ degree. Replace also $y$ by $y_{1} x, z$ by $z_{1} x, \& c$. , in (1) ; then each term in the value of $u$ will contain the factor

$$
x^{n+1}, \text { and } . \because u=P_{2} x^{n+1} \ldots \ldots \text { (2), }
$$

in which $P_{2}$ is a function of $y_{1}, z_{1}, \& c$., but does not contain $x$.
Differentiating (2) with respect to $x$ we get

$$
\frac{d \prime}{d x}=(n+1) P_{2} x^{n} \ldots(3)
$$

A similar substitution in the value of $d u$ gives

$$
d u=P d x+Q d\left(y_{1} x\right)+R d\left(z_{1} x\right)+\& c \ldots(4) ;
$$

and therefore the partial differential coefficient $\frac{d u}{d x}$ derived from (4) by differentiating the products $y_{1} x, z_{1} x, \& c$., with respect to $x$ unly, is

$$
\frac{d u}{d x}=P+Q y_{1}+R z_{1}, \& c \ldots(5)
$$

Multiplying (3) and (5) by $x$ and equating the results, we get

$$
(n+1) P_{2} x^{n+1}=P x+Q y_{1} x+R z_{1} x=P x+Q y+R z+\& c .
$$

$$
\therefore u=P_{2} x^{n+1}=\frac{P x+Q y+R z+\& c .}{n+1},
$$

as stated in the enunciation.
133. When $n=-1$, this formula would make $u=\infty$. In this case it is easily seen that the formula ought not to be applicable, because it is not then true that the desired integral is an algebraio function of the degree $n+1$; but on the contrary it is transcendental.

1. To integrate $d u=\left(2 y^{2} x+3 y^{3}\right) d x+\left(2 x^{2} y+9 x y^{2}+8 y^{3}\right) d y$.

$$
\frac{d P}{d y}=4 y x+9 y^{2}=\frac{d Q}{d x}
$$

$\therefore$ the differential is exact; it is also homogeneous, and since
$n=3$ or $n+1=4, u=\frac{P x+Q y}{n+1}+C=y^{2} x^{2}+3 y^{3} x+2 y^{4}+C$.
2. $\quad d u=\frac{y d x}{z}+\frac{(x-2 y) d y}{z}+\frac{\left(y^{2}-x y\right) d z}{z^{2}}$

$$
\frac{d P}{d y}=\frac{1}{z}=\frac{d Q}{d x}, \quad \frac{d P}{d z}=-\frac{y}{z^{2}}=\frac{d R}{d x}, \quad \frac{d Q}{d z}=\frac{2 y-x}{z^{2}}=\frac{d R}{d y} .
$$

$\therefore$ The differential is exact; and being also homogeneous and of the order 0 , we have $n+1=1$.

$$
\begin{aligned}
\therefore u & =\frac{P x+Q y+R z}{n+1}+C=\frac{y x}{z}+\frac{x y-2 y^{2}}{z}+\frac{y^{2} z-x y z}{z^{2}}+C \\
& =\frac{x y-y^{2}}{z}+C
\end{aligned}
$$

134. When there are three or more variables, the application of the test of integrability will often be very troublesome. In such cases, if the differential be homogeneous, it will be found more convenient to apply the preceding process as though the differential were known to be exact, and then to ascertain, by actual trial, whether the given expression can be reproduced by differentiation.
$E x . d u=\frac{(2 \sqrt{x y}-z) d x}{2 s^{2} \sqrt{x}}+\frac{x d y}{2 s^{2} \sqrt{y}}-\frac{2(x \sqrt{y}-z \sqrt{x}) d s}{s^{3}}-\frac{\sqrt{x} d z}{s^{2}} \cdots(1)$
This being homogeneous and of the degree $-\frac{3}{2}$, its integral, if possible, must be

$$
\begin{aligned}
u & =-\frac{2(2 \sqrt{x y}-z) x}{2 s^{2} \sqrt{x}}-\frac{2 x y}{2 s^{2} \sqrt{y}}+\frac{4(x \sqrt{y-z} \sqrt{x) s}}{s^{3}}+\frac{2 z \sqrt{x}}{s^{2}}+C, \\
\text { or } u & =\frac{-2 x y^{\frac{1}{2}}+z x^{\frac{1}{2}}-x y^{\frac{1}{2}}+4 x y^{\frac{1}{2}}-4 z x^{\frac{1}{2}}+2 z x^{\frac{1}{2}}}{s^{2}}+C=\frac{x y^{\frac{1}{2}}-z x^{\frac{1}{2}}}{s^{2}}+C .
\end{aligned}
$$

This, differentiated, gives

$$
d u=\frac{\left(y^{\frac{1}{2}}-\frac{1}{2} z x^{-\frac{1}{2}}\right) d x}{s^{2}}+\frac{x y^{-\frac{1}{2}} d y}{2 s^{2}}-\frac{2\left(x y^{\frac{1}{2}}-z x^{\frac{1}{2}}\right) d s}{s^{3}}-\frac{x^{\frac{1}{2}} d z}{s^{2}}
$$

which is identical with the proposed expression (1).
It must be distinctly understood that in the differential expressions here considered, the variables $x, y, z, \& c$ c., are wholly independent of each other. If, then, the conditions of integrability be not fulfilled, the integration must be impossible, since there is no relation between the variables, by the aid of which we might hope to transform the given differential into another of an integrable form.

It would be otherwise if a relation between the variables were given in the form of a differential equation, such $P d x+Q d y=0$.

Here the form of the first member may be greatly modified by the introduction of a variable factor (or by other methods), and thun the integration may be facilitated.

## CHAPTER II.

DIFFERENTIAL EQUATIONS.
135. A differential equation between two variables $x$ and $y$ is a relation involving one or more of the differential coefficients such as $\frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \frac{d^{3} y}{d x^{3}}$, \&c., or their powers $\left(\frac{d y}{d x}\right)^{2},\left(\frac{d y}{d x}\right)^{3},\left(\frac{d^{2} y}{d x^{2}}\right)^{2}, \& c$.

Such equations are arranged in classes dependent upon the order and degree of the differential coefficient. Thus, when the equation involves only the first powers of $\frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \cdots \frac{d^{n} y}{d x^{n}}$, it is said to be of the $n^{\text {th }}$ order and 1 st degree.

When it contains only the powers of the 1 st differential coefficient, viz.: $\frac{d y}{d x},\left(\frac{d y}{d x}\right)^{2} \cdots \cdot\left(\frac{d y}{d x}\right)^{n}$, it is of the 1st order and $\mathrm{n}^{\text {th }}$ degree. And when it contains the $n^{\text {th }}$ powers of one or more differential coefficients, and a coefficient of the $m^{\text {th }}$ order, the equation is of the $\mathrm{n}^{\text {th }}$ degree and $\mathrm{m}^{\text {th }}$ order.
136. The resolution of a differential equation consists in finding a relation between $x$ and $y$ and constants. This relation, called the primitive, must be such, that the given differential equation can be deduced from it, either by the direct process of differentiation, or by the elimination of a constant between the primitive and the direct differential equation. Hence the same primitive may have several differential equations of the saine order. Thus the equation

$$
a y+b x+c=0 \ldots(1)
$$

gives by differentiation $a \frac{d y}{d x}+b=0 \ldots$ (2),
and by elimination between (1) and (2) we get the indirect differen. tial equations

$$
b x \frac{d y}{d x}+c \frac{d y}{d x}-b y=0 \ldots(3), \text { when } a \text { is eliminated } ;
$$

and . $a y+c-a x \frac{d y}{d x}=0 \ldots$ (4), when $b$ is eliminated.
In each of the equations (2), (3), and (4), the variables are con nected by the same relation as in (1), which latter is their common primitive.
137. As the integration of differential equations can be effected in comparatively few cases, it is found convenient to arrange them in the order of the difficulties presented, commencing with the simplest case.

## Differential Equations of the First Order and Degree.

133. These are of the general form $P+Q \frac{d y}{d x}=0$ or $P d x+Q d y=0$, in which $P$ and $Q$ may be functions of both $x$ and $y$. The integration will obviously be possible, by the method applied to differential expressions, whenever $P d x+Q d y$ is an exact differential, and the required solution will be of the form

$$
F(x, y)=C
$$

where $C$ is an arbitrary constant.
139. Again, the integration can be effected whenever the separation of the variables is possible, that is, when the equation can be reduced to the form

$$
X d x+Y d y=0
$$

where $X$ is a function of $x$ only, and $Y$ a function of $y$ only.
The form of the solution will then be

$$
F x+\varphi y=C
$$

which requires only the integration of functions of a single variable.

The separation of the variables is possible in several cases.
140. Case 1st. Let the form be

$$
Y d x+X d y=0
$$

in which the coefficient of $d x$ contains only $y$, and that of $d y$ contains orly $x$.

Divide by $X Y$, the product of the two coefficients, and there will result

$$
\frac{d x}{X}+\frac{d y}{Y}=0, \text { in which the variables are separated. }
$$

141. Ex. Given $\left(1+y^{2}\right) d x-x^{\frac{1}{2}} d y=0$, to find the primitive relation between $x$ and $y$.

Divide by $\left(1+y^{2}\right) x^{\frac{1}{2}}$, then

$$
\frac{d x}{x^{\frac{1}{2}}}-\frac{d y}{1+y^{2}}=0, \quad \therefore 2 x^{\frac{1}{2}}-\tan ^{-1} y=C
$$

which is the required relation.
142. Case $2 d$. Let the furm be

$$
X Y d x+X_{1} Y_{1} d y=0
$$

in which each coefficient is the product of a function of $x$ by anothes function of $y$.

Divide by $X_{1} Y$,
$\therefore \frac{X d x}{X_{1}}+\frac{Y_{1} d y}{Y}=0$, and the variables are separated.
143. E.x. Determine the primitive of

$$
(1-x)^{2} y d x-(1+y) x^{2} d y=0
$$

Divide by $x^{2} y$,

$$
\begin{gathered}
\therefore \frac{(1-x)^{2}}{x^{2}} d x-\frac{1+y}{y} d y=0, \text { or, } \frac{d x}{x^{2}}-\frac{2 d x}{x}+d x-\frac{d y^{\prime}}{y}-d y=0, \\
\therefore-\frac{1}{x}-2 \log x+x-\log y-y=C .
\end{gathered}
$$

144. Case $3 d$. Let the proposed equation be homogeneous, or of the form

$$
\begin{aligned}
& \quad\left(x^{n} y^{m}+a x^{n+1} y^{m-1}+b x^{n+2} y^{m-2} \cdots \cdots+p x^{n+c} y^{m-c}\right) d x \\
& +\left(e x^{n} y^{m}+f x^{n+1} y^{m-1}+g x^{n+2} y^{m-2} \cdots \cdots q x^{n+s} y^{m-s}\right) d y=0 . \\
& \text { Put } \quad y=x z, \quad \text { then } \quad d y=x d z+z d x,
\end{aligned}
$$

and by substitution

$$
\begin{aligned}
& x^{n+m}\left(z^{m}+a z^{m-1}+b z^{m-2} \cdots+p z^{m-c}\right) d x \\
+ & x^{n+m}\left(e z^{m}+f z^{m-1}+g z^{m-2} \cdots+q z^{m-s}\right)(x d z+z d x)=0 . \\
\cdots & \frac{d x}{x}+\frac{\left(e z^{m}+f z^{m-1}+g z^{m-2} \ldots+q z^{m-s}\right) d z}{z^{m}+a z^{m-1}+b z^{m-2} . .+p z^{m-c}+e z^{m+1}+f z^{m}+g z^{m-1} . .+q z^{m-s+i}}
\end{aligned}
$$

$=0$ and the variables are separated.
145. Ex. To find the primitive of

$$
x^{2} d y-y^{2} d x-x y d x=0
$$

Put

$$
\begin{gathered}
y=x z, \quad \text { then } \quad d y=x d z+z d x \\
\therefore x^{2}(x d z+z d x)-x^{2} z^{2} d x-x^{2} z d x=0 \\
\therefore \frac{d x}{x}-\frac{d z}{z^{2}}=0, \quad \text { and } \quad \log x+\frac{1}{z}=C
\end{gathered}
$$

or, by restoring the value of $z=\frac{y}{x}$,

$$
\log x+\frac{x}{y}=C .
$$

2. 

$$
x d y-y d x=d x \sqrt{x^{2}-y^{2}}
$$

$$
y=x z, \quad \text { then } \quad x(x d z+z d x)-x z d x=x\left(1-z^{2}\right)^{\frac{1}{2}} d x
$$

$$
\therefore \frac{d x}{x}=\frac{d z}{\left(1-z^{2}\right)^{\frac{1}{2}}} \quad \therefore \log x=\sin ^{-1} z+C
$$

146. The same method of transformation may be extended to such differential equations as involve any function of $\frac{y}{x}$ unmixed with
the variables, provided the equation would be otherwise homa geneous.
$E x$.

$$
\begin{gathered}
x y d y-y^{2} d x=(x+y)^{2} e^{-\frac{y}{x}} d x . \\
y=x z, \quad \text { or, } \quad \frac{y}{x}=z, \\
\therefore x^{2} z(x d z+z d x)-x^{2} z^{2} d x=x^{2}(1+z)^{2} e^{-z} d x, \\
\therefore \frac{d x}{x}=\frac{e^{z} z d z}{(1+z)^{2}}, \quad \text { and } \quad \log x=\frac{e^{z}}{1+z}+C . \\
\therefore \log x=\frac{e^{\frac{y}{x}}}{1+\frac{y}{x}}+C=\frac{x e^{\frac{y}{x}}}{x+y}+C .
\end{gathered}
$$

Put
147. Case 4th. Let the form be

$$
(a+b x+c y) d x+\left(a_{1}+b_{1} x+c_{1} y\right) d y=0 .
$$

Put $\quad a+b x+c y=v, \quad$ and $\quad a_{1}+b_{1} x+c_{1} y=u$.
Then , $d v=b d x+c d y$, and $\quad d u=b_{1} d x+c_{1} d y$, and by elimination

$$
d x=\frac{c_{1} d v-c d u}{b c_{1}-b_{1} c}, \quad \text { and similarly } \quad d y=\frac{b d u-b_{1} d v}{b c_{1}-b_{1} c}
$$

$\therefore$ By substitution $v\left(c_{1} d v-c d u\right)+u\left(b d u-b_{1} d v\right)=0$, which is a homogeneous equation.
148. This method fails when $b c_{1}-b_{1} c=0$, because the attempt to eliminate either $d x$ or $d y$ causes the other to disappear also. But since we then have $c_{1}=\frac{b_{1} c}{b}$, the proposed equation reduces to

$$
(a+b x+c y) d x+\left(a_{1}+b_{1} x+\frac{b_{1} c}{b} y\right) d y=0 \ldots \ldots(1)
$$

Put $b x+c y=z$, then $x=\frac{z-c y}{b}$, and $d x=\frac{d z-c d y}{b}$;
and, by substitution in (1),

$$
\begin{gathered}
(a+z) \frac{d z-c d y}{b}+\left(a_{1}+\frac{b_{1} z}{b}\right) \cdot d y=0 \\
\therefore d y=\frac{(a+z) d z}{c a+c z-a_{1} b-b_{1} z}
\end{gathered}
$$

an equation in which the variables are separated.
149. $E x$. Find the primitive of

$$
(1+x+y) d x+(1+2 x+3 y) d y=0
$$

Put

$$
\begin{aligned}
& 1+x+y=v, 1+2 x+3 y=u ; \text { then } \\
& d x+d y=d v, \text { and } 2 d x+3 d y=d u \\
& \therefore d x=3 d v-d u, \text { and } d y=d u-2 d v . \\
& \therefore v(3 d v-d u)+u(d u-2 d v)=0
\end{aligned}
$$

Now put $u=r v$, then $d u=r d v+v d r$, and, consequently,
$v(3 d v-r d v-v d r)+r v(r d v+v d r-2 d v)=0$,
$\frac{d v}{v}+\frac{(r-1) d r}{r^{2}-3 r+3}=0$, or $\frac{d v}{v}+\frac{\frac{1}{2}(2 r-3) d r}{\left(r-\frac{3}{2}\right)^{2}+\frac{3}{4}}+\frac{\frac{1}{2} d r}{\left(r-\frac{3}{2}\right)^{2}+\frac{3}{4}}=0$.
$\therefore \log v+\frac{1}{2} \log \left[\left(r-\frac{3}{2}\right)^{2}+\frac{3}{4}\right]+\frac{1}{\sqrt{3}} \tan ^{-1}\left[\frac{2}{\sqrt{3}}\left(r-\frac{3}{2}\right)\right]=C$.
or $\quad \frac{1}{2} \log \left[u^{2}-3 u v+3 v^{2}\right]+\frac{1}{\sqrt{3}} \tan ^{-1}\left[\frac{2}{\sqrt{3}}\left(\frac{2 u-3 v}{2 v}\right)\right]=C$.
or $\log \left(1+x+x^{2}+3 x y+3 y^{2}\right)^{\frac{1}{2}}+\frac{1}{\sqrt{3}} \tan ^{-1}\left[\frac{1}{\sqrt{3}}\left(\frac{3 y+x-1}{y+x+1}\right)\right]=C$.
150. Case 5 th. Let the form be $d y+X y d x=X_{1} d x \ldots$ (1), in which $X$ and $X_{1}$ are functions of $x$.

The peculiarity of this form is that no power of $y$ except the first
enters into it, and for this reason it is usually called a linear equation. Its solution is always possible.

Put $y=X_{2} z$ where $X_{2}$ is an arbitrary function of $x$, which may be so assumed as to facilitate the integration; and $z$ a new and undetermined variable. Then

$$
\begin{aligned}
& d y=X_{2} d z+z d X_{2} ; \text { and (1) can be reduced to the form } \\
& \qquad X_{2} d z+z d X_{2}+X X_{2} z d x=X_{1} d x \ldots \ldots \text { (2). }
\end{aligned}
$$

Now let $X_{2}$ be determined by the condition

$$
z d X_{2}=X_{1} d x \ldots \ldots(3)
$$

and (2) will become $X_{2} d z+X X_{2} z d x=0$.

$$
\therefore \frac{d z}{z}=-X d x \text { and } \log z=-\int X d x, \therefore z=0^{\int X d x}
$$

This value, substituted in (3), gives

$$
\begin{gather*}
e^{-\int X d x} d X_{2}=X_{1} d x \text { or } d X_{2}=e^{\int X d x} X_{1} d x . \\
\therefore X_{2}=\int e^{\int X d x} X_{1} d x, \text { and } y=z X_{2}=e^{-\int X d x} \int e^{\int X d x} X_{1} d x \ldots \tag{4}
\end{gather*}
$$

which is the required relation between $x$ and $y$.
151. Let there be now taken the more general form

$$
d y+X y d x=X_{1} y^{m} d x \ldots \ldots(5)
$$

This is easily reduced to the linear form (1). For put

$$
m=n+1 \quad \text { and } \quad z=y^{-n}
$$

Then $\quad d z=-n y^{-n-1} d y$ or $d y=-\frac{y^{m} d z}{n}$.
Substituting this value of $d y$ in the equation (5), and reducing, we get

$$
-\frac{d z}{n}+\frac{X d x}{y^{n}}=X_{1} d x, \text { or } d z-n X z d x=-n X_{1} d x \ldots(6),
$$

which becomes identical with (1) when we replace

$$
z \text { by } y,-n X \text { by } X \text { and }-n X_{1} \text { by } X_{1} .
$$

$$
\begin{equation*}
\therefore z=\frac{1}{y^{n}}=-n e^{n \int X d \dot{x}} \int X_{1} e^{-n \int X d x} d x \ldots \tag{7}
\end{equation*}
$$

Cor. In forming the integral $\int X d x$, it will be unnecessary to add a constant $C$. For if we replace $\int X d x$ by $X_{3}+C$, the formula (4) will become

$$
y=e^{-X_{3}}-C \int e^{X_{3}}+c X_{1} d x=e^{-X_{3}} e^{-c} \int e^{X_{3}} e^{C} . X_{1} d x=e^{-X_{3}} \int e^{X_{3}} X_{1} d x
$$

in which the constant $C$ has disappeared.
152. 1. To determine the primitive of $\left(1+x^{2}\right) d y-y x d x=a d x$.

Here $d y-\frac{y x d x}{1+x^{2}}=\frac{a}{1+x^{2}} d x$, which, compared with the linear form, gives

$$
\begin{gathered}
X=-\frac{x}{1+x^{2}} \text { and } X_{1}=\frac{a}{1+x^{2}} . \\
\therefore \int X d x=-\int \frac{x d x}{1+x^{2}}=\log \frac{1}{\sqrt{1+x^{2}}} . \\
\therefore e^{\int X d x}=e^{\log \left[\left(1+x^{2}\right)^{\left.-\frac{1}{4}\right]}\right.}=\left(1+x^{2}\right)^{-\frac{1}{2}} \text { and } e^{-\int X d x}=\left(1+x^{2}\right)^{\frac{1}{2}} . \\
\therefore \int X_{1} e^{\int X d x} d x=\int \frac{a\left(1+x^{2}\right)^{\frac{-1}{2}}}{1+x^{2}} d x=\int \frac{a d x}{\left(1+x^{2}\right)^{\frac{8}{2}}}=\frac{a x}{\left(1+x^{2}\right)^{\frac{1}{2}}}+C . \\
\therefore y=\left(1+x^{2}\right)^{\frac{1}{2}}\left[\frac{a x}{\left(1+x^{2}\right)^{\frac{1}{2}}}+C\right]=a x+C\left(1+x^{2}\right)^{\frac{1}{2}} . \\
\text { 2. } \quad d y+y d x=x y^{3} d x .
\end{gathered}
$$

Here $X=1, X_{1}=x, y^{m}=y^{3}$, or $m=3$, and $n=2$,
and, by substitutiôn in (7),

$$
\begin{gathered}
\therefore \frac{1}{y^{2}}=-2 e^{2 \int d x} \cdot \int x e^{-2 \int d x} \cdot d x=e^{2 x}\left[x e^{-2 x}+\frac{1}{2} e^{-2 x}+C\right] . \\
\therefore \quad 1=\left[C e^{2 x}+x+\frac{1}{2}\right] y^{2}
\end{gathered}
$$

or
3.

$$
d y-\frac{a}{1-x} y d x=b d x
$$

Here $X=\frac{-a}{1-x}, \quad X_{1}=b . \quad \therefore \int X d x=\int \frac{-a d x}{1-x}=\log (1-x)^{a}$,

$$
\begin{gathered}
e^{\int X d x}=e^{\log (1-x) a}=(1-x)^{a}, \\
\int X_{1} e \int X d x \cdot d x=\int b(1-x)^{a} d x=-\frac{b}{a+1}(1-x)^{a+1}+C . \\
\therefore y=\frac{C}{(1-x)^{a}}-\frac{b}{a+1}(1-x) .
\end{gathered}
$$

4. Find an expression for the sum of the series

$$
y=\frac{x}{1}+\frac{x^{3}}{1.3}+\frac{x^{5}}{1.3 .5}+\frac{x^{7}}{1.3 .5 .7}+\& c .
$$

Differentiating, we obtain

$$
\begin{aligned}
\frac{d y}{d x} & =1+\frac{x^{2}}{1}+\frac{x^{4}}{1.3}+\frac{x^{6}}{1.3 .5}+\& c .=1+x\left(x+\frac{x^{3}}{1.3}+\frac{x^{5}}{1.3 .5}+\& \mathrm{c} .\right) \\
& =1+x y . \quad \therefore d y-x y d x=d x, \text { a linear equation. }
\end{aligned}
$$

Also

$$
\int X d x=-\int x d x=-\frac{1}{2} x^{2}
$$

$$
\because y=e^{\frac{1}{2} x^{2}}\left(\int e^{-\frac{1}{2} x^{2}} d x\right) \text {, the desired expression. }
$$

153. Case 6th. Let the furm be

$$
d y+b y^{2} d x=a x^{m} d x \ldots(1)
$$

This form, which is called Riccati's equation, involves only the second power of $y$. Its integration has been effected for certain values of the exponent $m$, but a solution applicable to all values of $m$ has not been discovered.
154. It is obvious that when $m=0$ the equation (1) will be integrable, for then

$$
d y+b y^{2} d x=a d x \quad \quad \therefore \frac{d y}{a-b y^{2}}=d x
$$

and the variables are separated.

Thus we have $2 a^{\frac{1}{2}} b^{\frac{1}{2}} d x=\frac{b^{\frac{1}{2}} d y}{b^{\frac{1}{2}} y+a^{\frac{1}{2}}}-\frac{b^{\frac{1}{2}} d y}{b^{\frac{1}{2}} y-a^{\frac{1}{2}}}$.

$$
\therefore 2 a^{\frac{1}{2}} b^{\frac{1}{2}} x=\log \frac{b^{\frac{1}{2}} y+a^{\frac{1}{2}}}{b^{\frac{1}{2}} y-a^{\frac{1}{2}}}+C
$$

Next suppose $m$ to have some value other than 0 .
Assume $y=\frac{1}{b x}+\frac{z}{x^{2}}$, where $z$ is an undetermined variable, but obviously a function of $x$. Then

$$
d y=-\frac{d x}{b x^{2}}-\frac{2 z d x}{x^{3}}+\frac{d z}{x^{2}}, \quad \text { and } \quad b y^{2}=b\left(\frac{1}{b^{2} x^{2}}+\frac{2 z}{b x^{3}}+\frac{z^{2}}{x^{4}}\right)
$$

Substituting these values in (1), it becomes

$$
\frac{d z}{x^{2}}+\frac{b z^{2} d x}{x^{4}}=a x^{m} d x \quad \text { or } \quad d z+\frac{b z^{2}}{x^{2}} d x=a x^{m+2} d x \ldots \text { (2). }
$$

Now this equation (2) will be homogeneous, and therefore integrable when $m=-2$, and thus a new integrable case is found.

Again, if $m=-4$, the variables $x$ and $z$ can be separated, for then

$$
d z+b \frac{z^{2}}{x^{2}} d x=a x^{-2} d x . \quad \therefore \frac{d z}{a-b z^{2}}=\frac{d x}{x^{2}}
$$

which is a third integrable case.
155. To obtain others, put

Then

$$
\frac{1}{z}=y_{1} \quad \text { and } \quad x^{m+3}=x_{1}
$$

$$
d z=d \frac{1}{y_{1}}=-\frac{d y_{1}}{y_{1}^{2}} \quad x^{m+2} d x=\frac{d x_{1}}{m+3},
$$

and

$$
\frac{d x}{x^{2}}=\frac{1}{m+3} x_{1}^{-\frac{m+4}{m+3}} d x_{1}
$$

Hence by substitution in (2),

$$
-\frac{d y_{1}}{y_{1}^{2}}+\frac{b}{(m+3) y_{1}^{2}} x_{1}^{-\frac{m+4}{m+3}} d x_{1}=\frac{a d x_{1}}{m+3} \cdots(3)
$$

Now put $\frac{b}{m+3}=a_{1}, \quad \frac{a}{m+3}=b_{1}$, and $-\frac{m+4}{m+3}=m_{1}$
and (3) will become, after reduction,

$$
d y_{1}+h_{1} y_{1}^{2} d x_{1}=a_{1} x_{1}^{m_{1}} d x_{1} \ldots(4)
$$

which is identical in form with (1). Hence (4) must be integrable when the exponent $m_{1}$ has either of the three values $0,-2$, or -4 . Moreover when a relation has been obtained by integration between $x_{1}$ and $y_{1}$. a simple substitution will give the desired relation between $x$ and $y$.

We have therefore to examine whether by assigning either of the values $0,-2$, or -4 to $m_{1}$, any new values of $n c$ will arise.

But $m_{1}=-\frac{m+4}{m+3} . \therefore m m_{1}+3 m_{1}=-m-4$, and $m=-\frac{3 m_{1}+4}{m_{1}+1}$.
$\therefore$ when $\quad m_{1}=0, m=-4$, a case before considered;
and when $\quad m_{1}=-2, m=-2$, " " "
but when $\quad m_{1}=-4, m=-\frac{8}{3}$, a new case.
Hence Riccati's equation is integrable when $m=-\frac{8}{3}$ also.
156. In a manner entirely similar to that by which (1) was trans. formed into (4), may we transform (4) into a new equation

$$
d y_{2}+b_{2} y_{2}^{2} d x_{2}=a_{2} x_{2}{ }^{m_{2}} d x_{2} \ldots(5)
$$

in which $m_{2}=-\frac{m_{1}+4}{m_{1}+3}$, and therefore $m_{1}=-\frac{3 m_{2}+4}{m_{2}+1}$.
And by repeating the process, a series of such equations may be formed; so that it will be possible to find a relation between $x$ and $y$ when any one of the following quantities or exponents shall be $=-4$; viz. :
$n$, or $m_{1}=-\frac{m+4}{m+3}$, or $m_{2}=-\frac{m_{1}+4}{m_{1}+3}$, or $m_{3}=-\frac{m_{2}+4}{m_{2}+3}$, \&c.

But

$$
\left.\begin{array}{lll}
m=-\frac{8}{3}, & \text { when } & m_{1}=-4 \\
m_{1}=-\frac{8}{3}, & \text { " } & m_{2}=-4 \\
m_{2}=-\frac{8}{3}, & \text { " } & m_{3}=-4
\end{array}\right\} \& c
$$

Hence by successive substitutions,

$$
\left.\begin{array}{lll}
m=-\frac{12}{5}, & \text { when } & m_{2}=-4 \\
m=-\frac{16}{7}, & \because & m_{3}=-4
\end{array}\right\} \text { \&c. }
$$

Thus Riccati's equation is integrable for all values of $m$ included in the series.

$$
-4, \quad-\frac{8}{3}, \quad-\frac{12}{5}, \quad-\frac{16}{7}, \quad-\frac{20}{9}, \quad-\frac{24}{11}, \quad \& c .
$$

157. The general formula for these numbers is $-\frac{4 n}{2 n-1}$, in which $n$ is any positive integer.

To prove this, suppose one of the numbers, as $m_{8}$, to be of the form required $-\frac{4 n}{2 n-1}$; then will the adjacent terms $m_{7}$ and $m_{9}$ be of the same form, with the number $n$ increased or diminished by unity. For we shall have,
$m_{7}=-\frac{3 m_{8}+4}{m_{8}+1}=-\frac{4-3 \frac{4 n}{2 n-1}}{1-\frac{4 n}{2 n-1}}=-\frac{4 n+4}{2 n+1}=-\frac{4(n+1)}{2(n+1)-1}$
and
$m_{9}=-\frac{m_{8}+4}{m_{8}+3}=-\frac{4-\frac{4 n}{2 n-1}}{3-\frac{4 n}{2 n-1}}=-\frac{4 n-4}{2 n-3}=-\frac{4(n-1)}{2(n-1)-1}$
both of which forms are similar to that given above as the general form.

But we have seen that one integrable case is that in which $m=-\frac{8}{3}=-\frac{4.2}{2.2-1}$ which being of the required form, the adjacent numbers -4 and $-\frac{12}{5}$ are also of that form ; and thence the same reasoning can be extended to the other numbers in the series.
158. Second Transformation of Riccati's Equation.-In the given equation

$$
\begin{gathered}
d y+b y^{2} d x=a x^{m} d x \ldots \ldots(1) \\
y=\frac{1}{y_{1}}, \quad \text { and } \quad x^{m+1}=x_{1}
\end{gathered}
$$

put
then $\quad d y=-\frac{d y_{1}}{y_{1}{ }^{2}}, \quad x^{m} d x=\frac{d x_{1}}{m+1}, \quad$ and $\quad d x=\frac{x_{1}^{-\frac{m}{m+1}} d x_{1}}{(m+1)}$.
Also, $y^{2}=\frac{1}{y_{1}{ }^{2}}$, and therefore by substitution in (1),

$$
-\frac{d y_{1}}{y_{1}{ }^{2}}+\frac{b x_{1}-\frac{m}{m+1}}{(m+1) y_{1}{ }^{2}}=\frac{a}{m+1} d x_{1}
$$

or, $\quad d y_{1}+\frac{a}{m+1} y_{1}^{2} d x_{1}=\frac{b}{m+1} x^{-\frac{m}{m+1}} d x_{1} \ldots .$. (8).
Now make $\quad \frac{a}{m+1}=b_{1}, \quad \frac{b}{m+1}=a_{1}, \quad-\frac{m}{m+1}=m_{1}$,
and the equation ( 8 ) will reduce to

$$
d y_{1}+b_{1} y_{1}{ }^{2} d x_{1}=a_{1} x_{1}{ }^{m_{1}} d x_{1} \ldots \ldots(9)
$$

which is of the same form with (1).
The equation (8) will evidently be integrable whenever $m_{1}$ has any one of the values included in the series before found, that is, when $m_{1}$ or its equal $-\frac{m}{m+1}$ has the form $-\frac{4 n}{2 n-1}$. But if

$$
-\frac{m}{m+1}=-\frac{4 n}{2 n-1}, \text { then } 2 m n-m=4 m n+4 n
$$

and

$$
\therefore \quad m=-\frac{4 n}{2 n+1} \because
$$

Hence we have a new series of integrable cases corresponding to all values of $m$, included in the formula $-\frac{4 n}{2 n+1}$. Thus Riccati's equation is integrable whenever the exponent $m$ can be expressed in the form $-\frac{4 n}{2 n \pm 1}$, the quantity $n$ being a positive integer.

It appears also, that whenever the given value of $m$ is found in the second series, the terms of which have the form $-\frac{4 n}{2 n+1}$, an application of the second transformation will transfer $m$ to the first series, and then the repeated application of the first transformation will eventually reduce $m$ to the value -4 .
159. 1. To integrate the equation

Here

$$
\begin{gathered}
d y+y^{2} d x=a^{2} x^{-\frac{4}{8}} d x \ldots(1) \\
m=-\frac{4}{3}=-\frac{4 \cdot 1}{2.1+1}=-\frac{4 n}{2 n+1}
\end{gathered}
$$

and $m$ is found in the second series.
$\therefore$ Put $y=\frac{1}{y_{1}}, \quad$ and $\quad x^{-\frac{4}{8}+1}=x^{-\frac{1}{8}}=x_{1}$,

$$
\therefore x=x_{1}^{-3}, \quad d x=-3 x_{1}^{-4} d x_{1}
$$

$$
x^{-\frac{4}{8}} d x=-3 d x_{1}, \quad \text { and } \quad d y=-\frac{d y_{1}}{y_{1}^{2}}
$$

Hence by substitution in (1),

$$
\begin{align*}
& -\frac{d y_{1}}{y_{1}{ }^{2}}-\frac{3}{y_{1}{ }^{2}} x_{1}{ }^{-4} d x_{1}=-3 a^{2} d x_{1}, \\
& \text { or, } \quad d y_{1}-3 a^{2} y_{1}^{2} d x_{1}=-3 x_{1}{ }^{-4} d x_{1} \ldots  \tag{2}\\
& \text { Now put } \quad-3 a^{2}=b_{1} \text {, and }-3=a_{1} \text {, } \\
& \text { then } \\
& d y_{1}+b_{1} y_{1}^{2} d x_{1}=a_{1} x_{1}^{-4} d x_{1} \ldots \ldots \text { (3). } \\
& \text { Here } \\
& m_{1}=-4=-\frac{4.1}{2.1-1}=-\frac{4 n}{2 n-1}, \\
& \therefore \text { put } y_{1}=\frac{1}{b_{1} x_{1}}+\frac{z_{1}}{x_{1}{ }^{2}} \text {, }
\end{align*}
$$

$$
\therefore d y_{1}=-\frac{d x_{1}}{b_{1} x_{1}{ }^{2}}-\frac{2 z_{1} d x_{1}}{x_{1}{ }^{3}}+\frac{d z_{2}}{x_{1}{ }^{2}}, \quad b_{1} y_{1}{ }^{2}=\frac{1}{b_{1} x^{2}}+\frac{2 z_{1}}{x_{1}{ }^{3}}+\frac{b_{1} z_{1}{ }^{2}}{x_{1}{ }^{4}}
$$

Hence by substitution

$$
\frac{d z_{1}}{x_{1}{ }^{2}}+\frac{b_{1} z_{1}{ }^{2} d x_{1}}{x_{1}{ }^{4}}=\frac{a_{1} d x_{1}}{x_{1}{ }^{4}}, \quad \text { or, } \quad \frac{d z_{1}}{a_{1}-b_{1} z_{1}{ }^{2}}=\frac{d x_{1}}{x_{1}{ }^{2}},
$$

or, by replacing $a_{1}$ and $b_{1}$ by their values

$$
\frac{d z_{1}}{3\left(a^{2} z_{1}^{2}\right.} \frac{d x_{1}}{-1)}=\frac{\text { or }, \quad \frac{3 a d x_{1}}{x_{1}^{2}}, \frac{\frac{1}{2} a d z_{1}}{x_{1}^{2}}=\frac{\frac{1}{2} a d z_{1}}{a z_{1}-1}-\frac{1}{a z_{1}+1}, .}{}
$$

$\therefore \frac{3 a}{x_{1}}=\frac{1}{2} \log \left(a z_{1}+1\right)-\frac{1}{2} \log \left(a z_{1}-1\right)+C=\log \left[c \sqrt{\frac{a z_{1}+1}{a z_{1}-1}}\right]$

$$
=\log \left[c \sqrt{\frac{3 a^{2} x_{1}^{2} y_{1}+x_{1}+3 a}{3 a^{2} x_{1}{ }^{2} y_{1}+x_{1}-3 a}}\right] .
$$

$\therefore e^{6 a x^{\frac{1}{4}}}=c^{2}\left[\frac{3 a^{2} x^{-\frac{2}{3}}+y\left(3 a+x^{-\frac{1}{3}}\right)}{3 a^{2} x^{-\frac{2}{8}}+y\left(x^{-\frac{1}{8}}-3 a\right)}\right]=c^{2}\left[\frac{3 a^{2} x^{-\frac{1}{8}}+y\left(1+3 a x^{\frac{1}{8}}\right)}{3 a^{2} x^{-\frac{1}{8}}+y\left(1-3 a x^{\frac{1}{8}}\right)}\right]$,
or, $\quad \frac{1}{c^{2}}=C_{1}=e^{-6 a x^{\frac{1}{4}}}\left[\frac{3 a^{2} x^{-\frac{1}{8}}+y\left(1+3 a x^{\frac{1}{8}}\right)}{3 a^{2} x^{-\frac{1}{8}}+y\left(1-3 a x^{\frac{1}{8}}\right)}\right]$.
2. $\quad d y+y^{2} d x=4 x^{-\frac{8}{8}} d x$... (1).

Here $\quad m=-\frac{8}{3}=-\frac{4 n}{2 n-1} . \therefore$ Put $y=\frac{1}{b x}+\frac{z_{1}}{x^{2}}=\frac{1}{x}+\frac{z_{1}}{x^{2}}$.
Then

$$
d z_{1}+z_{1}^{2} x^{-2} d x=4 x^{-\frac{2}{8}} d x
$$

Now make $z_{1}=\frac{1}{y_{1}}$, and $\quad x^{-\frac{2}{3}+1}=x^{\frac{1}{8}}=x_{1}$. Then
$-\frac{d y_{1}}{y_{1}{ }^{2}}+\frac{1}{y_{1}{ }^{2}} \cdot \frac{3 d x_{1}}{x_{1}{ }^{4}}=12 d x_{1}, \quad$ or $\quad d y_{1}+12 y_{1}{ }^{2} d x=3 x_{1}{ }^{-4} d x_{1}$. . (2).
Repeating the process of substitution as in the last example, we get

$$
d z_{2}+12 z_{2}{ }^{2} x_{1}{ }^{-2} d x_{1}=3 x_{1}{ }^{-2} d x_{1} \quad \text { or, } \quad \frac{3 d x_{1}}{x_{1}{ }^{2}}=-\frac{d z_{2}}{4 z_{2}{ }^{2}-1} .
$$

the integral of which is

$$
\begin{aligned}
& \therefore \frac{12}{x_{1}}=\log c\left[\frac{2 z_{2}-1}{2 z_{2}+1}\right] \text { or, } e^{12 x^{-\frac{3}{3}}\left[\frac{2 z_{2}+1}{2 z_{2}-1}\right]=c,} \\
& c
\end{aligned}=e^{12 x^{-\frac{1}{3}}}\left[\frac{2\left(y_{1} x_{1}{ }^{2}-\frac{1}{12} x_{1}\right)+1}{2\left(y_{1} x_{1}{ }^{2}-\frac{1}{12} x_{1}\right)-1}\right] .
$$

160. If the proposed form be $d y+b y^{2} \cdot x^{r} d x=c x^{s} d x$, which differs from the form just considered, in having a power of $x$ in the second term of the first member, it may be readily reduced to the simpler form by making $x^{r} d x=d z$. For then

$$
\begin{aligned}
& x^{r+1}=(r+1) z, \text { and } x^{s+1}=(r+1)^{\frac{s+1}{r+1}} \cdot z^{\frac{s+1}{r+1}} \\
& \therefore x^{s} d x=[(r+1) z]^{\frac{s-r}{r+1}} d z, \text { and } d y+b y^{2} d z \\
& \quad=c[(r+1) z]^{\frac{s-r}{r+1}} d z=a z^{m} d z
\end{aligned}
$$

the form in which Riccati equation has been integrated.

## Of the Factors necessary to render Differential Equations exact.

161. The cases examined above entrace the principal forms in which the integration is possible by a separation of the variables. We now proceed to consider those in which the first member of an the introduction of a suitable factor.
162. If the equation $P d x+Q d y=0$ has been obtained by direct afferentiation, it will satisfy the test of integrability, viz. :

$$
\frac{d P}{d y}=\frac{d Q}{d x}
$$

but if it has resulted from the elimination of a constant between the direct differential and its primitive, that condition will not be satisfied, although the same relation between $x$ and $y$ will be implied by the two differential equations.
163. Prop. To show that an indirect differential equation can always be rendered exact by the introduction of a suitable factor.

$$
\text { Let } \quad P d x+Q d y=0 \ldots \ldots \text { (1) }
$$

be the given equation which has resulted from the elimination of a constant $c$ between the primitive and its direct differential; and let the primitive be solved with respect to $c$, giving a result of the form

$$
c=F(x, y) \ldots \ldots(2)
$$

Differentiating (2), $c$ will disappear, and we shall obtain an equation of the form,

$$
\begin{equation*}
P_{1} d x+Q_{1} d y=0 \tag{3}
\end{equation*}
$$

Now, since (1) and (3) contain the same constants, combined with $x$ and $y$, and since the same relation connects $x$ and $y$ in the two equations, the differential coefficient $\frac{d y}{d x}$ must be the same, whether derived from (1) or (3).

$$
\therefore \frac{d y}{d x}=-\frac{P}{Q}=-\frac{P_{1}}{Q_{1}}, \quad \text { or } \quad \frac{P}{Q}=\frac{P_{1}}{Q_{1}}, \quad \text { and } \quad \therefore \frac{P_{1}}{P}=\frac{Q_{1}}{Q}
$$

Hence, if we multiply (1), the first member of which is not an exact differential by $\frac{P_{1}}{P}=\frac{Q_{1}}{Q}$, we shall convert it into (3), which is exact.

Cor. If it were possible to determine this factor, the integration of every differential equation of the first order and degree, could be effected without serious difficulty, but, unfortunately, the difficulty of discovering this factor is usually insuperable.
164. Prop. To exhibit the condition or equation, the solution of which would give the factor necessary to render any proposed differential equation exact.

Let $P d x+Q d y=0$ be the given equation, and $z$ the required factor.

Then $P z d x+Q z d y=0$, and the first member will be exact. $\therefore \frac{d P z}{d y}=\frac{d Q z}{d x}$, the required conidition.

No general method of resolving this equation is known. There are, however, several particular cases in which the factor can be found.
165. Prop. To show that when the factor which renders an equation integrable has been found, an indefinite number of suck factors can be discovered.

Let $z$ be the factor first found. Put

$$
P z d x+Q z d y=d u
$$

Multiply by $F$, an arhitrary function of $u$, and there will result

$$
F u \cdot P_{z} d x+F u \cdot Q z d y=F u \cdot d u ;
$$

and, since the second member is exact, (containing $u$ only) the first member must be exact also.

$$
\therefore \varepsilon . F^{\prime} u=z . F \int(P z d x+Q z d y) \text { is a suitable factor. }
$$

166. Prop. To explain the process for finding the required factor, whell the equation can be separated into two parts, for each of which a separatu fictor can be found. Let
$P i x+y_{1}=0 \ldots$ (1) be divisible into the two parts.

$$
\left(P_{1} d x+Q_{1} d y\right)+\left(P_{2} d x+Q_{2} d y\right)=0 \ldots(2)
$$

and let $z_{1}$ and $z_{2}$ be the factors, which will render

$$
P_{1} d x+Q_{1} d y \text { and } P_{2} d x+Q_{2} d y \text { separately integrable. }
$$

Put $z_{1}\left(P_{1} d x+Q_{1} d y\right)=d u_{1}$ and $z_{2}\left(P_{2} d x+Q_{2} d y\right)=d u_{2}$
Then $z_{1} F_{1} u_{1}$ and $z_{2} F_{2} u_{2}$ will also be suitable factors to render the two parts separately integrable. If therefore we can so select $F_{1} u_{1}$ and $F_{2} u_{2}$ as to fulfil the condition

$$
z_{1} F_{1} u_{1}=z_{2} F_{2} u_{2}
$$

either of those factors will render the entire equation integrable.
167. 1. To find the primitive of

$$
\frac{a d x}{x}+\frac{b d y}{y}-\frac{c x^{n} d x}{y^{b}}=0 \ldots(1)
$$

This can be resolved into the two parts

$$
\frac{a d x}{x}+\frac{b d y}{y} \text { and }-\frac{c x^{n} d x}{y^{b}}
$$

the first of which is an exact differential, and therefore $z_{1}=1$; and the second can be rendered exact by the factor $y^{b}=z_{2}$.

$$
\begin{aligned}
\therefore u_{1} & =\int\left[z_{1}\left(\frac{u d x}{x}+\frac{b d y}{y}\right)\right]=\int\left(\frac{a d x}{x}+\frac{b d y}{y}\right) \\
& =a \log x+b \log y=\log \left(x^{a} \cdot y^{b}\right) \\
u_{2} & =\int\left[z_{2}\left(-\frac{c x^{n} d x}{y^{b}}\right)\right]=\int\left(-c x^{n} d x\right)=\frac{-c x^{n+1}}{n+1}
\end{aligned}
$$

Hence we must endeavor to satisfy the condition $z_{1} F_{1} u_{1}=z_{2} F_{2} u_{2}$, or

$$
1 \times F_{1}\left[\log \left(x^{a} y^{b}\right)\right]=y^{b} \cdot F_{2}\left(-\frac{c x^{n+1}}{n+1}\right)
$$

Assume $F_{1}\left[\log \left(x^{a} y^{b}\right)\right]=\left(x^{a} y^{b}\right)^{k} \quad$ and $\quad F_{2}\left(-\frac{c x^{n+1}}{n+1}\right)=x^{k_{1}=}$ in which $k$ and $k_{1}$ are undetermined constants. Then

$$
x^{k a} y^{k b}=y^{b} x^{k_{1},}
$$

a condition which will be satisfied by making

$$
k b=b \quad \text { and } k a=k_{1} n, \quad \text { or } k=1 \text { and } k_{1}=\frac{a}{n}
$$

Hence $x^{a} y^{b}$ is the required factor.
Now multiply (1) by $x^{a} y^{b}$, and there will result

$$
a x^{a-1} y^{b} d x+b x^{a} y^{b-1} d y-c x^{a+n} d x=0
$$

which is exact, since

$$
\frac{d\left(a x^{a-1} y^{b}-c x^{a+n}\right)}{d y}=\frac{d\left(b x^{a} y^{b-1}\right)}{d x}
$$

and the required solution is

$$
x^{a} y^{b}=\frac{c x^{a+n+1}}{a+n+1}+C
$$

2. 

$$
\frac{1}{2} x d y-y d x-\frac{1}{2} a d x=0
$$

This can be resolved into $\frac{1}{2} x d y-y d x$, and $-\frac{1}{2} a d x$, of which the first will be rendered exact by the factor $z_{1}=\frac{1}{x y}$, and the second is already exact, giving $z_{2}=1$.

$$
\begin{aligned}
\therefore u_{1} & =\int \frac{1}{x y}\left(\frac{1}{2} x d y-y d x\right)=\int \frac{1}{2} \frac{d y}{y}-\int \frac{d x}{x}=\log \frac{y^{\frac{1}{2}}}{x} . \\
u_{2} & =\int\left(-\frac{1}{2} a d x\right)=-\frac{1}{2} a x
\end{aligned}
$$

and we must satisfy the conditions

$$
F_{1}\left(\log \frac{y^{\frac{1}{2}}}{x}\right) \times \frac{1}{x y}=1 \times F_{2}\left(-\frac{1}{2} a x\right)
$$

Assume $\quad F_{1}\left(\log \frac{y^{\frac{1}{2}}}{x}\right)=\frac{y}{x^{2}} . \therefore \frac{1}{x y} F_{1}\left(\log \frac{y^{\frac{1}{2}}}{x}\right)=\frac{1}{x^{3}}$,
and

$$
\therefore F_{2}\left(-\frac{1}{2} a x\right)=\frac{1}{x^{3}} \text { also. }
$$

Hence $\frac{1}{x^{3}}$ is the proper factor.

$$
\therefore \frac{1}{2} \cdot \frac{x d y}{x^{3}}-\frac{y d x}{x^{3}}-\frac{1}{2} \cdot \frac{a d x}{x^{3}}=0
$$

which is exact, and the solution is

$$
\frac{y}{x^{2}}+\frac{1}{2} \cdot \frac{a}{x^{2}}+C=0 \quad \text { or } \quad y+C x^{2}+\frac{a}{2}=0
$$

168. Prop. To determine the factor necessary to render a differential equation exact, when that factor is a function of one variable only.

Let $P d x+Q d y=0 \ldots(1)$ be the given equation, and $z=F \boldsymbol{z}$ the required factor.
$\therefore z P d x+z Q d y=0$ will be exact, and therefore
$\frac{d(z P)}{d y}=\frac{d(z Q)}{d x} ;$ or since $z$ does not contain $y$, and therefore $\frac{d z}{d y}=0$,

$$
z \frac{d P}{d y}=z \frac{d Q}{d x}+Q \cdot \frac{d z}{d x} . \quad \therefore \frac{d z}{z}=\frac{1}{Q}\left[\frac{d P}{d y}-\frac{d Q}{d x}\right] d x .
$$

Here, by hypothesis, the first member does not contain $y$, and therefore the second member must be independent of $y$ also. Con. sequently
$\log z=\int\left[\frac{d P}{d y}-\frac{d Q}{d x}\right] \frac{d x}{Q}=\varphi x$ and $z=e^{\phi x}$, the required value.
169. 1. Given $y d x-x d y=0 \ldots$ (1).

Suppose $z$ to contain $x$ only.

$$
\begin{gathered}
\frac{d P}{d y}=\frac{d y}{d y}=1, \quad \frac{d Q}{d x}=\frac{d(-x)}{d x}=-1 . \\
\therefore\left[\frac{d P}{d y}-\frac{d Q}{d x}\right] \frac{d x}{Q}=-\frac{2 d x}{x} . \\
\therefore \log z=-\int \frac{2 d x}{x}=\log \frac{1}{x^{2}} \quad \text { and } \quad z=\frac{1}{x^{2}} .
\end{gathered}
$$

Multiplying (1) by $\frac{1}{x^{2}}$ we get

$$
\frac{y d x-x d y}{x^{2}}=0 \text { and } \frac{y}{x}=C \text { or } y=C x
$$

2. The linear equation $d y+X y d x-X_{1} d x=0$.

Suppose $z=F x . \quad \therefore \frac{d P}{d y}=\frac{d\left(X y-X_{1}\right)}{d y}=X$, and $\frac{d Q}{d x}=0$.
$\therefore \log z=\int X d x$ and $z=e^{\int X d x}$, the factor sought.
Multiplying (1) by this factor, we have

$$
e^{\int X d x} \cdot d y+e^{\int X d x} X y d x-e^{\int X d x} X_{1} d x=0, \text { which is exact. }
$$

Remark. The value of $z$ found by the method just explained, was obtained by assuming that a factor containing $x$ only can be discovered; but since such factor may not exist, it will be proper to apply the test of integrability to the transformed equation:
170. Prop. To determine the factor necessary to render a homageneous differential equation exact.

> Let

$$
P d x+Q d y=0 \ldots \ldots(1)
$$

be a homogeneous differential equation, the coefficients $P$ and $Q$ being each of the $n^{t h}$ degree; and let the factor $z$ be of the $m^{t h}$ degree. Then

$$
\quad z P d x+z Q d y=0
$$

will be exact, homogeneous, and of the $(m+n)^{t h}$ degree.
Hence, by the rule fur integrating homogeneous exact differential expressions, we have

$$
\begin{gathered}
\int(z P d x+z Q d y)=\frac{z P x+z Q y}{m+n+1} \\
\therefore \frac{{ }_{2} P x+z Q y}{m+n+1}=C, \text { and } z=\frac{(m+n+1) C}{P x+Q y} ;
\end{gathered}
$$

or, since $C$ is arbitrary, we may put $(m+n+1) C=1$.

$$
\therefore z=\frac{1}{P x+Q y} \text { is a suitable factor. }
$$

Ex.

$$
\left(x y+y^{2}\right) d x-\left(x^{2}-x y\right) d y=0 \ldots \ldots(1)
$$

Here

$$
x y+y^{2}=P \text { and }-x^{2}+x y=Q
$$

$$
\therefore z=\frac{1}{P x+Q y}=\frac{1}{2 x y^{2}} .
$$

Multiply (1) by $z . \therefore \frac{d x}{2 y}+\frac{d x}{2 x}-\frac{x d y}{2 y^{2}}+\frac{d y}{2 y}=0$.
$\therefore \frac{1}{2} \frac{x}{y}+\frac{1}{2} \log x+\frac{1}{2} \log y=C, \quad$ or $\quad \frac{x}{y}+\log (x y)=C_{1}$.

Geometrical Applications of Differential Equations of tils first order and degree.
171. 1. Determine the curve whose tangent $P T$ is a mean pro portional between the parts $A T$ and $B T$ of its axis, intercepted between the tangent and two fixed points $A$ and $B$.

Place the origin at $B$, and put


$$
B D=x_{1} \quad D P=y_{1} \quad B A=a .
$$

The equation of the tangent is $y-y_{1}=\frac{d y_{1}}{d x_{1}} \cdot\left(x-x_{1}\right)$, in which when

$$
y=0, \quad x-x_{1}=-y_{1} \frac{d x_{1}}{d y_{1}}=D T
$$

and

$$
\begin{aligned}
& x_{1}-y_{1} \frac{d x_{1}}{d y_{1}}=B D+D T=B T \\
& \therefore A T=x_{1}-y_{1} \frac{d x_{1}}{d y_{1}}-a
\end{aligned}
$$

And

$$
P T^{2}=P D^{2}+D T^{2}=y_{1}{ }^{2}+y_{1}{ }^{2} \frac{d x_{1}{ }^{2}}{d y_{1}{ }^{2}}
$$

Hence, by the conditions of the problem,

$$
\begin{aligned}
P T^{2} & =B T \times A T, \text { or } y_{1}{ }^{2}+y_{1}{ }^{2} \frac{d x_{1}{ }^{2}}{d y_{1}{ }^{2}} \\
& =\left(x_{1}-y_{1} \frac{d x_{1}}{d y_{1}}\right)\left(x_{1}-y_{1} \frac{d x_{1}}{d y_{1}}-a .\right) .
\end{aligned}
$$

Reducing, and omitting accents, we get

$$
y^{2} d y=x^{2} d y-2 x y d x-a x d y+a y d x
$$

which is the differential equation of the required curve.
This may be written

$$
d y+\frac{2 x y d x-x^{2} d y}{y^{2}}=a \frac{y d x-x d y}{y^{2}} ;
$$

and, since both members are exact, we get by integration

$$
\begin{gathered}
y+\frac{x^{2}}{y}=a \frac{x}{y}+C, \text { or } x^{2}+y^{2}-a x-C y=0 ; \text { or, finally, } \\
\left(x-\frac{1}{2} a\right)^{2}+\left(y-\frac{1}{2} C\right)^{2}=\frac{1}{4}\left(a^{2}+C^{2}\right)
\end{gathered}
$$

which is the equation of a circle whose radius is $\frac{1}{2} \sqrt{a^{2}+C^{2}}$; and the co-ordinates of whose centre are $\frac{1}{2} a$ and $\frac{1}{2} C$, the latter co-ordinate being arbitrary.
2. Find the curve in which the subtangent is constant.

Let $x_{1} y_{1}$ be the co-ordinates of the point of contact.
Then, subtangent $=-y_{1} \frac{d x_{1}}{d y_{1}}=-a$, or $\frac{d y}{y}=\frac{d x}{a}$.

$$
\therefore \log c y=\frac{x}{a}, \quad c y=e^{\frac{x}{a}} .
$$

This is the equation of the logarithmic curve.
3. To find the curve in which the subtangent is equal to the sum of the abscissa and co-ordinate.

The differential equation of the curve will be

$$
-y \frac{d x}{d y}=x+y, \quad \text { or } \quad x d y+y d x+y d y=0
$$

$$
\therefore y^{2}+2 x y=C, \text { a hyperbola. }
$$

4. The curve in which the subnormal is constant.

Subnormal $\quad=y \frac{d y}{d x}=a . \quad \therefore y d y=a d x$.
$\therefore y^{2}=2 a x+C$, a parabola.
172. Prop. To find the equation of a trajectory or curve which shall intersect all the curves of a given family in the same angle.

Let

$$
\varphi(x, y, a)=0 \ldots \ldots(1)
$$

be the equation of a class of curves, in which the parameter $a$ may take any value; and let $t=\operatorname{tang} \beta$, where $\beta$ represents the constant angle of intersection.

Suppose $a$ to take a particular value, $a_{1}$ and let $A_{1} B_{1}$
 be the particular curve in the general class resulting from this supposition. Then, if $x_{1} y_{1}$ denote its general co-ordinates, its equation will be

$$
\varphi\left(x_{1}, y_{1}, a_{1}\right)=0 \ldots(2)
$$

and the differential coefficient $\frac{d y_{1}}{d x_{1}}$, derived therefrom, will, when applied to the point $P$, express the trigonometrical tangent of the angle $P T X$ or $v_{1}$ included between the tangent $P T$ and the axis of $x$.

Also, if $x$ and $y$ denote the general co-ordinates of the required trajectory $C P D$, the differential coefficient $\frac{d y}{d x}$, given by its equation, will, when applied to $P$, give the tangent of $P L X$ or $v$.

But $\quad \beta=v_{1}-v . \quad \therefore \tan \beta=\frac{\tan v_{1}-\tan v}{1+\tan v_{1} \tan v}$, or by substitution,

$$
\begin{equation*}
t=\frac{\frac{d y_{1}}{d x_{1}}-\frac{d y}{d x}}{1+\frac{d y_{1}}{d x_{1}} \cdot \frac{d y}{d x}} \cdots \tag{3}
\end{equation*}
$$

Now at the point $P$, where the curves $A_{1} B_{1}$ and $C P D$ intersect, $x_{1}=x$ and $y_{1}=y$. Hence $\frac{d y_{1}}{d x_{1}}$ can be expressed in functions of $x, y$, and $x_{1}$, and therefore (3) may be written thus

$$
\begin{equation*}
F\left(x, y, \frac{d y}{d x}, a_{1}\right)=0 \ldots \tag{4}
\end{equation*}
$$

But (2), when applied to $P$, gives

$$
\varphi\left(x, y, a_{1}\right)=0 \ldots(5)
$$

If then $a_{1}$ be eliminated between (4) and (5), the resulting equa ${ }_{2}$ tion, being independent of the position of the particular curve $A_{1} B_{1}$, will apply to all points in the required curve $C P D$.
173. 1. Determine the curve which cuts at right angles all straight lines drawn through a given point.

Let $x_{2} y_{2}$ be the co-ordinates of the given point.
The equation of one of the straight lines passing through that point will be of the form

$$
y_{1}-y_{2}=a_{1}\left(x_{1}-x_{2}\right) .
$$

$\therefore \varphi\left(x_{1} y_{1} a_{1}\right)=y_{1}-y_{2}-a_{1}\left(x_{1}-x_{2}\right)=0$ and $\frac{d y_{1}}{d x_{1}}=a_{1}$.
Also $t=\tan \frac{1}{2} \pi=\infty . \quad \therefore \frac{\frac{d y_{1}}{d x_{1}}-\frac{d y}{d x}}{1+\frac{d y_{1}}{d x_{1}} \cdot \frac{d y}{d x}}=\infty$. and consequently

$$
1+\frac{d y_{1}}{d x_{1}} \cdot \frac{d y}{d x}=0 \quad \text { or } \quad \frac{d y}{d x} \cdot a_{1}=-1 \ldots(1)
$$

Also at the point of intersection

$$
y-y_{2}-a_{1}\left(x-x_{2}\right)=0 \ldots .(2)
$$

Now eliminating $a_{1}$ between (1) and (2), we get

$$
x-x_{2}+\frac{d y}{d x}\left(y-y_{2}\right)=0, \quad \text { or } \quad x d x-x_{2} d x+y d y-y_{2} d y=0,
$$

which is the differential equation of the curve.

And by integration $\frac{1}{2} x^{2}-x_{2} x+\frac{1}{2} y^{2}-y_{2} y=C$,
or

$$
\left(x-x_{2}\right)^{2}+\left(y-y_{2}\right)^{2}=2 C+x_{2}{ }^{2}+y_{2}^{2} .
$$

Hence the curve sought is a circle whose centre is at the point $x_{2}, y_{2}$, and the radius arbitrary.
2. The curve which cuts at an angie of $45^{\circ}$ all straight lines drawn through the origin.
Here

$$
\begin{aligned}
& \varphi\left(x_{1}, y_{1}, a_{2}\right)=y_{1}-a_{1} x_{2}=0 . \\
& \therefore \frac{d y_{1}}{d x_{1}}=a_{1} \quad \text { also } \quad t=\tan 45^{\circ}=1 .
\end{aligned}
$$

$\therefore 1+a_{1} \frac{d y}{d x}=a_{1}-\frac{d y}{d x} \cdots \cdots(1)$, and $y-a_{1} x=0 \ldots$ (2).
Eliminating $a_{1}, \quad 1+\frac{y}{x} \cdot \frac{d y}{d x}=\frac{y}{x}-\frac{d y}{d x}$ or $x d x+y d y=y d x-x d y$.
This being a homogeneous equation, it will be rendered exact by multiplying by $\frac{1}{F x+Q y}=\frac{1}{x^{2}+y^{2}}$.

$$
\therefore \frac{x d x+y d y}{x^{2}+y^{2}}=\frac{y d x-x d y}{x^{2}+y^{2}} . \quad \therefore \log \left[\frac{x^{2}+y^{2}}{c^{2}}\right]^{\frac{1}{2}}=-\tan ^{-1} \frac{y}{x} .
$$

Put $y=r \sin \theta, x=r \cos (\pi-\theta)=-r \cos \theta . \therefore r=\left(x^{2}+y^{2}\right)^{\frac{1}{2}}$
and $\quad \frac{y}{x}=-\tan \theta . \quad \therefore \operatorname{lng} \frac{r}{c}=\theta$ and $r=c e^{\theta}$,
the equation of the logarithmic spiral.
3. The curve which cuts at right angles all parabolas having a common vertex and coincident axes.

Here $\varphi\left(x_{1}, y_{1}, a_{1}\right)=y_{2}^{2}-2 a_{1} x_{1}=0$.

$$
\therefore \frac{d y_{1}}{d x_{1}}=\frac{a_{1}}{y_{1}}=\frac{\alpha_{1}}{y} .
$$

Also $t=\infty . \therefore 1+\frac{a_{1}}{y} \cdot \frac{d y}{d x}=0$

and $\quad y^{2}-2 a_{1} x=0 \ldots$ (2).
Elimirating $a_{1}, \quad 1+\frac{y}{2 x} \cdot \frac{d y}{d x}=0$ or $2 x d x+y d y=0$.

$$
\therefore x^{2}+\frac{1}{2} y^{2}=c^{2}, \quad \text { or } \quad \frac{x^{2}}{c^{2}}+\frac{y^{2}}{2 c^{2}}=1
$$

This is the equation of an ellipse whose axes have the ratio $1: \sqrt{2}$.

## CHAPTER III.

DIFFERENTIAL EQUATIONS OF THE FIRST ORDER AND OF THE HIGHER DEGREES.
174. These equations contain the several powers of the coefficient $\frac{d y}{d x}$ to the $n^{t h}$ power inclusive where $n$ denotes the degree of the equation. The most general form of such an equation is
$\frac{d y^{n}}{d x^{n}}+P \frac{d y^{n-1}}{d x^{n-1}}+Q \frac{d y^{n-2}}{d x^{n-2}}+\& c \ldots \ldots+S \frac{d y}{d x}+T=0 \ldots$ (1), which equation can be derived from its primitive only in attempting to eliminate the $n^{\text {th }}$ power of a constant $c$ between the primitive and its direct differential. For the direct differential contains only the first power of $\frac{d y}{d x}$, and therefore cannot be identical with (1) ; but If we suppose the primitive to contain several powers of the same constant $c$, as $c^{1}, c^{2}, c^{3} \cdots c^{n}$, and resolve with respect to $c$, there will result $n$ values of $c$, from each of which $c$ will disappear by differentiation ; and each of the resulting differential equations will contain only the first power of $\frac{d y}{d x}$, each being a factor of (1), Hence by muliiply.
mg together these $n$ equations, we shall produce (1). If therefore we resolve (1) with respect to $\frac{d y}{d x}$, thereby ascertaining its $n$ constituent factors of the first degree, then integrate each, annexing the same constant $c$ to every result, and finally multiply the results together, the complete primitive, which includes all these separate results, will be obtained. It will be obvious, that in order to render this method applicable to all equations of the first order, it would be necessary to have a process for the solution of equations of all degrees.

Unfortunately no such process is known.
175. 1. To find the complete primitive of the equation

$$
\frac{d y^{2}}{d x^{2}}=a^{2} \ldots \ldots(1)
$$

Resolving with respect to $\frac{d y}{d x}$, we get

$$
\frac{d y}{d x}=+a \ldots(2), \quad \text { and } \quad \frac{d y}{d x}=-a \ldots \text { (3). }
$$

Integrating (2) and (3), and amnexing the same constant to each, we have

$$
y=a x+c \ldots(4), \text { and } \quad y=-a x+c \ldots(5)
$$

either of which satisfies the given equation (1). It is also satisfied by their product.

$$
\begin{gathered}
\\
\\
\text { or } \\
\left.y^{2}-2 c y-a x-c\right)(y+a x-c)=0, \\
a^{2} x^{2}+c^{2}=0 \ldots(6) .
\end{gathered}
$$

For, by differentiatiug (6),

$$
2 y d y-2 c d y-2 a^{2} x d x=0, \text { and } c=y-\frac{a^{2} x}{\frac{d y}{d x}}
$$

This value, substituted in (6), gives

$$
y^{2}-2 y^{2}+\frac{2 a^{2} x y}{\frac{d y}{d x}}-a^{2} x^{2}+y^{2}-\frac{2 a^{2} x y}{\frac{d y}{d x}}+\frac{a^{4} x^{2}}{\frac{d y^{2}}{d x^{2}}}=0 ;
$$

or, by reduction,

$$
\frac{d y^{2}}{d x^{2}}=a^{2}
$$

which is identical with (1).
2.

$$
\frac{d y y^{2}}{d x^{2}}=a x \ldots(1)
$$

$$
\frac{d y}{d x}=+a^{\frac{1}{2}} x^{\frac{1}{2}}, \quad \text { and } \quad \frac{d y}{d x}=-a^{\frac{1}{2}} x^{\frac{1}{2}}
$$

$\therefore$ By integration $y=\frac{2}{3} a^{\frac{1}{2}} x^{\frac{3}{2}}+c$, and $y=-\frac{2}{3} a^{\frac{1}{2}} x^{\frac{8}{2}}+c$.

$$
\therefore\left(y-\frac{2}{3} a^{\frac{1}{2}} x^{\frac{3}{2}}-c\right)\left(y+\frac{2}{3} a^{\frac{1}{2}} x^{\frac{8}{2}}-c\right)=0,
$$

or $(y-c)^{2}=\frac{4}{9} u x^{3}$ the complete primitive of (1).
3.

$$
y \frac{d y^{2}}{d x^{2}}+2 x \frac{d y}{d x}-y=0 \ldots(1)
$$

$$
\begin{aligned}
& \frac{d y}{d x}=-\frac{x}{y} \pm \frac{\left(y^{2}+x^{2}\right)^{\frac{1}{2}}}{y}, \quad \therefore d x= \pm \frac{x d x+y d y}{\sqrt{x^{2}+y^{2}}} \\
& \therefore x=+\left(x^{2}+y^{2}\right)^{\frac{1}{2}}+c, \text { and } x=-\left(x^{2}+y^{2}\right)^{\frac{1}{2}}+c
\end{aligned}
$$

$\therefore\left(x-c-\sqrt{x^{2}+y^{2}}\right)\left(x-c+\sqrt{x^{2}+y^{2}}\right)=0$; or $y^{2}=c^{2}-2 c x$.
4. Determine the equation of the curve which has the property

$$
s=u x+b y
$$

Here

$$
\begin{gathered}
\frac{d s}{d x}=\left[1+\frac{d y^{2}}{d x^{2}}\right]^{\frac{1}{2}}=a+b \frac{d y}{d x} \\
\therefore 1+\frac{d y^{2}}{d x^{2}}=a^{2}+2 a b \frac{d y}{d x}+\frac{b^{2} d y^{2}}{d x^{2}} . \\
\therefore \frac{d y^{2}}{d x^{2}}+\frac{2 a b}{b^{2}-1} \cdot \frac{d y}{d x}=\frac{1-a^{2}}{b^{2}-1}, \text { and } \\
\frac{d y}{d x}=\frac{a b}{1-b^{2}} \pm \frac{\sqrt{a^{2}+b^{2}-1}}{b^{2}-1}=m \pm n . \\
\therefore y=m x+n x+c, \text { and } y=m x-n x+c .
\end{gathered}
$$

$$
\therefore y^{2}=m^{2} x^{2}-n^{2} x^{2}+2 c m x+c^{2}
$$

This is the equation of two straight lines, which intersect on the axis of $y$, and which become imaginary when $a^{2}+b^{2}<1$. Suppose $a=\sqrt{\frac{1}{2}}$ and $b=\sqrt{\frac{1}{2}} . \therefore a^{2}+b^{2}=1, a b=\frac{1}{2}$ and $1-b^{2}=\frac{1}{2}$. $\therefore m=1$ and $n=0, \therefore y=x+c$,
and the two lines become a single line, inclined to the axis of $x$ in an angle of $45^{\circ}$.
176. When the proposed differential equation cannot be resolved with respect to $\frac{d y}{d x}$, its primitive may still be found in certain cases, the principal of which will be examined.

Case 1 st. When the equation contains only one of the variables, and the solution with respect to that variable is possible.

Let $x$ be the variable which enters into the equation. Put $\frac{d y}{d x}=p_{1}$, and resolve with respect to $x$. The result will be of the form

$$
x=\varphi p_{1} \ldots(1)
$$

But since $d y=p_{1} d x$, an integration by parts will give

$$
y=p_{1} x-\int x d p_{1} \ldots(2)
$$

Eliminating $x$ between (1) and (2), we get

$$
y=p_{1} \cdot \varphi p_{1}-\int \varphi p_{1} \cdot d p_{1} \ldots .(3)
$$

in which the last term is integrable as a function of a single variable.
Effecting the integration, we may unite the result thus

$$
y=F p_{1} \ldots . .(4) .
$$

Then, eliminating $p_{1}$ between (1) and (4), we obtain the desired relation between $x$ and $y$.
177. This method may sometimes be applied advantageously even when the more general method is applicable, provided the differential equation can be solved more easily for $x$ than for $\frac{d y}{d x}$.
$E x$. To find the primitive of the differential equation

Here

$$
\begin{gathered}
x \frac{d y^{2}}{d x^{2}}+x-1=0 \\
x=\frac{1}{1+p_{1}^{2}}=\varphi p_{1} \ldots(1) \\
\therefore y=p_{1} \varphi p_{1}-\int \varphi p_{1} \cdot d p_{1}=\frac{p_{1}}{1+p_{1}^{2}}-\int \frac{d p_{1}}{1+p_{1}^{2}} \\
=\frac{p_{1}}{1+p_{1}^{2}}-\tan ^{-1} p_{1}+C \ldots \text { (2). }
\end{gathered}
$$

But from (1), $\quad p_{1}=\left(\frac{1-x}{x}\right)^{\frac{1}{2}}, \quad$ and $1+p_{1}{ }^{2}=\frac{1}{x}$,
and these values reduce ( 2 ) to

$$
y=\left(x-x^{2}\right)^{\frac{1}{2}}-\tan ^{-1}\left(\frac{1-x}{x}\right)^{\frac{1}{2}}+C .
$$

178. When the equation (still supposed to contain $x$ only), cannot be resolved either for $x$ or $p_{1}$, we may substitute $x z$ for $p_{1}$, and we can then divide every term by a power of $x$, thereby depressing the degree of the equation, except in the case where there is an absolute term. If then the depressed equation can be solved for $x$ or $z$, we shall have either

$$
\begin{gathered}
x=\varphi z, \quad \text { and } p_{1}=\frac{d y}{d x}=z \varphi z, \\
\therefore d y=z \cdot \varphi z \cdot d(\varphi z), \text { and } y=\int z \cdot \varphi z \cdot d(\varphi z), \ldots(5), \\
z=\varphi x, \quad \text { and } p_{1}=\frac{d y}{d x}=x \varphi x, \\
\therefore d y=x . \varphi x \cdot d x, \text { and } y=\int x \cdot \varphi x \cdot d x \ldots(6) .
\end{gathered}
$$

or,

In the first case we eliminate $z$ between (5) and $x=\phi z$. In the second, the desired relation is found in (6).

Ex.

$$
x^{3}+\frac{d y^{3}}{d x^{3}}-a x \frac{d y}{d x}=0 .
$$

Put $p_{1}=x z$, then $x^{3}+x^{3} z^{3}-a x^{2} z=0$, and $x=\frac{a z}{1+z^{3}}$,
$\ddots \quad p_{1}=\frac{d y}{d x}=\frac{a z^{2}}{1+z^{3}}, \quad d y=\frac{a z^{2}}{1+z^{3}} d\left[\frac{a z}{1+z^{3}}\right]=\frac{a^{2}\left(z^{2}-2 z^{5}\right)}{\left(1+z^{3}\right)^{3}} d z$.

$$
\therefore y=\frac{1}{6} a^{2} \frac{2 z^{3}-1}{\left(1+z^{3}\right)^{2}}+\frac{1}{3} a^{2} \frac{1}{1+z^{3}}+. C .
$$

This relation, together with $x=\frac{a z}{1+z^{3}}$ expresses the relation be;ween $x$ and $y$.
179. Case $2 d$. When the equation is homogeneous with respect to $x$ and $y$.

Let $n$ denote the degree of the equation in $x$ and $y$, and put $y=x z$, then the equation will be divisible by $x^{n}$, and if the transformed equation can be solved for $z$, we shall have a result of the form
$z=\varphi p_{1}, \quad \therefore d z=d\left(\varphi p_{1}\right)$. But $y=x z, \quad \therefore d y=x d z+z d x$, or, $\quad d y=x d\left(\varphi p_{1}\right)+\varphi p_{1} d x, \quad$ or, $\quad p_{1} d x=x d\left(\varphi p_{1}\right)+\varphi p_{1} d x$,

$$
\therefore \frac{d x}{x}=\frac{d\left(\varphi p_{1}\right)}{p_{1}-\varphi p_{1}}, \quad \text { and } \quad \log x=\int \frac{d\left(\varphi p_{1}\right)}{p_{1}-\varphi p_{1}}=F p_{1}
$$

This combined with $y=x \varphi p_{1}$, gives the desired relation between $x$ and $y$.
$E x$.

$$
y-x p_{1}=\sqrt{1+p_{1}^{2}} \cdot x
$$

Put $\quad y=x z$, substitute and divide by $x$, then

$$
\begin{gathered}
z-p_{1}=\sqrt{1+p_{1}^{2}}, \quad z=p_{1}+\sqrt{1+p_{1}^{2}}, d z=d p_{1}+\frac{p_{1} d p_{1}}{\sqrt{1+p_{1}^{2}}} \\
p_{1} d x=d y=x d z+z d x=x\left(d p_{1}+\frac{p_{1} d p_{1}}{\sqrt{1+p_{1}^{2}}}\right)+\left(p_{1}+\sqrt{1+p_{1}^{2}}\right) d x \\
\therefore \frac{d x}{x}=-\frac{d p_{1}}{\sqrt{1+p_{1}^{2}}}-\frac{p_{1} d p_{1}}{1+p_{1}^{2}} .
\end{gathered}
$$

$\therefore \log x=-\log \left(p_{1}+\sqrt{1+p_{1}{ }^{2}}\right)-\log \left(1+p_{1}{ }^{2}\right)^{\frac{1}{2}}+\operatorname{lng} c$.

$$
\begin{aligned}
\therefore x= & \frac{c}{\sqrt{1+p_{1}^{2}}\left(p_{1}+\sqrt{1+p_{1}^{2}}\right)} \\
& \therefore p_{1}=\frac{\sqrt{c^{2}-y^{2}}}{y}, \text { and } x\left(c+\sqrt{c^{2}-y^{2}}\right)=y^{2}
\end{aligned}
$$

the desired relation.
180. Case $3 d$. Let the form be

$$
y=x \frac{d y}{d x}+\varphi\left(\frac{d y}{d x}\right) \ldots(1)
$$

in which $\varphi\binom{d!}{d x}$ does not contain $x$ or $y$.
By differentiation, $\frac{d y}{d x}=p_{1}=p_{1}+x \frac{d p_{1}}{d x}+\frac{d p p_{1}}{d \rho_{1}} \cdot \frac{d p_{1}}{d x}$,

$$
\therefore\left(x+\frac{d p p_{1}}{d p_{1}}\right)^{d p_{1}} d x=0
$$

This is satisfied either by making

$$
x+\frac{d \rho p_{1}}{d p_{1}}=0, \ldots(2), \quad \text { or, } \quad \frac{d p_{1}}{d x}=0 \ldots \ldots \text { (3). }
$$

Now the differential coefficient $\frac{d \_p_{1}}{d p_{1}}$ in (2), contains only $p_{1}$, since $\varphi p_{1}$ does not contain $x$ or $y$, and therefore (2) contains only $x$ and $p_{1}$. If then, we eliminate $p_{1}$ between (1) and (2), the resint will be a relation between $x$ and $y$. But this relation cannot be the complete primitive, because it contains no arbitrary const int. We must then refer to the condition (3), which gives by integration

$$
p_{1}=C, \text { a constant. }
$$

It appears then, that in the proposed equation, which is known as Clairaull's form, the complete primitive is obtained by -imply replacing $\frac{d y}{d x}$ by an arbitrary constant.

Ex. 1. To find the primitive of

$$
y-x \frac{d y}{d x}=a\left(1+\frac{d y^{2}}{d x^{2}}\right) \ldots \ldots(1)
$$

Replacing the differential coefficient $\frac{d y}{d x}$ hy $C$, we have.

$$
y-C x=a\left(1+C^{2}\right) \ldots(2)
$$

The correctness of this solution is easily verified; for by differentiating (2) we get

$$
\frac{d y}{d x}-C=0 \ldots(3)
$$

and by eliminating $C$ between (2) and (3), we obtain (1).
2. $y d x-x d y=a\left(d x^{3}+d y^{3}\right)^{\frac{1}{3}}$, or, $y=x \frac{d y}{d x}+\left(1+\frac{d y^{3}}{d x^{3}}\right)^{\frac{1}{3}} a$.

Substituting $C^{\prime}$ for $\frac{d y}{d x}$ we get $y=C x+\left(1+C^{3}\right)^{\frac{1}{3}} a$.
181. Case 4th. Let $y=P x+Q, \ldots \ldots$ (1).
when $P$ and $Q$ are functions of $p_{1}$.
By differentiation, $d y=p_{1} d x=P d x+x d P+d Q$.
$\therefore\left(p_{1}-P\right) d x-x d P=d Q$, and $d x+\frac{x}{P-p_{1}} d P=-\frac{d Q}{P-p_{1}}$.
This being a linear equation, its solution is of the form

$$
x=e^{-\int \frac{d P}{P-p_{1}}}\left[-\int e^{\int \frac{d P}{P-p_{1}}} \cdot \frac{d Q}{P-p_{1}}\right], \quad \text { or, } \quad x=F p_{1_{1}}
$$

Hence if $p_{1}$ be eliminated between this and (1), the result will be a relation between $x$ and $y$.
182. 1.

$$
\begin{gathered}
y=p_{1}^{2} x+p_{1}^{2} \ldots(1) \\
d y=p_{1} d x=p_{1}^{2} d x+2 x p_{1} d p_{1}+2 p_{1} d p_{1} . \\
\therefore\left(1-p_{1}\right) d x-2 x d p_{1}=2 d p_{1} \\
\therefore d x+2 x \frac{d p_{1}}{p_{1}-1}=-\frac{2 d p_{1}}{p_{1}-1} \\
\therefore x=e^{-\int \frac{2 d p_{2}}{p_{1}-1}}\left[-\int e^{\int \frac{2 d p_{1}}{p_{1}-1}} \cdot \frac{2 d p_{1}}{p_{1}-1}\right]
\end{gathered}
$$

$3 u t$

$$
\int \frac{2 d p_{1}}{p_{1}-1}=2 \log \left(p_{1}-1\right)=\log \left(p_{1}-1\right)^{2}
$$

$\therefore e^{\int \frac{2 d p_{1}}{p_{1}-1}}=e^{\log \left(p_{1}-1\right)^{2}}=\left(p_{1}-1\right)^{2} \quad$ and $e^{-\int \frac{2 d p_{1}}{p_{1}-1}}=\frac{1}{\left(p_{1}-1\right)^{2}}$.

$$
\begin{gathered}
\left.\therefore x=-\frac{1}{\left(p_{1}-1\right)^{2}} \int 2\left(p_{1}-1\right) d p_{1}=\frac{C^{2}}{\left(p_{1}-1\right.}\right)^{2}-1 \\
\therefore p_{1}=1+\frac{C}{\sqrt{1+x}} ; \text { and from (1), } p_{1}=\frac{\sqrt{y}}{\sqrt{1+x}} \\
\therefore \sqrt{y}=\sqrt{1+x}+C
\end{gathered}
$$

2. 

$$
\begin{aligned}
y & =\left(1+p_{1}\right) x+p_{1}^{2} \ldots(1) \\
p_{1} d x & =\left(1+p_{1}\right) d x+x d p_{1}+2 p_{1} d p_{1}
\end{aligned}
$$

$\therefore d x+x d p_{1}=-2 p_{1} d p_{1}$, and $x=e^{-\int d p_{1}}\left[-\int 2 e^{\int d p_{1}} \cdot p_{1} d p_{1}\right]$.
But $\quad \epsilon^{\int d p_{1}}=e^{p_{1}}$, and $\int e^{p_{1}} p_{1} d p_{1}=e^{p_{1}}\left(p_{1}-1\right)+C_{1}$.

$$
\therefore x=2\left(1-p_{1}\right)+C_{\epsilon}-p_{1} \text { where } C=-C_{1}
$$

and from (1), $\quad p_{1}=-\frac{1}{2} x \pm \frac{1}{2} \sqrt{4 y-4 x+x^{2}}$.
$\therefore$ By eliminating $p_{1}$ we get

$$
\begin{aligned}
& 0=2 \mp \sqrt{4 y-4 x+x^{2}}+C e^{1 x \mp \sqrt{4 y-4 x+x^{2}}} \\
& \text { 3. } \quad y=x\left(p_{1}-\sqrt{1+p_{1}^{2}}\right) \ldots \text { (1). }
\end{aligned}
$$

In this example $Q=0$, and by differentiation

$$
\begin{aligned}
& p_{1} d x=p_{1} d x+x d p_{1}-\sqrt{1+p_{1}^{2}} d x-p_{1} x\left(1+p_{1}^{2}\right)^{-\frac{1}{2}} d p_{1} . \\
& \therefore \frac{d x}{x}=\frac{\sqrt{1+p_{1}^{2}}-p_{1}}{1+p_{1}^{2}} d p_{1}, \text { the integral of which is } \\
& \log x=\log \frac{\left(p_{1}+\sqrt{1+p_{1}^{2}}\right) c}{\sqrt{1+p_{1}^{2}}} . \therefore x=\frac{\left(p_{1}+\sqrt{1+p_{1}^{2}}\right) c}{\sqrt{1+p_{1}^{2}}}, \\
& \quad c p_{1}+(c-x) \sqrt{1+p_{1}^{2}}=0 \ldots \text { (2). }
\end{aligned}
$$

and
But from (1), $p_{1} x-x \sqrt{1+p_{1}^{2}}=y . \quad \therefore p_{1}=\frac{y(c-x)}{x(2 c-x)}$, and $\sqrt{1+p_{1}^{2}}=-\frac{c y}{x(2 c-x)} \cdot \therefore p_{1}^{2}=\frac{y^{2}(c-x)^{2}}{x^{2}(2 c-x)^{2}}=\frac{c^{2} y^{2}}{x^{2}(2 c-x)^{2}}-1$

$$
\therefore y^{2}\left(x^{2}-2 c x\right)=-x^{2}(2 c-x)^{2}, \quad \text { or finally } x^{2}+y^{2}=2 c x
$$

## CHAPTER IV.

## SINGULAR SOLUTIONS OF DIFFERENTIAL EQUATIONS.

183. Differential equations may be regarded as resulting in all cases either from the immediate differentiation of their primitives or from the elimination of constants between the primitives and their direct differentials.
184. Taking the latter and more common case, let

$$
F(x, y, c)=0 \ldots(1)
$$

be the complete primitive of the differential equation

$$
\varphi\left(x, y, \frac{d y}{d x}\right)=0 \ldots(2)
$$

where (2) has arisen from an elimination of the constant $c$ between (1) and its immediate differential

$$
\begin{equation*}
\left[\frac{d F(x, y, c)}{d x}\right]=0 \ldots \tag{3}
\end{equation*}
$$

Now if the constant $c$ were replaced in (1) and (3) by any function of $x$ and $y$, the elimination of this function would necessarily lead to the same equation (2).

If then it be possible to replace $c$ by such a function of $x$ and $y$, <in equation (1) as shall give by differentiation a result entirely simito (3), after it has been modified by a like substitution of this function of $x$ and $y$ for $c$; then the elimination of that function would necessarily lead to (2) the proposed differential. Hence equation (1) with the value of $c$ so replaced may be properly considered an
integral of ( 2 ) ; although it is essentially different in form from the ordinary integral (1), in which $c$ is an arbitrary constant.

Such a solution of a differential equation is called a singular solution or a singular integral, while the term particular integral is applied to each of the results obtained by substituting various constant values for $c$, in the general integral.
185. Prop. To determine the conditions necessary to render possible a singular solution of a differential equation.

Let the ordinary primitive

$$
\begin{equation*}
F(x, y, c)=0 \ldots \tag{1}
\end{equation*}
$$

be differentiated regarding $c$ as variable, and there will result

$$
\left[\frac{d F(x, y, c)}{d x}\right]+\frac{d F(x, y, c)}{d c} \cdot\left(\frac{d c}{d x}\right)=0
$$

and to render this equation identical with

$$
\left[\frac{d F(x, y, c)}{d x}\right]=0 \ldots(3)
$$

which is obtained by supposing $c$ constant, the necessary condition will be

$$
\frac{d F(x, y, c)}{d c} \cdot\left(\frac{d c}{d x}\right)=0 \ldots \cdot(a)
$$

Now (a) is satisfied either by making

$$
\frac{d F(x, y, c)}{d c}=0, \ldots(4), \quad \text { or } \quad\left(\frac{d c}{d x}\right)=0, \ldots(5)
$$

The condition (5) gives $c=$ constant, and therefore (4) can alone supply the suitable variable value of $c$.

The equation (4) may give several values of $c$, and then there will be as many singular solutions.
186. It must be observed that the value of $c$ derived from (4), is not necessarily a function of $x$ and $y$, or of either: for if $c$ be connected with $x$ and $y$ only by the signs + and - , those variables
will not appear in (4), and consequently the values of $c$ derived from (4), will be constants corresponding to particular integrals, and not singular solutions.
187. And again, the derived values of $c$ may ke functions of $x$ and $y$, and yet not variable. For if the primitive (1) be solved with respect to any constant, as $a$, appearing in it, the result will assume the form

$$
a=f(x, y, c), \ldots(6)
$$

and if by assigning any particular value to $c$, this value of $a$ should become either identical with that of $c$ given by (4); or if the latter be a function of the former, then $c$ will be invariable, and therefors will not correspond to a singular solution.
188. If we solve the complete primitive (1) for $x$ and $y$ succes sively, the results may be written in the forms

$$
x=f(y, c) \ldots .(7) . \quad y=f_{1}(x, c) \ldots . \ldots(8) .
$$

Which differentiated with respect to $c$, give (since the first members do not contain $c$ )
$\frac{d f(y, c)}{d c}=0, \quad \frac{d f_{1}(x, c)}{d c}=0, \quad \therefore \frac{d x}{d c}=0, \ldots(9)$, and $\frac{d y}{d c}=0, .(10)$.
That is, if the primitive can be solved with respect to $x$ or $y$, we may differentiate either of those values with respect to $c$, placing the result equal to zero. Thus (9) or (10) may be employed instead of (4), when more convenient, in obtaining those values of $c$ which give singular solutions.
189. It may be observed that no differential equation of the first order and first degree can have a singular solution; for such equations have complete primitives containing only the first powers of $c$, and these primitives, when differentiated with respect to $c$, give a result (4) independent of $c$, which result cannot furnish a value of $c$.
190. The relation connecting the complete primitive with the
singular solution, can be illustrated geometrically. For the former always represents a series of curves of the same class, in which $c$ is the variable parameter, and as the process for obtaining the equatiun of the envelupe of these curves is identical with that by which we find the singular solution, it follows that this solution must represent the envelope.
191. 1. Required the singular solution of the differential equation
$y d x-x d y=a\left(d x^{2}+d y^{2}\right)^{\frac{1}{2}}, \quad$ or, $\quad y=x p_{1}+a\left(1+p_{1}^{2}\right)^{\frac{1}{2}} \ldots(1)$.
This example belongs to Clairault's form, and therefore the complete integral is

$$
\begin{gathered}
y=c x+a\left(1+c^{2}\right)^{\frac{1}{2}}, \ldots(2) \\
\therefore \frac{d y}{d c}=x+a c\left(1+c^{2}\right)^{-\frac{1}{2}}=0, \quad \text { and } \quad c=-\frac{x}{\sqrt{a^{2}-x^{2}}} .
\end{gathered}
$$

This value substituted in (2) gives
$y \doteq-\frac{x^{2}}{\sqrt{a^{2}-x^{2}}}+a \sqrt{1+\frac{x^{2}}{a^{2}-x^{2}}}, \quad \therefore y^{2}+x^{2}=a^{2}, \ldots$
Thus the general solution (2) represents a series of straight lines all tangent to the circle represented by the singular solution (3).
2.

$$
y p_{1}^{2}+2 x p_{1}-y=0
$$

The general solution of this example has been found to be ( r .396 )

$$
\begin{gathered}
y^{2}=c^{2}-2 c x, \quad \therefore \frac{d y}{d c}=\frac{c-x}{\sqrt{c^{2}-2 c x}}=0, \\
\therefore c-x=0, \quad \text { and } \quad c=x
\end{gathered}
$$

This value substituted in the general integral, gives

$$
y^{2}=x^{2}-2 x^{2}, \text { or } y^{2}+x^{2}=0, \text { the singular solution. }
$$

The general integral in this example represents a series of parabolas which do not intersect, and therefore the singular solution cannot, in this case, represent an envelope.
3. $\quad x p_{1}^{2}-y p_{1}+\frac{1}{2} q=0, \quad$ or, $\quad y=p_{1} x+\frac{q}{2 p_{1}} \cdots(1)$.

This is Clairault's form, and therefore the general solution is
$y=c x+\frac{q}{2 c}, \ldots$ (2). $\quad \therefore \frac{d y}{d c}=x-\frac{q}{2 c^{2}}=0, \quad$ and $\quad c=\sqrt{\frac{q}{2 x}}$.
This value in (2) gives

$$
y=\sqrt{\frac{1}{2} q x}+\sqrt{\frac{1}{2} q x}=2 \sqrt{\frac{1}{2} q x,} \text { or } \quad y^{2}=2 q x
$$

Here the singular solution represents a parabola tangent to a series of straight lines represented by (2).
192. In the method of finding the singular solution of a differential equation, just explained and illustrated, it has been supposed that the general solution of the equation was known; but when it is not given we require the following proposition.
193. Prop. To determine the conditions by which singular solutions of differential equations may be found, without first determining their complete primitives.

$$
\text { Let } \quad u=F(x, y, c)=0 \ldots .
$$

be the complete primitive of the differential equation,

$$
\begin{gathered}
u_{2}=F_{2}\left(x, y, p_{1}\right)=0, \ldots(2) ; \text { and suppose } \\
u_{1}=\left[\frac{d F(x, y, c)}{d x}\right]=F_{1}\left(x, y, c, p_{1}\right)=0 \ldots(3)
\end{gathered}
$$

to be the direct differential of (1).
Also let $U=f(x, y)=0 \ldots$ (4) be the singular solution of (2), and

$$
U_{1}=\left[\frac{d f(x . y)}{d x}\right]=f_{1}(x, y)=0 \ldots(5)
$$

the direct differential of (4).
Now, whether we eliminate $c$ between (1) and (3), or eliminate a
certain function of $x$ and $y$; viz., the value of $c$ (expressed in terms of $x$ and $y$ ), derived from the condition

$$
\frac{d F(x, y, c)}{d c}=0,
$$

between (4) and (5), the result will be (2) or its equivalent.
Let (3) be solved with reference to $c$, giving a result of the form

$$
c=\varphi\left(x, y, p_{1}\right) \ldots(6)
$$

and let this value be substituted in (1) ; we shall thus have (2) or its equivalent under the furm

$$
u=F(x, y, \varphi)=0 \ldots(\gamma)
$$

where $\varphi$ is put for $\varphi\left(x, y, p_{1}\right)$; for, by hypothesis, (2) is the result of the elimination of the constant $c$ between (1) and (3).

Now, since (2) and (7) are equivalent, the elimination of $p_{1}$ between them must lead to an identical equation in $x$ and $y$; that is, an equation, which, being true for all values of $x$ and $y$, dues not imply a relation between them.

Let

$$
p_{1}=f(x, y) \ldots \ldots(8)
$$

be the result obtained by solving (2) with respect to $p_{1}$.
This value substituted in (7) gives the identical equation before referred to, which can be differentiated with respect to $x$ and $\eta$, successively, as though they were independent variables, since the equation does not imply any relation or mutual dependence between them.

Then, differentiating (7), and observing that $\varphi$ contains $x, y$, and $p_{11}$ while $p_{1}=f(x, y)$, we get
and

$$
\begin{aligned}
& \frac{d u}{d x}+\frac{d u}{d \varphi} \cdot \frac{d \varphi}{d x}+\frac{d u}{d \varphi} \cdot \frac{d \varphi}{d p_{1}} \cdot \frac{d p_{1}}{d x}=0 \\
& \frac{d u}{d y}+\frac{d u}{d \varphi} \cdot \frac{d \varphi}{d y}+\frac{d u}{d \varphi} \cdot \frac{d \varphi}{d p_{1}} \cdot \frac{d p_{1}}{d y}=0 .
\end{aligned}
$$

$$
\therefore \frac{d p_{1}}{d x}=-\left(\frac{d u}{d x}+\frac{d u}{d \rho} \cdot \frac{d p}{d x}\right) \div\left(\frac{d u}{d p} \cdot \frac{d p}{d \mu_{1}}\right)
$$

and

$$
\frac{d \rho_{1}}{d y}=-\left(\frac{d u}{d y}+\frac{d u}{d \varphi} \cdot \frac{d p}{d y}\right) \div\left(\frac{d u}{d \varphi} \cdot \frac{d p}{d p_{1}}\right)
$$

But when the solution is singular, we have the condition
or

$$
\begin{gathered}
\frac{d u}{d \rho}=\frac{d u}{d c}=0, \therefore \frac{d p_{1}}{d x}=\infty, \text { and } \frac{d p_{1}}{d y}=\infty, \\
\frac{d x}{d p_{1}}=0 \text { and } \frac{d y}{d p_{1}}=0 .
\end{gathered}
$$

If $p_{1}$ be eliminated between either of the last two equations and (2), the result will be a singular solution, provided it satisfies (2). Thus we can find the singular solution without previously finding the general solution.

Or, again, from (2), we have

$$
\begin{aligned}
& {\left[\frac{d u_{2}}{d x}\right]=\frac{d u_{2}}{d x}+\frac{d u_{2}}{d y} \cdot \frac{d y}{d x}+\frac{d u_{2}}{d p_{1}}\left(\frac{d p_{1}}{d x}+\frac{d p_{2}}{d y} \cdot \frac{d y}{d x}\right)=0 .} \\
& \therefore \frac{d u_{2}}{d p_{1}}=-\left(\frac{d u_{2}}{d x}+\frac{d u_{2}}{d y} \cdot \frac{d y}{d x}\right) \div\left(\frac{d p_{1}}{d x}+\frac{d p_{1}}{d y} \cdot \frac{d y}{d x}\right)
\end{aligned}
$$

and, since the divisor is infinite, when the solution is singular, we shall have the condition

$$
\frac{d u_{2}}{d p_{1}}=0
$$

which will give suitable values of $p_{1}$ to be substituted in (2), in order to obtain singular solutions.
194. 1. Find the singular solution of the differential equation

$$
u_{2}=x p_{1}^{2}-y p_{1}+b=0 \ldots(1)
$$

without previously finding the general integral.
Differentiating $u_{2}$ with respect to $p_{1}$ and placing the result equal to zero, we get

$$
\frac{d u_{2}}{d_{l^{\prime}}}=2 x p_{1}-y=0, \quad \therefore p_{1}=\frac{y}{2 x}
$$

this substituted in (1) gives

$$
\frac{y^{2}}{4 x}-\frac{y^{2}}{2 x}+b=0, \quad \text { or } \quad y^{2}-4 b x=0 \ldots \text { (2) }
$$

This equation satisfies (1), as will be seen by substituting for $x$ and $p_{1}$, their values derived from (2).

$$
\frac{y^{2}}{4 b} \cdot\left(\frac{2 b}{y}\right)^{2}-y\left(\frac{2 b}{y}\right)+b=0, \quad \text { or } \quad b-2 b+b=0
$$

an identical equation. Hence (2) is a singular solution.
2.

$$
u_{2}=y+(y-x) \frac{d y}{d x}+(a-x)\left(\frac{d y}{d x}\right)^{2}=0
$$

or

$$
\begin{gathered}
u_{2}=y+(y-x) p_{1}+(a-x) p_{1}^{2}=0 \ldots(1) \\
\frac{d u_{2}}{d p_{1}}=y-x+2(a-x) p_{1}=0, \therefore p_{1}=\frac{x-y}{2(a-x)}
\end{gathered}
$$

This value, substituted in (1), gives

$$
y-\frac{(y-x)^{2}}{2(a-x)}+(a-x) \frac{(y-x)^{2}}{4(a-x)^{2}}=0, \text { or }(x+y)^{2}-4 a y=0 .
$$

This satisfies (1), and is therefore a singular solution.

## CHAPTER V.

## INTEGRATION OF DIFFERENTIAL EQUATIONS OF THR SECOND ORDRR.

195. Differential equations of the second order, when presented in their most general form, include

$$
\begin{gathered}
x, y, \frac{d y}{d x} \text { and } \frac{d^{2} y}{d x^{2}}, \text { and may therefore be written } \\
F\left(x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}\right)=0
\end{gathered}
$$

Of these comparatively few admit of being integrated, and therefore only such particular varieties of the general form as admit of integration or reduction to a lower order will be examined.
196. Case 1 st. Let the equation involve only $x$ and $\frac{d^{2} y}{d x^{2}}$, the form being

$$
F\left(x, \frac{d^{2} y}{d x^{2}}\right)=0 .
$$

Then resolving the equation, if possible, with respect to $\frac{d^{2} y}{d x^{2}}$, we get

$$
\begin{aligned}
& \frac{d^{2} y}{d x^{2}}=F_{1} x=X . \quad \therefore \frac{d^{2} y}{d x^{2}} d x=X d x, \text { and by integration, } \\
& \frac{d y}{d x}=\int X d x=X_{1}+C_{1}, \quad \therefore \frac{d y}{d x} d x=X_{1} d x+C_{1} d x
\end{aligned}
$$

and,

$$
y=\int X_{1} d x+\int C_{1} d x=X_{2}+C_{1} x+C_{2}
$$

The rinctants $C_{1}$ and $C_{2}$ being arbitrary.
197. E.x. $\quad \frac{d^{2} y}{d x^{2}}-a x^{3}=0, \quad$ or, $\quad \frac{d^{2} y}{d x^{2}}=a x^{3}$.

$$
\begin{gathered}
\frac{d^{2} y}{d x^{2}} d x=a x^{3} d x, \quad \therefore \quad \frac{d y}{d x}=\frac{a x^{4}}{4}+C_{1} . \\
\frac{d y}{d x} d x=\left(\frac{\alpha x^{4}}{4}+C_{1}\right) d x, \quad \text { and } \quad y=\frac{a x^{5}}{5.4}+C_{1} x+C_{2} .
\end{gathered}
$$

198. Case $2 d$. Let the equation involve only $y$ and $\frac{d^{2} y}{d x^{2}}$, the form being

$$
F\left(y, \frac{d^{2} y}{d x^{2}}\right)=0 .
$$

Resolving the equation, if pussible, with respect to $\frac{d^{2} y}{d x^{2}}$,

$$
\begin{gathered}
\frac{d^{2} y}{d x^{2}}=F_{1} y=Y: \quad \text { But } \frac{d^{2} y}{d x^{2}}=\frac{d p_{1}}{d x}=\frac{d p_{1}}{d y} \cdot \frac{d y}{d x}=p_{1} \frac{d p_{1}}{d y} \\
\therefore p_{1} \frac{d p_{1}}{d y}=Y, \quad \text { and } p_{1} \frac{d p_{1}}{d y} d y=Y d y, \\
\therefore \frac{1}{2} p_{1}^{2}=\int Y d y=Y_{1}+C_{1}, \therefore \frac{d y^{2}}{d x^{2}}=2 Y_{1}+C,
\end{gathered}
$$

and $d x=\frac{d y}{\sqrt{2 Y_{1}+C}}$, and the variables are separated.
199. Ex. $\frac{d^{2} y}{d x^{2}}-\frac{1}{\sqrt{a y}}=0$, or $\quad \frac{d^{2} y}{d x^{2}}=\frac{d p_{1}}{d x}=\frac{1}{\sqrt{u y}}$.

Then $p_{1} \frac{d p_{1}}{d y}=\frac{1}{\sqrt{ }{ }^{\prime \prime}}, p_{1} \frac{d p_{1}}{d y} \cdot d y=\frac{d y}{\sqrt{a y}}$, and $\cdot \cdot p_{1}^{2}=4 \sqrt{\frac{y}{a}}+C_{1}$,
or, $\quad \frac{d y^{2}}{d x^{2}}=4 \frac{\sqrt{y}+\sqrt{b}}{\sqrt{a}}$, by making $C_{1}=4 \frac{\sqrt{b}}{\sqrt{a}}$.

$$
\therefore d x=\frac{\sqrt[4]{a} \cdot d y}{2 \sqrt{\sqrt{y}}+\sqrt{b}}
$$

To integrate this, put $\sqrt{y}+\sqrt{b}=z, \therefore y=(z-\sqrt{b})^{2}$.

$$
d y=2(z-\sqrt{b}) d z, \quad \text { and } \quad \therefore d x=\frac{\sqrt[4]{a}(z-\sqrt{b}) d z}{\sqrt{z}}
$$

$$
\begin{aligned}
\therefore x & =\sqrt[4]{a}\left(\frac{2}{3} z^{\frac{8}{2}}-2 \sqrt{b} z^{\frac{1}{2}}\right)+C_{2} \\
& =\sqrt[4]{a}\left[\frac{2}{3}\left(y^{\frac{1}{2}}+b^{\frac{1}{2}}\right)^{\frac{8}{2}}-2 b^{\frac{1}{2}}\left(y^{\frac{1}{2}}+b^{\frac{1}{2}}\right)^{\frac{1}{2}}\right]+C_{2}
\end{aligned}
$$

200. Case $3 d$. Let the equation involve $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ only, the form being

$$
F\left(\frac{d y}{d x}, \quad \frac{d^{2} y}{d x^{2}}\right)=0
$$

Resolving with respect to $\frac{d^{2} y}{d x^{2}}$ if possible, we have

$$
\frac{d^{2} y}{d x^{2}}=F_{1}\left(\frac{d y}{d x}\right), \quad \text { or, } \quad \frac{d p_{1}}{d x}=F_{1} p_{1}, \quad \text { and } \quad d x=\frac{d p_{1}}{F_{1}^{\prime} p_{1}}
$$

This is an equation of the first order, which being integrated gives

$$
x=F_{2} p_{1}, \quad \text { and } \quad y=\int p_{1} d x=\int p_{1} \frac{d p_{1}}{F_{1}^{\prime} p_{1}}=F_{3} p_{1}
$$

Hence, by eliminating $p_{1}$, we obtain a relation between $x$ and $y$,
201. $E x$.

$$
a \frac{d^{2} y}{d x^{2}}+\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{8}{2}}=0
$$

$$
\begin{aligned}
& \therefore a \frac{d p_{1}}{d x}=-\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{3}{2}} \text { and } d x=\frac{-a d p_{1}}{\left(1+p_{1}^{2}\right)^{\frac{8}{2}}} \\
& \therefore x=-\frac{a p_{1}}{\left(1+p_{1}^{2}\right)^{\frac{1}{2}}}+C . \quad \therefore d y=-\frac{a p_{1} d p_{1}}{\left(1+p_{1}^{2}\right)^{\frac{2}{2}}}
\end{aligned}
$$

and

$$
y=\frac{a}{\left(1+p_{1}^{2}\right)^{\frac{1}{2}}}+C_{1}
$$

Hence, by eliminating $p_{1}$, we get

$$
(C-x)^{2}+\left(C_{1}-y\right)^{2}=a^{2}
$$

202. Case 4 th. Let the equation involve

$$
\begin{aligned}
& x, \frac{d y}{d x} \text { and } \frac{d^{2} y}{d x^{2}} \text { only, being of the form } \\
& F\left(x, \frac{d y}{d x}, \quad \frac{d^{2} y}{d x^{2}}\right)=0
\end{aligned}
$$

Replacing $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ by $p_{1}$ and $\frac{d p_{1}}{d x}$, the proposed equation reduces to

$$
F\left(x, p_{1}, \frac{d p_{1}}{d x}\right)=0 \ldots(1)
$$

which is of the first order between $x$ and $p_{1}$, and must therefore be resolved, if possible, by some one of the methods applicable to such equations.

Thus, if the equation (1) can be solved with respect to $x$, giving

$$
x=F_{1} p_{1} \ldots(2)
$$

we shall have, since $y=\int p_{1} d x=p_{1} x-\int x d p_{1}$,

$$
y=p_{1} x-\int F_{1}^{\prime} p_{1} d p_{1} \ldots(3)
$$

and, by eliminating $p_{1}$ between (2) and (3), the desired relation between $x$ and $y$ will be obtained.

Or, again, if (1) can be solved for $p_{1}$ giving

$$
p_{1}=F_{1} x \ldots \ldots(4)
$$

then

$$
y=\int p_{1} d x=\int F_{1} x . d x, \text { the integral sought. }
$$

If neither of these suppositions be true, we can only resort to some one of the expedients exhibited in the foregoing chapters.
203. $E x$.

$$
\frac{a^{2}}{2 x} \cdot \frac{d^{2} y}{d x^{2}}+\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{8}{2}}=0
$$

By substitution

$$
\frac{\frac{d p_{1}}{d x}}{\left(1+p_{1}^{2}\right)^{\frac{2}{3}}}=-\frac{2 x}{a^{2}}
$$

and by integration

$$
\begin{gathered}
\frac{p_{1}}{\left(1+p_{1}^{2}\right)^{\frac{1}{2}}}=C-\frac{x^{2}}{a^{2}}=\frac{b^{2}-x^{2}}{a^{2}} \text { when } C=\frac{b^{2}}{a^{2}} \\
\therefore \frac{1}{p_{1}^{2}}=\frac{a^{4}}{\left(b^{2}-x^{2}\right)^{2}}-1=\frac{a^{4}-\left(b^{2}-x^{2}\right)^{2}}{\left(b^{2}-x^{2}\right)^{2}}
\end{gathered}
$$

$$
\begin{gathered}
\therefore p_{1}=\frac{d y}{d x}=\frac{b^{2}-x^{2}}{\sqrt{a^{4}-\left(b^{2}-x^{2}\right)^{2}}} \\
\therefore y=\int \frac{\left(b^{2}-x^{2}\right) d x}{\sqrt{a^{4}-\left(b^{2}-x^{2}\right)^{2}}}, \text { the desired relation. }
\end{gathered}
$$

204. Case 5 th. Let the equation involve $y, \frac{d y}{d x}$, and $\frac{d^{2} y}{d x^{2}}$ only, the form being

$$
F\left(y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}\right)=0
$$

By a substitution similar to that adopted in the last case, we have

$$
F\left(y, p_{1}, \frac{d p_{1}}{d x}\right)=0
$$

But $\quad \frac{d p_{1}}{d x}=\frac{d p_{1}}{d y} \cdot \frac{d y}{d x}=p_{1} \frac{d p_{1}}{d y}$, and by substitution

$$
\therefore F\left(y, p_{1}, p_{1} \frac{d p_{1}}{d y}\right)=F_{1}^{\prime}\left(y, p_{1}, \frac{d p_{2}}{d y}\right)=0
$$

which is an equation of the first order between $y$ and $\boldsymbol{p}_{1}$.
205. $E x$.

$$
\frac{d^{2} y}{d x^{2}}-y-m \frac{d y^{2}}{d x^{2}}=0
$$

By substitution $\quad \frac{d p_{1}}{d x}-y-m p_{1}^{2}=0$.

$$
\therefore \frac{d p_{1}}{d x}=\frac{d p_{1}}{d y} \cdot \frac{d y}{d x} ; \quad p_{1} \frac{d p_{1}}{d y}-y=m p_{1}^{2}
$$

or by making $p_{1}^{2}=2 z$, and consequently $p_{1} d p_{1}=d z$,

$$
\frac{d z}{d y}-2 m z=y, \quad d z-2 m z d y=y d y
$$

This is a linear equation of the first order and first degree, and therefore integrable.
206. Case 6 th. If we reckon (as usual) $x$ or $y$ as of the dimension 1 , and agree to reckon $\frac{d y}{d x}$ of the dimension 0 , and $\frac{d^{2} y}{d x^{2}}$ of the
dimension -1 , then every equation of the second order which, upon this supposition, is homogeneous, may be reduced to an equation of the first order, by making $y=v x$ and $\frac{d^{2} y}{d x^{2}}=\frac{z}{x}$.

For, if $n$ denote the degree of the coefficients, the terms containing $\frac{d^{2} y}{d x^{2}}$ must have a factor of the degree $n+1$, and those containing $\frac{d y}{d x}$ must have factors of the degree $n$. Hence after substituting the assumed values of $y$ and $\frac{d^{2} y}{d x^{2}}$, every term of the equation will necessarily be divisible by $x^{n}$, and thus $x$ will disappear, leaving an equation between $v, z$, and $p_{1}$, of the general form

$$
F\left(v, z, p_{1}\right)=0 \ldots(1)
$$

But

$$
d y=p_{1} d x=v d x+x d v . \quad \therefore \frac{d x}{x}=\frac{d v}{p_{1}-v}
$$

Also

$$
\frac{d \rho_{1}}{d x}=\frac{z}{x} . \quad \therefore \frac{d x}{x}=\frac{d p_{1}}{z} . \quad \therefore z d v=\left(p_{1}-v\right) d p_{1}
$$

or by substituting the value of $z$, obtained by resolving (1), an equation of the first order will arise between $v$ and $p_{1}$, from which $p_{1}$ may be found in terms of $v$. Then by eliminating $p_{1}$ from the equation

$$
\frac{d x}{x}=\frac{d v}{p_{1}-v}
$$

and integrating, we shall get $\log x=\varphi v$.
Lastly, eliminating $v$ between this result and $y=v x$, the desired relation between $x$ and $y$ will be obtained.
207. E.c.

$$
x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}-3 y=0
$$

Making

$$
\begin{gathered}
\frac{d^{2} y}{d x^{2}}=\frac{z}{x} \quad \text { and } y=v x \text { we get } \\
x z-x p_{1}-3 v x=0 \\
\text { or } z-p_{1}-3 v=0 .
\end{gathered}
$$

$$
\therefore z=p_{1}+3 v \quad \text { and } \quad\left(p_{1}+3 v\right) d v=\left(p_{1}-v\right) d p_{1}
$$

$$
p_{1} d v+v d p_{1}=p_{1} d p_{1}-3 v d v
$$

$$
\begin{gathered}
C+p_{1} v=\frac{1}{2} p_{1}^{2}-\frac{3}{2} v^{2}, \text { or } p_{1}^{2}-2 p_{1} v+v^{2}=4 v^{2}+2 C . \\
p_{1}-v=\sqrt{4 v^{2}+2 C} \text { Hence }
\end{gathered}
$$

$$
\frac{d x}{x}=\frac{d v}{\sqrt{4 v^{2}+2 C}}, \quad \text { and } \quad \log x=\frac{1}{2} \log \left[C_{1}\left(2 v+\sqrt{4 v^{2}+2 C}\right] .\right.
$$

$$
\therefore x^{2}=C_{1}\left(2 v+\sqrt{4 v^{2}+2 C}\right) . \quad \text { But } v=\frac{y}{x}
$$

$$
\therefore x^{2}=C_{1}\left(\frac{2 y}{x}+\sqrt{\frac{4 y^{2}}{x^{2}}+2 C}\right) \text { and } \frac{x^{2}}{C_{1}}-\frac{2 y}{x}=\sqrt{\frac{4 y^{2}}{x^{2}}+2 C}
$$

$$
\therefore \frac{x^{4}}{C_{1}^{2}}-\frac{4 x y}{C_{1}}+\frac{4 y^{2}}{x^{2}}=\frac{4 y^{2}}{x^{2}}+2 C
$$

$\because y=\frac{x^{3}}{4 C_{1}}-\frac{2 C C_{1}}{4 x}=a x^{3}-\frac{b}{x}$ whe. $\frac{1}{4 C_{1}}=a$ and $\frac{C C_{1}}{2}=b$.

## CHAPTER VI.

INTEGRATION OF DIFFERENTIAL EQUATIONS OF THE HIGHER ORDERS.
208. The integration of differential equations of an order higher than the second is attended with difficulties still greater than those which have been overcome hitherto, and in consequence the number of integrable forms is very restricted. The following exhibit a few of the simplest cases.

1st. Let the form be $F\left(\frac{d^{n} y}{d x^{n}}, \frac{d^{n-1} y}{d x^{n-1}}\right)=0$.
Put $\quad \frac{d^{n-1} y}{d x^{n-1}}=u$, then $\frac{d^{n} y}{d x^{n}}=\frac{d u}{d x}, \quad$ and by substitution

$$
F\left(u, \frac{d u}{d x}\right)=0
$$

which is an equation of the first order between $u$ and $x$. This being resolved, gives

$$
u=F_{1} x . \quad \therefore \frac{d^{n-1} y}{d x^{n-1}}=F_{1} x \quad \text { and } \quad y=\int^{n-1} F_{1} x \cdot d x^{n-1}
$$

209. Next let the form be

$$
\left(\frac{d^{n} y}{d x^{n}}, \frac{d^{n-2} y}{d x^{n-2}}\right)=0
$$

Put $\quad \frac{d^{n-2} y}{d x^{n-2}}=u$, then $\frac{d^{n} y}{d x^{n}}=\frac{d^{2} u}{d x^{2}}$, and by substitution

$$
\cdot F\left(\frac{d^{2} u}{d x^{2}}, u\right)=0
$$

an integrable form of the second order, which has been already examined.
210. 1. Let

$$
\frac{d^{4} y}{d x^{4}} \cdot \frac{d^{3} y}{d x^{3}}=1
$$

Put

$$
\frac{d^{3} y}{d x^{3}}=u, \quad \frac{d^{4} y}{d x^{4}}=\frac{d u}{d x}
$$

$$
\therefore u \frac{d u}{d x}=1, \text { or } d x=u d u, \text { and } x=\frac{1}{2} u^{2}+C_{1} .
$$

$$
\therefore u=\sqrt{2 x-2 C_{1}} \text { or } \frac{d^{3} y}{d x^{3}}=\sqrt{2 x-2 C_{1}} .
$$

$\therefore \frac{d^{3} y}{d x^{3}} d x=\left(2 x-2 C_{1}\right)^{\frac{1}{2}} d x$, and $\frac{d^{2} y}{d x^{2}}=\frac{\left(2 x-2 C_{1}\right)^{\frac{3}{2}}}{3}+C_{2}$.
$\frac{d^{2} y}{d x^{2}} d x=\left[\frac{\left(2 x-2 C_{1}\right)^{\frac{8}{2}}}{3}+C_{2}\right] d x, \frac{d y}{d x}=\frac{\left(2 x-2 C_{1}\right)^{\frac{1}{2}}}{3 \cdot 5}+\frac{C_{2} x}{1}+C_{3}$
and

$$
y=\frac{\left(2 x-2 C_{1}\right)^{\frac{7}{2}}}{3 \cdot 5 \cdot 7}+\frac{C_{2} x^{2}}{1 \cdot 2}+\frac{C_{3} x}{1}+C_{4}
$$

2. 

$$
\frac{d^{4} y}{d x^{4}}=\frac{d^{2} y}{d x^{2}}
$$

Put $\quad \frac{d^{2} y}{d x^{2}}=u \quad$ then $\quad \frac{d^{4} y}{d x^{4}}=\frac{d^{2} u}{d x^{2}}$.

$$
\begin{gather*}
\because \frac{d^{2} u}{d x^{2}}=u, \quad \frac{d^{2} u}{d x^{2}} \cdot \frac{d u}{d x} d x=u \frac{d u}{d x} d x . \\
\therefore \frac{d u^{2}}{d x^{2}}=u^{2}+C_{1} \quad \text { and } \quad d x=\frac{d u}{\sqrt{u^{2}+C_{1}}} \\
\therefore x=\log \frac{u+\sqrt{u^{2}+C_{1}}}{C_{2}} \cdots(1) . \tag{1}
\end{gather*}
$$

Now $\quad p_{1}=\frac{d y}{d x}=\int u d x=\int \frac{u d u}{\sqrt{u^{2}+C_{1}}}=\sqrt{u^{2}+C_{1}}+C_{z}$
and

$$
\begin{aligned}
y=\int p_{1} d x & =\int\left[\left(u^{2}+C_{1}\right)^{\frac{1}{2}}+C_{3}^{\prime}\right] \frac{d u}{\sqrt{u^{2}+C_{1}}} \\
& =u+C_{3} x+C_{1} \ldots(2)
\end{aligned}
$$

Then, to eliminate $u$ between (1) and (2), we get from (1)

$$
\begin{gathered}
C_{2} e^{x}=u+\sqrt{u^{2}+C_{1}}, \quad C_{2}^{2} e^{2 x}-2 u C_{2} e^{x}+u^{2}=u^{2}+C_{1} . \\
\therefore u=\frac{C_{2}^{2} e^{2 x}-C_{1}}{2 C_{2}^{\prime} e^{x}},
\end{gathered}
$$

which, substituted in (2), gives a result which may be written in the orm

$$
y=c_{1} e^{x}+c_{2} e^{-x}+c_{3} x+c_{4} .
$$

## CHAPTER VII.

## INTEGRATION OF SIMULTANEOUS DIFFERENTIAL EQUATIONS.

211. In the applications of the Calculus to Physical Astronorny, it occurs, not unfrequently, that several variables, as $x, y, t$, \&c. are connected by co-existent relations, the number of such relations being one less than the number of variables; and the object proposed is, to deduce equations which shall express the values of $x, y$, $\& c$. in terms of the remaining variable $t$. The following solution of some of the simplest cases of such equations was first given by D'Alembert.
212. Prop. To resolve the system of equations,

$$
\begin{gathered}
A \frac{d x}{d t}+B \frac{d y}{d t}+C x+D y=T \\
A_{1} \frac{d x}{d t}+B_{1} \frac{d y}{d t}+C_{1} x+D_{1} y=T_{1}
\end{gathered}
$$

in which $A, B, C, D, A_{1}, B_{1}, C_{1}$, and $D_{1}$, are constants, and $T$ and $T_{1}$ functions of $t$; so as to express $x$ and $y$ in terms of $t$.

Eliminating first $\frac{d y}{d t}$, and then $\frac{d x}{d t}$, we can reduce the proposed equations to the forms
$\frac{d x}{d t}+a x+b y=T_{2} \ldots$ (1); and $\frac{d y}{d t}+a_{1} x+b_{1} y=T_{3} \ldots$ (2), in which $T_{2}$ and $T_{3}$ are also functions of $t$, and $a, b, a_{1} b_{1}$ are constants.

Multiply (2) by an undetermined constant $m$, and add the resulting product to (1).

$$
\therefore \frac{d}{d t}(x+m y)+\left(a+m a_{1}\right)\left(x+\frac{b+m b_{1}}{a+m a_{1}} y\right)=T_{2}+m T_{3} .
$$

Now determine $m$ by the condition $m=\frac{b+m b_{1}}{a+m a_{1}}$;
or

$$
m a+m^{2} a_{1}-b-m b_{1}=0
$$

and suppose $m_{1}$ and $m_{2}$ to be the two values of $m$ given by this quadratic.

Also put $a+m_{1} a_{1}=\dot{r}_{1}$ and $a+m_{2} a_{1}=r_{2}$. Then

$$
\begin{aligned}
& \frac{d}{d t}\left(x+m_{1} y\right)+r_{1}\left(x+m_{1} y\right)=T_{2}+m_{1} T_{3} \\
& \frac{d}{d t}\left(x+m_{2} y\right)+r_{2}\left(x+m_{2} y\right)=T_{2}+m_{2} T_{3}
\end{aligned}
$$

These being linear equations of the first order, their solutions will be $\left.x+m_{1} y=e^{-r_{2} t}\left[\int e^{r_{1} t}\left(T_{2}+m_{1} T_{3}\right) d t\right]\right\}$ from which $x$ and $y$ may be $\left.x+m_{2} y=e^{-r_{2} t}\left[\int e^{r_{2} t}\left(T_{2}+m_{2} T_{3}\right) d t\right]\right\}$ found in terms of $t$.
213. Ex. Let $\frac{d x}{d t}+4 y+5 x=e^{t}$, and $\frac{d y}{d t}+x+2 y=e^{2 t}$ be the proposed equations.

As these have the forms (1) and (2) of the last article, we multiply the second by $m$, and add.

$$
\therefore \frac{d}{d t}(x+m y)+(5+m)\left(x+\frac{4+2 m}{5+m} y\right)=e^{t}+m e^{2 t}
$$

$$
\begin{aligned}
& \text { Put } \quad m=\frac{4+2 m}{5+m}, \text { or } m^{2}+3 m=4 . \\
& \therefore m_{1}=1, \text { and } m_{2}=-4, r_{1}=5+1=6, r_{2}=5-4=1 . \\
& \therefore x+y
\end{aligned} \begin{aligned}
\therefore-6 t & \left.\int e^{6 t}\left(e^{t}+e^{2 t}\right) d t\right]=e^{-6 t}\left[\frac{1}{7} e^{7 t}+\frac{1}{8} e^{8 t}+C\right] \\
& =\frac{1}{7} e^{t}+\frac{1}{8} e^{2 t}+C^{-6 t} \\
x-4 y & =e^{-t}\left[\int e^{t}\left(e^{t}-4 e^{2 t}\right) d t\right]=e^{-t}\left[\frac{1}{2} e^{2 t}-\frac{4}{3} e^{3 t}+C_{1}\right] \\
& =\frac{1}{2} e^{t}-\frac{4}{3} e^{2 t}+C_{1} e^{-t},
\end{aligned}
$$

from which $x$ and $y$ are readily found.
214. Prop. To integrate the system of equations,

$$
\begin{aligned}
& \frac{d x}{d t}+(A x+B y+C z)=T \ldots(1) \\
& \frac{d y}{d t}+\left(A_{1} x+B_{1} y+C_{1} z\right)=T_{1} \ldots(2) \\
& \frac{d z}{d t}+\left(A_{2} x+B_{2} y+C_{2} z\right)=T_{2} \ldots(3)
\end{aligned}
$$

in which $A, B, C, \&$. are constants, and $T, T_{1} T_{2}$ functions of $t$.
Multiply (2) by $m$, and (3) by $n$, and add.

$$
\begin{gathered}
\therefore \frac{d}{d t}(x+m y+n z)+\left(A+A_{1} m+A_{2} n\right) \\
\left(x+\frac{B+B_{1} m+B_{2} n}{A+A_{1} m+A_{2} n} y+\frac{C+C_{1} m+C_{2} n}{A+A_{1} m+A_{2} n} z\right)=T+T_{1} m+T_{2} n
\end{gathered}
$$

Hence, if we put

$$
x+m y+n z=v, \quad \text { and } \quad A+A_{1} m+A_{2} n=M,
$$

and determine $m$ and $n$ by the conditions

$$
\begin{equation*}
m=\frac{B+B_{1} m+B_{2} n}{A+A_{1} m+A_{2} n} \quad n=\frac{C+C_{1} m+C_{2} n}{A+A_{1} m+A_{2} n} \cdots \tag{4}
\end{equation*}
$$

the equation will assume the form

$$
\frac{d v}{d t}+M v=T+T_{1} m+T_{2^{n}}, \text { which is a linear equation. }
$$

This, being integrated, will give a relation between $v$ and $t$. Also, in finding the values of $m$ and $n$ from equations (4), two cubic equations will arise, and therefore each of these quantities will have three values. Denoting them by $m_{1}, m_{2}$, and $m_{3}, n_{1}, n_{2}$, and $n_{3}$, and representing the three values of the second member, after integration by $U_{1}, U_{2}$, and $U_{3}$, there will result three equations of the form

$$
\begin{aligned}
& x+m_{1} y+n_{1} z=U_{1}, \\
& x+m_{2} y+n_{2} z=U_{2} \\
& x+m_{3} y+n_{3} z=U_{3}
\end{aligned}
$$

from which $x, y$, and $z$, can be found in terms of $t$.
215. Prop. To integrate the system of equations.

$$
\begin{aligned}
& \frac{d^{2} x}{d t^{2}}+a x+b y+c=0 \ldots(1) \\
& \frac{d^{2} y}{d t^{2}}+a_{1} x+b_{1} y+c_{1}=0 \ldots \text { (2) }
\end{aligned}
$$

Multiply (2) by $m$, and add. Then

$$
\begin{aligned}
& \frac{d^{2}}{d t^{2}}(x+m y+C)+\left(a+m a_{1}\right)\left(x+\frac{b+m b_{1}}{a+m a_{1}} y+\frac{c+m c_{1}}{a+m a_{1}}\right)=0 . \\
& \text { Put } m=\frac{b+m b_{1}}{a+m a_{1}}, \quad u=x+m y+C, \\
& \text { and } \quad C=\frac{c+m c_{1}}{a+m a_{1}}, \quad \text { and } \quad a+m a_{1}=-n^{2},
\end{aligned}
$$

and the equation will reduce to

$$
\frac{d^{2} u}{d t^{2}}-n^{2} u=0
$$

The integral of this equation is

$$
u=C_{1} e^{n t}+C_{2} e^{-n t}
$$

Hence if $m_{1}$ and $m_{2}$ be the values of $m$, deduced from the assumed relation of $m$ and the constants, then

$$
\begin{aligned}
& x+m_{1} y+\frac{c+m_{1} c_{1}}{a+m_{1} a_{1}}=C_{1} e^{n_{1} t}+C_{2} e^{-n_{1} t} . \\
& x+m_{2} y+\frac{c+m_{2} c_{1}}{a+m_{2} a_{1}}=C_{3} e^{n_{2} t}+C_{4} e^{-n_{2} t}
\end{aligned}
$$

216. $E x$. $\quad \frac{d^{2} x}{d t^{2}}=3 x+4 y-3, \frac{d^{2} y}{d t^{2}}=8 y-x-5$.

Here $\quad \frac{b+m b_{1}}{a+m a_{1}}=\frac{-4-8 m}{-3+m}=m . \quad \therefore m^{2}+5 m=-4$.
$\therefore m_{1}=-1$, and $m_{2}=-4 . \quad \therefore n_{1}=2$ and $n_{2}=\sqrt{7}$.

$$
\begin{gathered}
\therefore x-y+\frac{1}{2}=C_{1}^{1} e^{2 t}+C_{2} e^{-2 t} . \\
x-4 y+\frac{17}{7}=C_{3} e^{t \sqrt{7}}+C_{4} e^{-t \sqrt{7}} . \\
\therefore x=\frac{1}{7}+4 C_{5} e^{2 t}+4 C_{6} e^{-2 t}-C_{7} e^{t \sqrt{7}}-C_{8} e^{-t \sqrt{7}}, \\
y=\frac{9}{14}+C_{5} e^{2 t}+C_{6} e^{-2 t}-C_{7} e^{t \sqrt{7}}-C_{8} e^{-i \sqrt{7}}
\end{gathered}
$$

## CALCULUS 0F VARIATIONS.

## CHAPTER I.

## FIRST PRINCIPLES.

1. In the general expression $u=\varphi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$, which signifies that $u$ is a function of several independent variables $x_{1}, x_{2}, x_{3} \ldots x_{n}$, the value of $u$ obviously depends upon two essentially different considerations, viz.: 1 st. The values of the variables $x_{1}, x_{2}, x_{3} \ldots \ldots x_{n}$, and 2 d ., the form of the function $\varphi$.
2. The consideration of the changes imparted to $u$ by changes in the values of the independent variables, while the function $\varphi$ is supposed to retain the same form, is the chief object of the Differential Calculus, and then the form of the function is supposed to be known. But there are many cases, especially in questions relating to maxima and minima, in which the form of the function necessary to fulfil some specified condition, is the principal object of inquiry. For the resolution of such questions, the ordinary methods of the Differential Calculus do not suffice, and their consideration is reserved for the Calculus of Variations.
3. There are, it is true, some cases in which it becomes necessary to consider the change in $u$ due to both these causes, namely, a change in the values of the independent variables, and a change in the form
of the function, but it is with the latter that the Calculus of Variations is more immediately concerned.
4. The form of a function may be so connected with the form or forms of one or more other functions, that when the latter are given, trie former will become known. For example, a differential coefficient has a certain form always deducible from that of the function itself. This connection between functions is expressed by calling the original function, whose form is arbitrary, the primitive, and that whose furm is dependent upon it, the derived function.

Now if the furm of one or more of the primitive functions be supposed to change, the form of the derived function will undergo a corresponding change, and if the relation connecting the forms of the primitive and derived functions be invariable, the change in the form of the latter will not be arbitrary, but will be connected with the change in the form of the former by a fixed relation.
5. To trace this dependence, or to investigate the change in a derived function resulting from an arbitrary change in the furm of its primitive, is the design of the Calculus of Variations.
6. In this, as in the Differential Calculus, it is usually necessary that the increments of the function shall admit of being indefinitely diminished, and also that such increments shall continue indefinitely small, when any values, consistent with the conditions of the question, are assigned to the variables $x_{1}, x_{2}$, \&c.

Hence the necessity of the following proposition.
7. Prop. To investigate a general method of giving to a function such a change of form as shall impart to it an increment of any proposed order of m:Ignitude, without reference to the values of the independent variables $x_{1}, x_{2}, x_{3} \ldots x_{n}$ which enter into it.

Let $u=\varphi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$ be the original function, and
$u_{1}=\varphi_{1}\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$, after it has undergone the required ohange of form ; and suppose $i$ to represent a small quantity of tho same order of magnitude as that which we desire to impart to the
difference $u_{1}-u$, so that if $u_{1}-u=n i$, the quantity $n$ shall be. neither excessively great or extremely small. Then

$$
\frac{u_{1}-u}{i}=\frac{\varphi_{1}\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)-\varphi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)}{i}
$$

must be finite for all values of $x_{1}, x_{2}, x_{3} \ldots x_{n}$, consistent with the conditions of the question. Assume

$$
\begin{aligned}
& \frac{\varphi_{1}\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)-\varphi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)}{i}=\psi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right) . \text { Then } \\
& u_{1}-u=i . \psi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right) \quad \text { or } \quad u_{1}=u+i . \psi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right) ;
\end{aligned}
$$

in which the function $\psi$ is subjected to no condition but that of not becoming infinite for any values of $x_{1}, x_{2}, x_{3} \ldots x_{n}$ within the restriction of the problem.

Hence, in order to impart to a given primitive function such a change of form as shall cause it to receive an increment susceptible of indefinite diminution, we must add to it another arbitrary function of the variables (subject to the above restriction), multiplied by a constant $i$, which constant is to be assumed of the same order of magnitude as that proposed to be given to the increment of the function.
8. Ex. Suppose $u=\sin x$, where $x$ can take any value between 0 and $\pi$, and let the increment $u_{1}-u$, proposed to be given to $u$ by a change of form, be required of the same order of magnitude with $d x$.

Then making $i=a d x$, when $a$ is nearly equal to unity, we may write
$w_{1}=u+i \cos x$, or $u_{1}=u+i \sin 2 x$, or $u_{1}=u+i \sin 4 x, \& c$. ; but it would not be admissible to assume

$$
u_{1}=u+i \tan x
$$

because $\tan x$ would become infinite for one of the admissible values
of $x$, viz., $x=\frac{1}{2} \pi$, and therefore $i \tan x$ would not be necessarily small, as required.

If the increment required to be given to $u$, were of the same order with $d x^{2}$ or $d x^{3}$, then we would make

$$
i=a . d x^{2} \quad \text { or } \quad i=a \cdot d x^{3} .
$$

9. The indefinitely small change in the value of a function produced by a change in its form, is called a variution, and it appears that the variation of a primitive function is entirely arbitrary, but the variation of a derived function is dependent upon that of its primitive, and therefore not arbitrar!.
10. Prop. Let $u=\uparrow\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$ be an indeterminate function of $x_{1}, x_{2} \cdot x_{3} \ldots \ldots x_{n}$, and let $v=F u$ denote a relation by which $v$ is derived from $u$, that is, a relation of form, but not of magnitude: it is proposed to find the change in the value of the derived function (or the variation of $v$ ) resulting from an indefinitely small change in the form of $u$.

Let $\varphi\left(x_{1}, x_{2}, x_{3}, \ldots x_{n}\right)$ be replaced by

$$
\varphi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)+i . \psi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right),
$$

and let the operation denoted by the syin ol $F^{\prime}$ be performed on the substituted function so far as to obtain the coefficient of the first power of $i$ in the development of

$$
F\left[p\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)+i . \psi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)\right]
$$

If the co-efficient of this term be denoted by $\omega$, then will $i . \omega$ be the variation of $v$. This will appear by reasoning entirely similar to that employed in the Differential Calculus, in finding the differential of a function (p. 18).
11. The proposition enunciated above is far more general than that commonly presented for consideration. Usually the only derived functions necessary to be considered; are such as are
obtained by the processes of differentiation and integration, which are represented by the symbols $d$ and $\int$ respectively; and for these two cases, the symbol $F$ is distributive, that is,

$$
F\left(\varphi+\varphi^{\prime}\right)=F \varphi+F \varphi^{\prime} .
$$

Ther: to find the variation of $v=F_{\varphi}$, substitute $\varphi+i . \psi$ for $\varphi$,
and since

$$
F(\varphi+i . \psi)=F \varphi+F(i . \psi)
$$

the variation or increment given to $F \phi$ will be $F(i . \psi)$ or i.F $\psi$, since $i$ is a constant, and therefore not a function of $x_{1}, x_{2}, \& c$.
12. Thus far we have supposed the function to receive the kind of increment peculiar to the calculus of variations, viz., that due to a change of form; but if the independent variable be supposed to change also, the function will receive an additional increment, and the total change imparted to the function will be the algebraic sum of the two increments resulting from the two causes.
13. The following notation is used to distinguish the increments due to one or both of these causes.

1 st. The character $\delta$ refers to the change in the value of the function resulting from a change in its form.
$2 d$. The character $d$ refers to the change in the value of the function produced by changes in the values of the independent variables $x_{1}, x_{2}, \& c$.

3d. And the character $D$ refers to the total change resulting from both causes.
$\therefore$ If $u$ be a determinate function of several variables, then $D u=d u$.
$\therefore$ If $u$ be an indeterminate function of invariable quantities, then $D u=\delta u$.

And if $u$ be an indeterminate function of variable quantities, then $D u=d u+\delta u$.
14. Since an independent variable admits of both species of change,
we anight denote that change by either character. Unless the contrary is specified this change will be indicated by $d$.
15. The distinction between differentiation and variation admits of a simple geometrical illustration.

Thus let $y=\varphi x(1)$ be the equation of a curve $A C B$ and $y_{1}=\varphi_{1} x(2)$, that of a second curve $A_{1} C_{1} B_{1}$, the form and position of the second curve being supposed to differ very slightly from those of the first.


Put $O D=x, D D_{1}=d x, D C=y$, and $D C_{1}=y_{1}$. Then the change $N E$ imparted to $y$ by an addition $D D_{1}=d x$ to $x$, while the point referred remains on the same curve $A C B$, will represent $d y$; the change $C C_{1}=y_{1}-y$, imparted to $y$ by passing from $C$ to a point $C_{1}$ on the second curve, (while $x$ remains unchanged,) will represent $\delta y$; and the change $N E_{1}$ due to both causes will represent Dy.
16. Prop. Given $u=f\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$ a determinate function of several variables, to determine its total increment.

Since the form of the function is supposed invariable, we have

$$
D u=d u=\frac{d u}{d x_{1}} d x_{1}+\frac{d u}{d x_{2}} \cdot d x_{2}+\ldots+\frac{d u}{d x_{n}} \cdot d x_{n} \ldots \ldots[A] .
$$

17. Prop. Given $u=\varphi\left(x_{1}, x_{2}, x_{3} \ldots x_{n}\right)$ an indeterminate function of several variables, to determine its total increment.

Here the form of the function and the magnitudes of the independent variables must be supposed susceptible of change, and therefore

$$
D u=d u+\delta u
$$

But

$$
d u=\frac{d u}{d x_{1}} \cdot d x_{1}+\frac{d u}{d x_{2}} \cdot d x_{2}+\cdots+\frac{d u}{d x_{n}} \cdot d x_{n}
$$

and

$$
\delta u=i \cdot \psi\left(x_{1}, x_{2}, x_{3} \cdots \cdot x_{n}\right) . \quad \text { Hence, }
$$

$$
\begin{aligned}
D u & =\frac{d u}{d x_{1}} d x_{1}+\frac{d u}{d x_{2}} \cdot d x_{2}+\ldots \\
& +\frac{d u}{d x_{n}} \cdot d x_{n}+i \cdot \psi\left(x_{i}, x_{2}, x_{3} \ldots x_{n}\right) \ldots(B) .
\end{aligned}
$$

18. Prop. Given $u=F^{\top} \cdot \varphi\left(x_{1}, x_{2}, x_{3}, \ldots x_{n}\right)$, where $F$ is the symbol of a derived function which fulfils the condition $F\left(\varphi+\varphi^{\prime}\right)$ $=F \varphi+F \varphi^{\prime}$, and $\varphi$ is the symbol of an indeterminate function, to determine the total increment of $u$.

Here

$$
\begin{aligned}
\delta u & =F\left[i \cdot \psi\left(x_{1}, x_{2}, x_{3}, \ldots x_{n}\right)\right] \\
& =F \cdot \delta \cdot \varphi\left(x_{1}, x_{2}, x_{3}, \ldots x_{n}\right) .
\end{aligned}
$$

$$
\therefore D u=\frac{d u}{d x_{1}} \cdot d x_{1}+\frac{d u}{d x_{2}} \cdot d x_{2}+\ldots+\frac{d u}{d x_{n}} \cdot d x_{n}
$$

$$
+F \cdot \delta \cdot \varphi\left(x_{1}, x_{2}, x_{3}, \ldots x_{n}\right) \ldots(C)
$$

19. Prop. Given $V=f\left(x_{1}, x_{2}, x_{3}, \ldots x_{n}, u_{1}, u_{2}, u_{3}, \ldots u_{n}\right)$, where $f$ is a determinate function of the quantities within the () ; $x_{1}, x_{2}, x_{3}, \ldots x_{n}$ being independent variables, and $u_{1}, u_{2}, u_{3}, \ldots u_{n}$ indeterminate functions of one or more of these variables, to find the total increment of $V$.

Here $V$ varies in consequence of changes in the values of $x_{1}, x_{2}$, $r_{3}, \ldots x_{n}$, and also from the changes in the forms of $u_{1}, u_{2}, u_{3}, \ldots u_{n}$.

Now $V$ is directly a function of $x_{1}$, and indirectly a function of $x_{1}$ through $u_{1}, u_{2}, u_{3}, \ldots u_{n}$. Hence, if $x_{1}$ be supposed alone variable, the change in $V$ will be

$$
\frac{d V}{d x_{1}} d x_{1}+\frac{d V}{d u_{1}} \cdot \frac{d u_{1}}{d x_{1}} \cdot d x_{1}+\frac{d V}{d u_{2}} \cdot \frac{d u_{2}}{d x_{1}} \cdot d x_{1}+\ldots \frac{d V}{d u_{n}} \cdot \frac{d u_{n}}{d x_{i}} \cdot d x_{1}
$$

and similarly, where $x_{2}$ alone varies, the change in $V$ will be

$$
\left[\frac{d V}{d x_{2}}+\frac{d V}{d u_{1}} \cdot \frac{d u_{1}}{d x_{2}}+\frac{d V}{d u_{2}} \cdot \frac{d u_{2}}{d x_{2}}+\ldots+\frac{d V}{d u_{n}} \cdot \frac{d u_{n}}{d x_{2}}\right] d x_{2}
$$

and the other variables will furnish like expressions.

Now let the form of the function $u_{1}$ change, other things being the same, and the corresponding change in $V$ will be

$$
\frac{d V}{d u_{1}} \cdot \delta u_{1}
$$

since $V$ is a function of $u_{1}$, and the change produced in $V$ by a change in $u_{1}$ depends only upon the amount of change in $u_{1}$, not on the manner in which it is received.

Introducing similar terms for the variations of $u_{2}, u_{3}, \ldots u_{n}$. and adding, the total change in $V$ will be thus expressed

$$
\begin{aligned}
& D V=\left[\frac{d V}{d x_{1}}+\frac{d V}{d u_{1}} \cdot \frac{d u_{1}}{d x_{1}}+\frac{d V}{d u_{2}} \cdot \frac{d u_{2}}{d x_{1}}+\ldots+\frac{d V}{d u_{n}} \cdot \frac{d u_{n}}{d x_{2}}\right] d x_{1} \\
&+\left[\frac{d V}{d x_{2}}+\frac{d V}{d u_{1}} \cdot \frac{d u_{1}}{d x_{2}}+\frac{d V}{d u_{2}} \cdot \frac{d u_{2}}{d x_{2}}+\ldots+\frac{d V}{d u_{n}} \cdot \frac{d u_{n}}{d x_{2}}\right] \cdot / x_{2} \\
& " \\
&+\left[\frac{d V}{d x_{n}}+\frac{d V}{d u_{1}} \cdot \frac{d u_{1}}{d x_{n}}+\frac{d V}{d u_{2}} \cdot \frac{d u_{2}}{d x_{n}}+\ldots+\frac{d V}{d u_{n}} \cdot \frac{d u_{n}}{d x_{n}}\right] d x_{n} \\
&+\frac{d V}{d u_{1}} \delta u_{1}+\frac{d V}{d u_{2}} \delta u_{2}+\ldots+\frac{d V}{d u_{n}} \cdot \delta u_{n} \ldots(D),
\end{aligned}
$$

the quantity in the last line being the variation proper or $\delta V$.
20. Given $U=F V$, when $V=f\left(x_{1}, x_{2}, x_{3}, \ldots x_{n}, u_{1}, u_{2}\right.$, $u_{3}, \ldots u_{n}$, where $f$ is a determinate function of the quantities within the (), and $F$ a derived function which satisfies the condition $\boldsymbol{F}\left(\varphi+\varphi^{\prime}\right)=F \varphi+F_{\varphi^{\prime}}$, to find the increment of $U$.

First, let $x_{1}$ alone vary, and since $V$ is a determinate function of $x_{1}, x_{2}, x_{3}, \ldots x_{n}, u_{1}, u_{2}, u_{3}, \ldots u_{n}$, it follows that so long as the forms of $u_{1}: u_{2}, u_{3}, \ldots u_{n}$ remain unchanged, the quantity $V$ will be a determinate function of the independent variables $x_{1}, x_{2}$ $x_{3}, \ldots x_{n}$, and therefore the corresponding change in $U$ will be

$$
\left[\frac{d}{d x_{1}}\right] d x_{1}, \quad \text { where } \quad\left[\frac{d U}{d x_{1}}\right]
$$

denotes the total differential coefficient of $U$ with respect to $r_{1}$.

And similarly when $x_{2}$ alone varies, the corresponding change in $U$ is $\left[\frac{d U}{d x_{2}}\right] d x_{2}$; and the other variables will furnish like expressions.

Now to find the change in $U$ due to a change in the form of $u_{1}$, we observe that the change in $U$, resulting from a change of any kind in $u_{1}$, might, at first, appear to be properly expressed, (as in the last proposition,) by $\frac{d U}{d u_{1}} \cdot \delta u_{1}$. Now this would be true if $U$ were properly a function of $u_{1}$, that is, a quantity whose magnitude is fixed by that of $u_{1}$; but such is not the case, their relation being one of form, not of magnitude; and therefore the desired increment is not $\frac{d U}{d u_{1}} \cdot \delta u_{1}$. But although $U$ is not a function of $u_{1}$, it is derived from $u_{1}$, the form of $U$ being dependent upon that of $V$, which latter depends upon the form of $u_{1}$. And since $U=F V, . \cdot \delta U=F \delta V$.

But, by the last proposition,

$$
\delta V=\frac{d V}{d u_{1}} \delta u_{1}+\frac{d V}{d u_{2}} \delta u_{2}+\& c .
$$

$\therefore F \frac{d V}{d u_{1}} \cdot \delta u_{1}$, is the part of $\delta U$ which results from a variation in the form of $u_{1}$.

Hence, the entire increment

$$
\begin{aligned}
D U & =\left[\frac{d U}{d x_{1}}\right] d x_{1}+\left[\frac{d U}{d x_{2}}\right] d x_{2}+\ldots .+\left[\frac{d U}{d x_{n}}\right] d x_{n} \\
& +F\left[\frac{d V}{d u_{1}} \cdot \delta u_{1}+\frac{d V}{d u_{2}} \delta u_{2}+\ldots+\frac{d V}{d u_{n}} \cdot \delta u_{n}\right] \ldots(E) .
\end{aligned}
$$
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## CHAPTER II.

## applications of general formule to functions of one variable.

21. Prop. To find the total increment of the differential coefficient $\frac{d^{n} y}{d x^{n}}, y$ being an indeterminate function of the single variable $x$.

Here the quantity proposed can vary only in two ways, viz: by a change in the magnitude of the independent variable $x$, and by a change in the form of the function $y$, the case corresponding to that of formula ( $C$ ), with the number of variables reduced to one. We therefore estimate the two changes separately and add the results.

Now when $x$ takes the increment $d x$,

$$
u=\frac{d^{n} y}{d x^{n}} \text { becomes } u+d u=\frac{d^{n} y}{d x^{n}}+\frac{d^{n+1} y}{d x^{n+1}} d x
$$

the corresponding change in $u$ being $\frac{d^{n+1} y}{d x^{n+1}} d x$ : and hence the total increment of $u$ will be

$$
D u=d u+\delta u=\frac{d^{n+1} y}{d x^{n+1}} d x+\delta \frac{d^{n} y}{d x^{n}}
$$

But the symbol $\frac{d^{n} y}{d x^{n}}$ satisfies the condition $F\left(\varphi+\varphi^{\prime}\right)=F \varphi+F \varphi^{\prime}$, and therefore

$$
\begin{gathered}
\delta \frac{d^{n} y}{d x^{n}}=\frac{d^{n}(y+\delta y)}{d x^{n}}-\frac{d^{n} y}{d x^{n}}=\frac{d^{n} y}{d x^{n}}+\frac{d^{n} \delta y}{d x^{n}}-\frac{d^{n} y}{d x^{n}}=\frac{d^{n} \delta y}{d x^{n}} \\
\therefore D \frac{d^{n} y}{d x^{n}}=\frac{d^{n+1} y}{d x^{n+1}} d x+\frac{d^{n} \delta y}{d x^{n}} .
\end{gathered}
$$

22. It is to be observed that $\delta y$ requires a certain restriction; for it was shown that when

$$
\delta u=i . \psi\left(x_{1}, x_{2} \& c .\right)
$$

it is necessary to assume the function $\psi$ of such form as not to become infinite for any values of $x_{1}, x_{2} \& c$., within the limits of the question. This condition is sufficient when we consider only the primitive function; but when it is necessary to take account of a function derived from the primitive, it becomes also necessary that the function similarly derived from $\psi$ should not become infinite for any admissible values of the variables.

Thus when we say that $\delta F \varphi=i F \psi$, it is to be understood that $F \psi$ remains finite for all suitable values of $x_{1}, x_{2}, \& c$. In the present example, there being but one variable $x$, we have

$$
\delta y=i \cdot \psi x . \quad \delta \frac{d^{n} y}{d x^{n}}=i \cdot \frac{d^{n} \psi x}{d x^{n}} .
$$

and we must so select $\psi$ that $\frac{d^{n} \psi x}{d x^{n}}$ shall be finite for all admissiblo values of $x$.
23. Prop. To find the total increment of

$$
V=f\left[x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \ldots \ldots \frac{d^{n} y}{d x^{n}}\right]
$$

where $y$ is an indeterminate function of $x$.
This is a particular case of the general investigation which resulted in the formula $[D]$. To make that formula applicable to the present case, we reduce the number of variables to one, and put

$$
u_{1}=y, \quad u_{2}=\frac{d y}{d x}, u_{3}=\frac{d^{2} y}{d x^{2}} \ldots \ldots \& c
$$

Making the substitutions, and putting, for brevity,

$$
\frac{d V}{d x}=M, \quad \frac{d V}{d y}=N, \quad \frac{d V}{d \frac{d y}{d x}}=P_{1} \quad \frac{d V}{d \frac{d^{2} y}{d x^{2}}}=P_{2} \ldots \frac{d V}{d \frac{d n y}{d x^{n}}}=P_{n}
$$

we get

$$
\begin{aligned}
D V= & {\left[M+N \frac{d y}{d x}+P_{1} \frac{d^{2} y}{d x^{2}}+P_{2} \frac{d^{3} y}{d x^{3}} \ldots .+P_{n} \frac{d^{n+1} y}{d x^{n+1}}\right] d x } \\
& +N \delta y+P_{1} \delta \frac{d y}{d x}+P_{2} \delta \frac{d^{2} y}{d x^{2}} \ldots+P_{n} \delta \frac{d^{n} y}{d x^{n}}
\end{aligned}
$$

or by substituting for $\quad \delta \frac{d y}{d x}, \delta \frac{d^{2} y}{d x^{2}} \& c$.
their values given by the last proposition,

$$
\begin{aligned}
D V= & {\left[M+N \frac{d y}{d x}+P_{1} \frac{d^{2} y}{d x^{2}}+P_{2} \frac{d^{3} y}{d x^{3}} \ldots . .+P_{n} \frac{d^{n+1} y}{d x^{n+1}}\right] d x } \\
& +N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}} \ldots \therefore+P_{n} \frac{d^{n} \delta y}{d x^{n}}
\end{aligned}
$$

24. Here $\delta y$ is to be expressed as hitherto by $i . \psi x$, and therefore $\psi$ is to be assumed of such form that neither it, nor any of its first $n$ differential coefficients shall become infinite for any value of $x$ consistent with the conditions of the problem.
25. Prop. To find the total increment of $U=\int_{x_{0}}^{x_{1}} V d x$ when

$$
V=f\left[x, y, \frac{d y}{d x}, \quad \frac{d^{2} y}{d x^{2}} \ldots \cdot \frac{d^{n} y}{d x^{n}}\right] .
$$

lt is obvious that a definite integral can change its value only in three ways, viz. :
$1 s t$. By a change of the superior limit $x_{1}$, while the inferior limit $x_{0}$ and the form of the differential coefficient $V$ remain the same; $2 d$. By a change in the lower limit $x_{0}$, while the superior limit and the form of $V$ are unchanged; and $3 d$. By a change in the form of $V$ while the limits are invariable.

The complete variation or total increment is the algebraic sum of the three separate changes thus produced. Denote by $V_{1}$ the value of $V$ when $x=x_{1}$, and suppose $x_{1}$ to take an incremert $d x_{1}$. Then $V_{1} d x_{1}$ will be the corresponding increment received by $U$; for when
$x_{1}$ takes an increment, $U$, which consists of an indefinite number of terms, each of the form $V d x$, simply receives an additional term, expressed by $V_{1} d x_{1}$.

And similarly, when $x_{0}$ takes an increment $d x_{0}$, the corresponding increment of $U$ will be $-V_{0} d x_{0}$, since $U$ will thereby be deprived of one term expressed by $V_{0} d x_{0}$.

$$
\cdots D U=V_{1} d x_{1}-V_{0} d x_{0}+\delta \int_{x_{0}}^{x_{1}} V d x
$$

and we must now find an expression for $\delta \int_{x_{0}}^{x_{1}} V d x$, the change in $U$ due to a change in the form of $V$. But the operation denoted by the symbol $\int_{x_{0}}^{x_{1}}$ satisfies the condition $F\left(\varphi+\varphi^{\prime}\right)=F \varphi+F_{\varphi^{\prime}}$.

$$
\begin{aligned}
& \cdot \delta \int_{x_{0}}^{x_{1}} V d x=\int_{x_{0}}^{x_{1}}(V+\delta V) d x-\int_{x_{0}}^{x_{1}} V d x \\
= & \int_{x_{0}}^{x_{1}} V d x+\int_{x_{0}}^{x_{1}} \delta V \cdot d x-\int_{x_{0}}^{x_{1}} V d x=\int_{x_{0}}^{x_{1}} \delta V . d x .
\end{aligned}
$$

Now as $V$ is a determined function of $x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c$., its form (considered as a function of $x$ ), can vary only by a change in the form of the function $y$.

Hence the variation of $V$, found as in the last proposition, is

$$
\begin{gathered}
\delta V=N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\cdots+P_{n} \frac{d^{n} \delta y}{d x^{n}} . \\
\therefore \delta \int_{x_{0}}^{x_{1}} V d x=\int_{x_{0}}^{x_{1}}\left[N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\cdots+P_{n} \frac{d^{n} \delta y}{d x^{n}}\right] d x .
\end{gathered}
$$

Now, by applying the formula for the integration by parts to the second member, we get

$$
\int_{x_{0}}^{x_{1}} P_{1} \frac{d \delta y}{d x} \cdot d x=\left[P_{1} \delta y\right]_{1}-\left[P_{1} \delta y\right]_{0}-\int_{x_{0}}^{x_{1}} \frac{d P_{1}}{d x} \cdot \delta y \cdot d x
$$

in which $\left[P_{1} \delta y\right]_{1}$ and $\left[P_{1} \delta y\right]_{0}$ represent the values of $P_{1} \delta y$ at the superior and inferior limits respectively. Similarly

$$
\int_{x_{0}}^{x_{1}} P_{2} \frac{d^{2} \delta y}{d x^{2}} \cdot d x=\left[P_{2} \frac{d \delta y}{d x}\right]_{1}-\left[P_{2} \frac{d \delta y}{d x}\right]_{0}-\int_{x_{0}}^{x_{1}} \frac{d P_{2}}{d x} \cdot \frac{d \delta y}{d x} \cdot d x ;
$$

or, by applying a similar process to the last term,

$$
\begin{aligned}
\int_{x_{0}}^{x_{2}} P_{2} \frac{d^{2} \delta y}{d x^{2}} d x= & {\left[P_{2} \frac{d \delta y}{d x}\right]_{1}-\left[P_{2} \frac{d \delta y}{d x}\right]_{0}-\left[\frac{d P_{2}}{d x} \cdot \delta y\right]_{1} } \\
& +\left[\frac{d P_{2}}{d x} \cdot \delta y\right]_{0}+\int_{x_{0}}^{x_{1}} \frac{d^{2} P_{2}}{d x^{2}} \delta y \cdot d x . \\
= & {\left[P_{2} \frac{d \delta y}{d x}-\frac{d P_{2}}{d x} \delta y\right]_{1}-\left[P_{2} \frac{d \delta y}{d x}-\frac{d P_{2}}{d x} \cdot \delta y\right]_{0} } \\
& +\int_{x_{0}}^{x_{1}} \frac{d^{2} P_{2}}{d x^{2}} \cdot \delta y \cdot d x .
\end{aligned}
$$

And if' we integrate $n$ times successively the term

$$
\begin{gathered}
\int_{x_{0}}^{x_{1}} P_{n} \cdot \frac{d^{n} \delta y}{d x^{n}} d x, \text { there will result } \\
\int_{x_{0}}^{x_{1}} P_{n} \frac{d^{n} \delta y}{d x^{n}} \cdot d x= \\
{\left[P_{n} \frac{d^{n-1} \delta y}{d x^{n-1}}-\frac{d P_{n}}{d x} \cdot \frac{d^{n-2} \delta y}{d x^{n-2}}+\& \mathrm{cc} .\right.} \\
\\
\left.\cdots \cdot+(-1)^{n-1} \frac{d^{n-1} P_{n}}{d x^{n-1}} \delta y\right]_{1} \\
-
\end{gathered}
$$

Now collecting the coefficients of $\delta y, \frac{d \delta y}{d x}, \& c$, we get

$$
\begin{aligned}
\delta \int_{x_{0}}^{x_{1}} V d x & =\left[P_{1}-\frac{d P_{2}}{d x}+\frac{d^{2} P_{3}}{d x^{2}}-\& c_{c} \ldots+(-1)^{n-1} \frac{d^{n-1} P_{n}}{d x^{n-1}}\right]_{1} \cdot \delta y_{k} \\
& -\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0} \cdot \delta y_{0} \\
+ & {\left[P_{2}-\frac{d P_{3}}{d x}+\& c_{1}\right]_{1} \cdot\left[\frac{d \delta y}{d x}\right]_{1}-\left[P_{2}-\& c_{.}\right]_{0} \cdot\left[\frac{d \delta y}{d x}\right]_{0}+\& c_{.} } \\
+ & {\left[P_{n} \frac{d^{n-1} \delta y}{d x^{n-1}}\right]_{1}-\left[P_{n} \cdot \frac{d^{n-1} \delta y}{d x^{n-1}}\right]_{0} } \\
+ & \int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x_{2}}-\& c \ldots+(-1)^{n} \cdot \frac{d^{n} P_{n}}{d x^{n}}\right] \delta y \cdot d x .
\end{aligned}
$$

$$
\begin{aligned}
& : D \int_{x_{0}}^{x_{1}} V d x=V_{1} d x_{1}-V_{0} d x_{0}+\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{1} \delta y_{1} \\
& \quad-\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0} \delta y_{0} \\
& \quad+\left[P_{2}-\& c .\right]_{1} \cdot\left[\frac{d \delta y}{d x}\right]_{1}-\left[P_{2}-\& c .\right]_{0} \cdot\left[\frac{d \delta y}{d x}\right]_{0}+\& c . \\
& \quad+\int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c . \ldots+(-1)^{n} \frac{d^{n} P_{n}}{d x^{n}}\right] \delta y . d x
\end{aligned}
$$

which is the expression required.
26. The value of $D \int_{x_{0}}^{x_{1}} V d x$ found in the above propositions, contains three parts essentially different from each other, viz.:

1st. The terms $V_{1} d x_{1}-V_{0} d x_{0}$, which are independent of the change in the form of $V$, but depend exclusively on the variations of the limits.

2d. The terms $\left[P_{1}-\& c .\right]_{1} \delta y$, which depend upon the form of the function, not for every value of $x$; but for limiting values alone.

3d. The terms within the sign of integration

$$
\int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}, \& c .\right] \delta y . d x
$$

which depend upon the general change in the form of the function.
27. The nature of this difference becomes more apparent by observing that $\delta y=i . \psi x$. For it is plain that the terms in the first class are wholly independent of the form of the function $\psi$ : that those in the second class do not require for their determination a knowledge of the form of the function $\psi$, but only the values of that function and its first $n-1$ differential coefficients, at the limits; and that the terms of the third class depend upon the form of the function $\psi$, and cannot be determined so long as that form remains arbitrary.
28. Prop. To find the total increment of $U=\int_{x_{0}}^{x_{1}} V d x$, when

$$
\begin{gathered}
V=f\left[x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \cdots \cdot \frac{d^{n} y}{d x^{n}}, x_{1}, y_{1},\left(\frac{d y}{d x}\right)_{1},\left(\frac{d^{2} y}{d x^{2}}\right)_{i} \cdots x_{0}, y_{m}\right. \\
\left.\left(\frac{d y}{d x}\right)_{0},\left(\frac{d^{2} y}{d x^{2}}\right)_{0} \& c .\right],
\end{gathered}
$$

the quantity $V$ being supposed to contain explicitly the limiting values of one or more of the quantities, $x, y, \frac{d y}{d x}, \& c$.

Since $x_{1}, y_{1}$ and $x_{0}, y_{0}$ are connected by the same general relation as $x$ and $y$, the integral $\int_{x_{0}}^{x_{1}} V d x$ can be varied only in the three methods explained in the last proposition.

Now when $x_{1}$ receives the increment $d x_{1}$, the form of the function $y$ remaining unchanged, the increment received by $U$ will be

$$
\left[V_{1}+\int_{x_{0}}^{x_{1}}\left\{\frac{d V}{d x_{1}}+\frac{d V}{d y_{1}} \cdot\left(\frac{d y}{d x}\right)_{1}+\frac{d V}{d\left(\frac{d y}{d x}\right)_{1}} \cdot\left(\frac{d^{2} y}{d x^{2}}\right)_{1}+\& c .\right\} d x\right] d x_{1}
$$

Similarly, when $x_{0}$ receives an increment $d x_{0}$, the change in $U$ will be

$$
\left[-V_{0}+\int_{x_{0}}^{x_{1}}\left\{\frac{d V}{d x_{0}}+\frac{d V}{d y_{0}} \cdot\left(\frac{d y}{d x}\right)_{0}+\frac{d V}{d\left(\frac{d y}{d x}\right)_{0}} \cdot\left(\frac{d^{2} y}{d x^{2}}\right)_{0}+\& c .\right\} d x\right] d x_{0} .
$$

Now let the form of the function $y$ change, while other things remain the same, and the corresponding change in $U$ will be

$$
\begin{aligned}
\delta U & =\int_{x_{0}}^{x_{1}}\left[N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\ldots+P_{n} \frac{d^{n} \delta y}{d x^{n}}\right] d x \\
& +\delta y_{1} \int_{x_{0}}^{x_{1}} \frac{d V}{d y_{1}} d x+\delta y_{0} \int_{x_{0}}^{x_{1} \frac{d V}{d y_{0}} \cdot d x} \\
& +\left(\frac{d \delta y}{d x}\right)_{1} \cdot \int_{x_{0}}^{x_{1}}-\frac{d V}{d\left(\frac{d y}{d x}\right)_{1}} d x+\left(\frac{d \delta y}{d x}\right)_{0} \cdot \int_{x_{0}}^{x_{1}} \frac{d V}{d\left(\frac{d y}{d x}\right)_{0}} \cdot d x \\
& +\left(\frac{d^{2} \delta y}{d x^{2}}\right)_{1} \cdot \int_{x_{0}}^{x_{1}} \cdot \frac{d V}{d\left(\frac{d^{2} y}{d x^{2}}\right)_{1}} d x+\left(\frac{d^{2} \delta y}{d x^{2}}\right)_{0} \int_{x_{0}}^{x_{1}} \frac{d V}{d\left(\frac{d^{2} y}{d x^{2}}\right)_{0}} \cdot d x+\& \in \epsilon
\end{aligned}
$$

Put $\frac{d V}{d x_{1}}=m_{1}, \quad \frac{d V}{d y_{1}}=n_{1}, \quad \frac{d V}{d\left(\frac{d y}{d x}\right)_{1}}=p_{1}, \quad \frac{d V}{d\left(\frac{d^{2} y}{d x^{2}}\right)_{1}}=q_{1}, \& c$.

$$
\frac{d V}{d x_{0}}=m_{0}, \quad \frac{d V}{d y_{0}}=n_{0}, \quad \frac{d V}{d\left(\frac{d y}{d x}\right)_{0}}=p_{0}, \quad \frac{d V}{d\left(\frac{d^{2} y}{d x^{2}}\right)_{0}}=q_{0}, \& c .
$$

Now integrating by parts, as in the last proposition, and collecting the ternis, we obtain

$$
\begin{aligned}
& D U=\left[V_{1}+\int_{x_{0}}^{x_{1}}\left\{m_{1}+n_{1}\left(\frac{d y}{d x}\right)_{1}+p_{1}\left(\frac{d^{2} y}{d x^{2}}\right)_{1}\right.\right. \\
& \left.\left.+q_{1}\left(\frac{d^{3} y}{d x^{3}}\right)_{1}+\& c .\right\} d x\right] d x_{1} \\
& +\left[-V_{0}+\int_{x^{0}}^{x_{1}}\left\{m_{0}+n_{0}\left(\frac{d y}{d x}\right)_{0}+p_{0}\left(\frac{d^{2} y}{d x^{2}}\right)_{0}\right.\right. \\
& \left.\left.+q_{0}\left(\frac{d^{3} y}{d x^{3}}\right)_{0}+\& c .\right\} d x\right] d x_{0} \\
& +\left[\left\{P_{1}-\frac{d P_{2}}{d x}+\& \mathrm{ce}\right\}_{1}+\int_{x_{0}}^{x_{1}} n_{1} d x\right] \delta y_{1} \\
& -\left[\left\{P_{1}-\frac{d P_{2}}{d x}+\& c .\right\}_{0}+\int_{x_{0}}^{x_{1}} n_{0} d x\right] \delta y_{0} \\
& +\left[\left\{P_{2}-\& c .\right\}_{1}+\int_{x_{0}}^{x_{1}} p_{1} d x\right]_{1}\left(\frac{d \delta y}{d x}\right)_{1}-\left[\left\{P_{2}-\& c .\right\}_{0}\right. \\
& \left.+\int_{x_{0}}^{x_{1}} p_{0} d x\right]_{0} \cdot\left(\frac{d \delta y}{d x}\right)_{0} \\
& \text { \&c., \&c., \&c., \&c. } \\
& +\int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x_{2}}-\& \mathrm{c} .\right] \delta y \cdot d x .
\end{aligned}
$$

29. Prop. To find the total increment of $U=\int_{x_{0}}^{x_{1}} V d x$, in which

$$
V=f\left[x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \ldots \frac{d^{n} y}{d x^{n}}, z, \frac{d z}{d x}, \frac{d^{2} z}{d x^{2}}, \ldots \frac{d^{m} z}{d x^{m}}\right]
$$

$y$ and $z$ being indeterminate functions of $x$.

$$
\begin{gathered}
\text { Put } \frac{d V}{d x}=M, \frac{d V}{d y}=N, \frac{d V}{d \frac{d y}{d x}}=P_{1}, \frac{d V}{d \frac{d}{d x^{2} y}}=P_{2}, \ldots \frac{d V}{d \frac{d^{n} y}{d x^{n}}}=P_{n} ; \\
\frac{d V}{d z}=N^{\prime}, \frac{d V}{d \frac{d z}{d x}}=P_{1}^{\prime}, \frac{d V}{d \frac{d^{2} y}{d z^{2}}}=P_{2}^{\prime}, \ldots \frac{d V}{d \frac{d^{m} z}{d x^{m}}}=P_{m}^{\prime}
\end{gathered}
$$

Then, since the value of $U$ can change only in four ways, viz.: 1st. By a change in the value of $x_{1} ; 2 \mathrm{~d}$, by a change in the value of $x_{0} ; 3 \mathrm{~d}$, by a change in the form of the function $y$; and 4 th, by a change in the form of the function $z$; we shall obtain by reasoning, as in a preceding proposition, where $y$ was the only function,

$$
\begin{aligned}
& D U=V_{1} d x_{1}-V_{0} d x_{0}+\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{1} \delta y_{1} \\
& -\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0} \cdot \delta y_{0} \\
& +\left[P_{2}-\& c .\right]_{1} \cdot\left(\frac{d \delta y}{d x}\right)_{1}-\left[P_{2}-\& c .\right]_{0} \cdot\left(\frac{d \delta y}{d x}\right)_{0}+\& c . . \\
& +\left(P_{n}^{d^{n-1} \delta y} d x^{n-1}\right)_{1}-\left(P_{n}^{d^{n-1} \delta y} d x^{n-1}\right)_{0} \\
& +\int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c . \cdots\right. \\
& \left.+(-1)^{n} \cdot \frac{d^{n} P_{n}}{d x^{n}}\right] \delta y \cdot d x \\
& +\left[P_{1}{ }^{\prime}-\frac{d P_{2}{ }^{\prime}}{d x}+\& c .\right]_{1} \cdot \delta z_{1}-\left[P_{1}{ }^{\prime}-\frac{d P_{2}{ }^{\prime}}{d x}\right. \\
& +\& c .]_{0} \cdot \delta z_{0}+\left[P_{2}{ }^{\prime}-\& c .\right]_{1}\left(\frac{d \delta z}{d x}\right)_{1} \\
& -\left[P_{2}{ }^{\prime}-\& c .\right]_{0} \cdot\left(\frac{d \delta z}{d x}\right)_{0}
\end{aligned}
$$

$$
\begin{aligned}
& +\& c . \cdots+\left(P_{m} \frac{d^{\prime m-1} \delta z}{d x^{m-1}}\right)_{0}-\left(P_{m} \frac{d^{m-1} \delta z}{d x^{m-1}}\right)_{0} \\
& +\int_{x_{0}}^{x_{1}}\left[N^{\prime}-\frac{d P_{1}^{\prime}}{d x}+\frac{d^{2} P_{2}^{\prime}}{d x^{2}}-\& c . \cdots\right. \\
& \left.+(-1)^{m} \cdot \frac{d^{m} P_{m}{ }^{\prime}}{d x^{m}}\right] \delta z \cdot d x \cdots(a)
\end{aligned}
$$

And if there be several indeterminate functions of $x$ in the value of $U$, each will introduce a set of similar terms in $D U$ or $\delta U$.
30. Remark. The results just obtained are equally true, whether the functions $x, y, z, \& c$., are entirely independent of each other, or are connected by one cr more equations of condition.
31. Prop. Io find the total increment of $U=\int_{x_{0}}^{x_{1}} V d x$, in which

$$
V=f\left[x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \cdots \frac{d^{n} y}{d x^{n}}, z, \frac{d z}{d x}, \frac{d^{2} z}{d x^{2}}, \cdots \cdot \frac{d^{m} z}{d x^{m}}\right]
$$

the functions $y$ and $z$ being connected by the relation $L=0$, which relation may, or may not, be a differential equation.

The equation (a) of the last proposition is immediately applicable to this case, but since $z$ and $y^{\prime}$ are connected by a given relation, $\delta z$ and $\delta y$ are not both arbitrary, one being dependent upon the other.
32. If the equation $L=0$ can be resolved with respect to one of the variables (as $z$ ), giving a result of the form $z=F y$, the several differential coefficients $\frac{d z}{d x}, \frac{d^{2} z}{d x^{2}}$, \&c., can be formed by simple differentiation, and these values, substituted in that of $V$, will render it a function of $x, y$, and their differential coefficients. Thus, the case will become the same as that considered in a previous proposition.

But since the equation $L=0$ is often a differential equation which cannot be integrated, this method is frequently inapplicable. It will now be shown that by another method (due to Lagrange) one of the variations $\delta y$ or $\delta z$ can be removed from under the sign of integration.

$$
\begin{gathered}
\text { Put } \frac{d L}{d y}=\alpha, \frac{d L}{d \frac{d y}{d x}}=\beta, \frac{d L}{d \frac{d^{2} y}{d x^{2}}}=\gamma, \& \mathrm{c} \cdot, \quad \frac{d L}{d z}=\alpha^{\prime} \\
\frac{d L}{d \frac{d z}{d x}}=\beta^{\prime}, \quad \frac{d L}{d \frac{d^{2} z}{d x^{2}}}=\gamma^{\prime}, \& \mathrm{c} .
\end{gathered}
$$

Now, since the equation $L=0$ is true for all forms of $y$ and $z$ consistent with the conditions of the question, we must have $\delta L=0$.

$$
\begin{aligned}
\therefore \alpha \delta y & +\beta \frac{d \delta y}{d x}+\gamma \frac{d^{2} \delta y}{d x^{2}}+\& c . \\
& +\alpha^{\prime} \delta z+\beta^{\prime} \frac{d \delta z}{d x}+\gamma^{\prime} \frac{d^{2} \delta z}{d z^{2}}+\& c .=0 \ldots .(b) .
\end{aligned}
$$

When this equation can be integrated so as to give a value of either $\delta y$ or $\delta z$ in terms of the other, (as for example that of $\delta z$ in terms of $\delta y$ ), we can form the values of $\frac{d \delta z}{d x}, \frac{d^{2} \delta z}{d x^{2}} \& c$., by differentiation, and then substitute them in the value of $\delta U$, as determined in the last proposition, thus effecting the desired transformation. But as this integration is rarely possible, it is usually necessary to adopt the method referred to above, which will be now explained.
33. The value of $\delta V$ being

$$
\begin{aligned}
\delta V=N \delta y+P_{1} \frac{d \delta y}{d x} & +P_{2} \frac{d^{2} \delta y}{d x^{2}}+\& c .+N^{\prime} \delta z \\
& +P_{1}^{\prime} \frac{d \delta z}{d x}+P_{2}^{\prime} \frac{d^{2} \delta z}{d x^{2}}+\& c .
\end{aligned}
$$

e can (without disturbing the equality nere expressed) add $t$ ) the second member of this equation, the value of $\delta L$ multiplied by an arbitrary quantity $\lambda$, since $\lambda . \delta L=0$. Hence we may write

$$
\begin{aligned}
\delta V=(N & +\lambda \alpha) \delta y+\left(P_{1}+\lambda \beta\right) \frac{d \delta y}{d x}+\left(P_{2}+\lambda \gamma\right) \frac{d^{2} \delta y}{d x^{2}}+\& c \\
& +\left(N^{\prime}+\lambda \alpha^{\prime}\right) \delta z+\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right) \frac{d \delta z}{d x}+\left(\Gamma_{2}^{\prime}+\lambda \gamma^{\prime}\right) \frac{d^{2} \delta z}{d x^{2}}+\& c
\end{aligned}
$$

$$
\begin{aligned}
& \therefore \delta U=\left(P:+\lambda \beta-\frac{d\left(P_{2}+\lambda \gamma\right)}{d x}+\& c .\right)_{1} \delta y_{1} \\
& -\left(P_{1}+\lambda \beta-\frac{d\left(P_{2}+\lambda \gamma\right)}{d x}+\& c_{\cdot}\right)_{0 .} \delta y_{0} \\
& +\left(P_{2}+\lambda \gamma-\& c .\right)_{1} \cdot\left(\frac{d \delta y}{d x}\right)_{1} \\
& -\left(P_{2}+\lambda \gamma-\& c .\right)_{0} \cdot\left(\frac{d \delta y}{d x}\right)_{0}+\& c . \\
& +\int_{x_{0}}^{x_{1}}\left(N+\lambda \alpha-\frac{d\left(P_{1}+\lambda \beta\right)}{d x}+\& c \cdot\right) \delta y \cdot d x \\
& +\left(P_{1}^{\prime}+\lambda \beta^{\prime}-\frac{d\left(P_{2}^{\prime}+\lambda \gamma^{\prime}\right)}{d x}+\& c\right)_{1} \cdot \delta z_{1} \\
& -\left(P_{1}^{\prime}+\lambda \beta^{\prime}-\frac{d\left(P_{2}^{\prime}+\lambda \gamma^{\prime}\right)}{d x}+\& c ._{0} \cdot \delta z_{0}\right. \\
& +\left(P_{2}^{\prime}+\lambda \gamma^{\prime}-\& c_{.}\right)_{1} \cdot\left(\frac{d \delta z}{d x}\right)_{1} \\
& -\left(P_{2}^{\prime}+\lambda \gamma^{\prime}-\& c \cdot\right)_{0} \cdot\left(\frac{d \delta z}{d x}\right)_{0}+\& c . \\
& +\int_{x_{0}}^{x_{1}}\left[N^{\prime}+\lambda \alpha^{\prime}-\frac{d\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)}{d x}+\& c .\right] \delta z . d x .
\end{aligned}
$$

Now let it be required to determine an expression for $\delta U$ containing but one of the variations $\delta y, \delta z$, under the sign of integration. If the value of $\lambda$ be determined by the condition

$$
N^{\prime}+\lambda \alpha^{\prime}-\frac{d\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)}{d x}+\& c .=0
$$

the variation $\delta z$ will disappear from under the sign of integration, and similarly, if $\lambda$ be determined by the condition

$$
N+\lambda \alpha-\frac{d\left(P_{1}+\lambda \beta\right)}{d x}+\& c .=0
$$

$\delta y$ will disappear from under the sign of integration.
The following example exhibits an application of this method.
34. Prop. To find the total increment of $U=\int_{x_{0}}^{x_{1}} V d x$ in which
and

$$
\begin{aligned}
& V=f\left[x, y, \frac{d y}{d x^{\prime}} \frac{d^{2} y}{d x^{2}} \ldots \cdot \frac{d^{n} y}{d x^{n}}, \int v d x\right] \\
& v=f_{1}\left[x, y, \frac{d y}{d x^{2}}, \frac{d^{2} y}{d x^{2}} \ldots \cdot \frac{d^{m} y}{d x^{m}}\right] .
\end{aligned}
$$

Put

$$
\frac{d V}{d x}=M, \frac{d V}{d y}=N, \frac{d V}{d \frac{d y}{d x}}=P_{1}, \frac{d V}{d \frac{d^{2} y}{d x^{2}}}=P_{2} \& c .
$$

$$
\frac{d v}{d x}=m \cdot \frac{d v}{d y}=n, \frac{d v}{d \frac{d y}{d x}}=p_{1}, \frac{d v}{d \frac{d^{2} y}{d x^{2}}}=p_{2} \& c . \int v d x=z, \frac{d V}{d z}=N^{\prime}
$$

The equation $L=0$ becomes in this case

$$
v-\frac{d z}{d x}=0 \quad \text { since } \quad \int v d x=z . \text { Hence }
$$

$$
\frac{d \dot{L}}{d y}=\frac{d v}{d y} \quad \text { or } \quad \alpha=n, \quad \text { and similarly } \quad \beta=p_{1}, \gamma=p_{2}, \& \mathrm{c} .
$$

Also $\quad \frac{d L}{d z}=\frac{d v}{d z}$ or $\alpha^{\prime}=0$ and similarly $\beta^{\prime}=-1, \gamma^{\prime}=0 \& c$.
And by substituting these values in the formula of the last proposition, we obtain

$$
\begin{aligned}
\delta U= & {\left[\boldsymbol{P}_{1}+\lambda p_{1}-\frac{d\left(P_{2}+\lambda p_{2}\right)}{d x}+\& \mathrm{c} \cdot\right]_{1} \cdot \delta y_{1} } \\
& \quad-\left[P_{1}+\lambda p_{1}-\frac{d\left(P_{2}+\lambda p_{2}\right)}{d x}+\& \mathrm{c} \cdot\right]_{0} \cdot \delta y_{0} \\
+ & {\left[P_{2}+\lambda p_{2}-\& \mathrm{c} .\right]_{1} \cdot\left(\frac{d \delta y}{d x}\right)_{1}-\left[P_{2}+\lambda p_{2}-\& \mathrm{c} \cdot\right]_{0}\left(\frac{d \delta y}{d x}\right)_{0}+\& \mathrm{c} . } \\
& +\int_{x_{0}}^{x_{1}}\left[N+\lambda n-\frac{d\left(P_{1}+\lambda p_{1}\right)}{d x}+\frac{d^{2}\left(P_{2}+\lambda p_{2}\right)}{d x^{2}}-\& \mathrm{c} .\right] \delta y \cdot d x \\
& -\left(\lambda_{1} \delta z_{1}-\lambda_{0} \delta z_{0}\right)+\int_{x_{0}}^{x_{1}}\left[N^{\prime}+\frac{d \lambda}{d x}\right] \delta z \cdot d x .
\end{aligned}
$$

Since $P_{1}^{\prime}=0, P_{2}^{\prime}=0 \& c$., there will be no terms containing

$$
\left(\frac{d \delta z}{d x}\right)_{1}\left(\frac{d \delta z}{d x}\right)_{0} \& c
$$

By adding $V_{1} d x_{1}-V_{0} d x_{0}$ to the expression for $\delta U$ just found, we shall obtain the total increment $D U$, and in order to reduce $D U$ to form in which $\delta y$ shall be the only variation remaining under the sign of integration, we determine $\lambda$ by the condition

$$
N^{\prime}+\frac{d \lambda}{d x}=0
$$

which gives

$$
\lambda=-\int N^{\prime} d x
$$

Denoting this value by $i$ we obtain

$$
\begin{aligned}
D U= & V_{1} d x_{1}-V_{0} d x_{0}+\left[P_{1}+i \cdot p_{1}-\frac{d\left(P_{2}+i p_{2}\right)}{d x}+\& \mathrm{c} .\right]_{1} \delta y_{1} \\
& -\left[P_{1}+i p_{1}-\frac{d\left(P_{2}+i p_{2}\right)}{d x}+\& c .\right]_{0} \delta y_{0} \\
+ & {\left[P_{2}+i p_{2}-\& c_{.}\right]_{1} \cdot\left(\frac{d \delta y}{d x}\right)_{1}-\left[P_{2}+i p_{2}-\& \mathrm{cc}\right]_{0} \cdot\left(\frac{d \delta y}{d y}\right)_{0}+\& c . } \\
& \quad-\left(i i_{1} \delta z_{1}-i_{0} \delta z_{0}\right) \\
+ & \int_{x_{0}}^{x_{1}}\left[N+i n-\frac{d\left(P_{1}+i p_{1}\right)}{d x}+\frac{d^{2}\left(P_{2}+i p_{2}\right)}{d x^{2}}-\& c .\right] \delta y . d x .
\end{aligned}
$$

## CHAPTER III.

## SUCCESBIVE VARIATION.

35. Thus far no condition has been imposed as to the invariability of form of the function $\psi$ or $\delta y$. The conclusions arrived at are equally true, whether that form be variable or invariable.

Thus if the symbol $F$ satisfy the condition

$$
F\left(\varphi+\varphi^{\prime}\right)=F_{\varphi}+F_{\varphi^{\prime}}^{\prime}
$$

it is equally true that

$$
\delta F \varphi=F \delta \varphi=F i . \psi
$$

whether the form of $\psi$ be constant or variable. But this condition ceases to be immaterial when it is necessary to take account of the second variation, that is, the variation of the variation. Thus in the case just referred to, we should always have

$$
\delta^{2} F \varphi=F \delta^{2} \varphi=F i \delta \psi .
$$

But this, when the form of $\psi$ is supposed iuvariable, reduces to

$$
\delta^{2} F \varphi=F 0 .
$$

Now $F 0=0$, since by the nature of the function $F$, we have -

$$
F(\varphi+0)=F_{\varphi}+F_{0}
$$

$\therefore F .0=F(\varphi+0)-F \varphi=F_{\varphi}-F_{\varphi}=0 . \quad \therefore \delta^{2} F_{\varphi}=0$.
Hence for convenience we agree that the variation $\delta u$ of any function $u$, although of arbitrary form, shall yet preserve that form invariable, so as in all cases to satisfy the condition

$$
\delta^{2} u=0 .
$$

36. We may notice here a striking analogy between a primitive function and an independent variable, the first increment of each being arbitrary, and the second equal to zero.
37. Prop. To find the second variation of the differential coefficient $\frac{d^{n} y}{d x^{n}}$. It has been already shown that
$\delta \frac{d^{n} y}{d x^{n}}=\frac{d^{n} \delta y}{d x^{n}}$, and $\therefore \delta^{2} \frac{d^{n} y}{d x^{n}}=\delta\left[\delta \frac{d^{n} y}{d x^{n}}\right]=\delta \frac{d^{n} \delta y}{d x^{n}}=\frac{d^{n} \delta 2 y}{d x^{2}}$.
But since $y$ is a primitive function $\quad \delta^{2} y=0$.

$$
\therefore \frac{d^{n} \delta^{2} y}{d x^{n}}=0, \quad \text { and consequently } \quad \delta^{2} \frac{d^{n} y}{d x^{n}}=0 .
$$

38. Prop. To find the second variation of

$$
V=f\left[x, y, \frac{d y}{d x}, \ldots \cdot \frac{d^{n} y}{d x^{n}}\right] .
$$

We have already found

$$
\begin{aligned}
& \delta V=\frac{d V}{d y} \delta y+\frac{d V}{d \frac{d y}{d x}} \cdot \frac{d \delta y}{d x}+\cdots+\frac{d V}{d \frac{d^{n} y}{d x^{n}}} \cdot \frac{d^{n} \delta y}{d x^{n}} \\
& \therefore \delta^{2} V=\delta\left[\frac{d V}{d y} \delta y\right]+\delta\left[\frac{d V}{d \frac{d y}{d x}} \cdot \frac{d \delta y}{d x}\right]+\& c .
\end{aligned}
$$

But

$$
\begin{aligned}
& \delta^{2} y=0, \quad \frac{d \delta^{2} y}{d x}=0, \& c \\
& \therefore \delta\left[\frac{d V}{d y} \delta y\right]=\delta y \delta \frac{d V}{d y}
\end{aligned}
$$

and, by determining the value of $\delta \frac{d V}{d y}$ in a manner similar to that in which $\delta V$ was found, we get

$$
\delta \frac{d V}{d y}=\frac{d^{2} V}{d y^{2}} \delta y+\frac{d^{2} V}{d y d \frac{d y}{d x}} \cdot \frac{d \delta y}{d x} \cdots \cdots+\frac{d^{2} V}{d y d \frac{d^{n} y}{d x^{n}} \cdot \frac{d^{n} \delta y}{d x^{n}} . . . . . . . .}
$$

Similarly $\quad \delta\left[\frac{d V}{d \frac{d y}{d x}} \cdot \frac{d \delta y}{d x}\right]=\frac{d \delta y}{d x} \cdot \delta \frac{d V}{d \frac{d y}{d x}}$, and

$$
\delta \frac{d V}{d \frac{d y}{d x}}=\frac{d^{2} V}{d y d \frac{d y}{d x}} \delta y+\frac{d^{2} V}{\left[d \frac{d y}{d x}\right]^{2}} \frac{d \delta y}{d x}+\& c
$$

\&c. \&c. \&c.
Hence, by substitution, we at length find

$$
\delta^{2} V=\frac{d^{2} V}{d y^{2}} \delta y^{2}+2 \frac{d^{2} V}{d y d \frac{d y}{d x}} \delta y \cdot \frac{d \delta y}{d x}+\frac{d^{2} V}{\left[d \frac{d y}{d x}\right]^{2}} \cdot\left[\frac{d \delta y}{d x}\right]^{2}+\& \mathrm{c} .
$$

39. Prop. To find the second variation of $\int V d x$, when

$$
V=f\left[x, y, \frac{d y}{d x}, \quad \frac{d^{2} y}{d x^{2}} \cdots \frac{d^{n} y}{d x^{n}}\right] .
$$

It has been shown that $\delta \int V d x=\int \delta V d x$, and similarly we get

$$
\delta^{2} \int V d x=\delta\left[\delta \int V d x\right]=\delta \int \delta V d x=\int \delta^{2} V d x .
$$

Substituting for $\delta^{2} V$, its value found in the last proposition, we obtain

$$
\begin{aligned}
\delta^{2} \int V d x & =\int\left\{\frac{d^{2} V}{d y^{2}} \delta y^{2}+2 \frac{d^{2} V}{d y d \frac{d y}{d x}} \delta y \cdot \frac{d \delta y}{d x}\right. \\
& \left.+\frac{d^{2} V}{\left[d \frac{d y}{d x}\right]^{2}} \cdot\left[\frac{d \delta y}{d x}\right]^{:}+\& c \cdot\right\} d x .
\end{aligned}
$$

By similar methods, the third and higher variations could be deduced, but the results are of little practical value.

## CHAPTERIV.

## MAXIMA AND MINIMA.

40. The Calculus of Variations is applied with great advantage in resolving questions of maxima and minima, to which the ordinary methods of the Differential Calculus are not applicable.
41. A maximum value of a function is one which exceeds other values of that function, produced by infinitely small changes in any or all of its varying elements.

In the Differential Calculus, these changes in the values of the function are produced by changes in the values of the independent variables, while the form of the function remains the same; but in the Calculus of Variations the change in the value of the function is due to a change in its form.
42. The problein of maxima and minima, as resolved in the Differential Calculus, is the following :

Given $u=f x$, where $x$ is an independent variable, and $f$ a function of determinate form, to find what values of $x$ will render $u$ ? maximum or minimum.

In the Calculus of Variations, the corresponding problem is this :
Let $\varphi$ denote a function of indeterminate form, and $u=F_{\varphi}$ a function derived therefrom, to find what form of $\varphi$ will render $u$ a maximum or minimum.
43. The mode of resolving this latter problem is as follows:

Let $\varphi+i . \psi$ be substituted for $\varphi$ in the derived function, and let $F(\varphi+i, \psi)$ be developed in terms of the ascending powers of $i$.

Then, by a course of reasoning, entirely similar to that employed in the Differential Calculus, it will appear that when $\varphi$ has the form proper to render $F \varphi$ a maximum or minimum, the coefficient of the firit power of $i$ must reduce to zero, and that of the second power of $i$ must be negative for a maximum, but positive for a minimum. In other words, if the form of $\varphi$ alone be supposed to change, we must have $\delta u=0$. But when, from the nature of the question, both the form of $\varphi$ and the value of $x$ are liable to variation, we must have

$$
D u=0 .
$$

44. The application of this theory will now be explained, observing that in the present state of this Calculus, the functions to which it is applied are, almost exclusively, those having the form of a definite integral, such as

$$
\int_{x_{0}}^{x_{1}} V d x
$$

45. Prop. Let $y=\varphi x$ be an indeterminate function of a single variable $x$, and let it be proposed to find the form of $\varphi$, which shall render

$$
u=f\left[x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c .\right]
$$

a maximum or minimum, the symbol $f$ denoting a determinate function.

Let $\quad d u=M d x+N \frac{d y}{d x} d x+P_{1} \frac{d^{2} y}{d x^{2}} d x+P_{2} \frac{d^{3} y}{d x^{3}} d x+\& c$.
Then $\delta u=N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\& c$.
ano if the form of $\varphi$ be such as will render $u$ a maximum or minimum for any given value of $x$, we must have

$$
\delta u=0, \quad \text { or } \quad N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\delta c_{c}=0
$$

This equation cannot in general be satisfied without destroying the independent character assigned to the form of the function $\psi$ or $\delta y$. For, unless the coefficients $N, P_{1}, \dot{P}_{2}, \& c c$., be separately equal to z.ero, the equation

$$
N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\& c .=0 .
$$

will establish a relation between the form of the function $\psi$ or $\delta y$, and that of $\varphi$ or $y$, which is inadmissible. Nor is it possible in general to satisfy the separate conditions $N=0, P_{1}=0, P_{2}=0, \& c$, since each of these equations establishes a relation between $x$ and $y$, or in other words, determines the form of $y$.

Hence unless all these equations should concur in giving the same form to $y$, they would contradict each other: and since this concur rence dues not usually take place, the problem does not ordinarily admit of a solution.
46. If in the last proposition the value of $u$ should contain but one of the quantities $y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \quad \& c$. , or if by the nature of the proposed question, the value of all but one of these be fixed for each value of $x$, the equation

$$
N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\& c .=0
$$

will be reduced to a single term, and can therefore be satisfied.
47. Example. Let $u=f\left(x, y, \frac{d y}{d x}\right)$, and let it be required to determine what form attributed to the function $y$ will render $u$ a maxinum or minimum, it being understood that the value of $y$ is to be given for each value of $x$.

In this case, since $y$ is constant for the same value of $x, \delta y=0$, and the equation

$$
\begin{gathered}
N \delta y+P_{1} \frac{d \delta y}{d x}+P_{2} \frac{d^{2} \delta y}{d x^{2}}+\& c .=0 \text { reduces to } \\
P_{1}=0 .
\end{gathered}
$$

The following geometrical application will render chis example more intelligible.

Prop. To determine a curve such that, if at each point $P$ a tangent be drawn and produced to cut two given lines, $D C$ and $D_{1} C_{1}$, parallel to the axis of $y$, the rectangle $D C \times D_{1} C_{1}$ of the parte intercepted between the tangent and the axis of $x$ shail be a maximum or minimum; it being understood that the curve is to be compared only with such other curves as pass through that point.

Let $O$ be the origin, $O X$ and $O Y$ the axes.
Put

$$
O D=a, O D_{1}=a_{1} O G=x, G P=y
$$

Then we shall have

$$
\begin{aligned}
& D C=y-(x-a) \frac{d y}{d x}, \quad \text { and } \quad D_{1} C_{1}=y+\left(a_{1}-x\right) \frac{d y}{d x}=y-\left(x-a_{1}\right) \frac{d y}{d x} \\
& . V=D C \times D_{1} C_{1}=\left[y-(x-a) \frac{d y}{d x}\right] \times\left[y-\left(x-a_{1}\right) \frac{d y}{d x}\right]=f\left(x, y, \frac{d y}{d x}\right) \\
& \therefore \delta V=N \delta y+P_{1} \frac{d \delta y}{d x}, \text { where } N=\frac{d V}{d y} \text { and } P_{1}=\frac{d V}{d \frac{d y}{d x}}
\end{aligned}
$$

or $\quad \delta V=\left[2 y+\left(a+a_{1}-2 x\right) \frac{d y}{d x}\right] \delta y+\left[2\left(x-a_{1}\right)(x-a) \frac{d y}{d x}\right.$

$$
\left.+y\left(a+a_{1}-2 x\right)\right] \frac{d \delta y}{d x}
$$

But since it is proposed that the curve shall at each point be compared with such curves only as pass through the same point, we must have

$$
\delta y=0
$$

and therefore the condition $\delta V=0$, which is necessary for a maximum or minimum, becomes

$$
\begin{gathered}
2(x-a)\left(x-a_{1}\right) \frac{d y}{d x}+y\left(a+a_{1}-2 x\right)=0 \\
\quad \therefore 2 \frac{d y}{y}-\frac{d x}{x-a}-\frac{d x}{x-a_{1}}=0
\end{gathered}
$$

whence by integration,

$$
2 \log y-\log (x-a)-\log \left(x-a_{1}\right)=\log c
$$

or

$$
\begin{gathered}
\log \left(y^{2}\right)=\log \left[c(x-a)\left(x-a_{1}\right)\right] \\
\therefore y^{2}=c(x-a)\left(x-a_{1}\right)
\end{gathered}
$$

the quantity $c$ being an arbitrary constant.
This equation obviously represents an ellipse or hyperbola accord. ing as $c$ is negative or positive.

Passing now to the second variation, we have

$$
\delta^{2} V=\frac{d^{2} V}{d y^{2}} \delta y^{2}+2 \frac{d^{2} V}{d y \cdot d \frac{d y}{d x}} \delta y \cdot \frac{d \delta y}{d x}+\frac{d^{2} V}{\left[d \frac{d y}{d x}\right]^{2}} \cdot\left[\frac{d \delta y}{d x}\right]^{2} \& c .
$$

and since in the present case $\quad V=f\left(x, y, \frac{d y}{d x}\right)$ and $\delta y=0$
we shall have

$$
\delta^{2} V=\frac{d^{2} V}{\left[d \frac{d y}{d x}\right]^{2}} \cdot\left[\frac{d \delta y}{d x}\right]^{2}
$$

or

$$
\delta^{2} V=2(x-a)\left(x-a_{1}\right)\left[\frac{d \delta y}{d x}\right]^{2}
$$

or by putting for $(x-a)\left(x-a_{1}\right)$ its value $\frac{y^{2}}{c}$

$$
\delta^{2} V=\frac{y^{2}}{c}\left[\frac{d \delta y}{d x}\right]^{2}
$$

The sign of this quantity is the same as that of $c$. Hence the curve is an ellipse when $V$ is a maximum, and a hyperbola when $V$ is a minimum. In the first case the curve lies entirely within the lines $C D$ and $C_{1} D_{1}$; and ir. the second entirely exterior to those lines.
48. Prop. To find the form of the function $y$, al $i$ the values of the limits $x_{0}$ and $x_{1}$, which shall render the definite integral $U=\int_{x_{0}}^{x_{1}} V d x$ a maximum or minimum, when

$$
V=f\left[x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \cdots \frac{d^{n} y}{d x^{n}}\right]
$$

the character $f$ denoting, as usual, a determinate function.
Here, we have

$$
\begin{gathered}
D U=V_{1} d x_{1}-V_{0} d x_{0}+\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{1} \delta y_{1} \\
-\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0} \cdot \delta y_{0} \\
+\left[P_{2}-\& c .\right]_{1} \cdot\left[\frac{d \delta y}{d x}\right]_{1}-\left[P_{2}-\& c .\right]_{0} \cdot\left[\frac{d \delta y}{d x}\right]_{0}+\& c_{n} \\
+\int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c . \cdots\right. \\
\left.\quad+(-1)^{n} \frac{d^{n} P_{n}}{d x^{n}}\right] \delta y . d x=0 \cdots(A)
\end{gathered}
$$

Two cases may occur in the attempt to satisfy this equation, viz.:
lst. The variation $\delta y$, or the furm of the function $\psi$, may be wholly unrestricted (except by the general condition always applicable to this function) ; or,

2d. It may be necessary to assume the function $\psi$ of such form as will satisfy some given condition or conditions.

In the first case, the object proposed is to determine among all possible functions, that one which shall render $u$ a maximum or minimum. In the second case, the derived function is required to belong to a particular class, each individual of which fulfils certain given conditions.

Maxima and minima belonging to the first of these divisions are called absolute, and those belonging to the second division are termed relative. Taking the first of these divisions, put for brevity

$$
\begin{aligned}
& \begin{array}{l}
a_{1}= \\
V_{1} d x_{1}
\end{array}+\left[P_{1}-\frac{d P_{2}}{d x}+\& ._{1} \cdot \delta y_{1}\right. \\
&+\left[P_{2}-\frac{d P_{3}}{d x}+\& c .\right]_{1} \cdot\left[\frac{d \delta y}{d x}\right]_{1}+\& c . \\
& a_{0}= V_{0} d x_{0}+\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0} \cdot \delta y_{0} \\
&+\left[P_{2}-\frac{d P_{3}}{d x}+\& c .\right]_{0} \cdot\left[\frac{d \delta y}{d x}\right]_{0}+\& c . \\
& b= N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c .+(-1)^{n} \frac{d^{n} P_{n}}{d x^{n}}
\end{aligned}
$$

and equation $(A)$ will reduce to the form

$$
a_{1}-a_{0}+\int_{x_{0}}^{x_{1}} b \cdot \delta y \cdot d x=0 \cdots(B) .
$$

This equation cannot be satisfied so long as the furm of $\delta y$ or $\psi$ remains unrestricted, unless we have the two independent conditions:

$$
a_{1}-a_{0}=0, \quad \text { and } b=0
$$

For, if $a_{1}-a$ be not equal to zero, we must have

$$
a_{1}-a_{0}=-\int_{x_{0}}^{x_{1}} b \delta y \cdot d x
$$

a condition manifestly impossible, since the value of the definite integral in the second member cannot possibly remain invariable; while we are at liberty to change arbitrarily the form of the quantity to be integrated; but the value of $a_{1}-a_{0}$, which depends only upon the values which certain quantities have at the limits, will not necessarily vary with a change in the form of $\delta y$. Hence, we must have

$$
a_{1}-a_{0}=0, \quad \text { and } \quad \int_{x_{0}}^{x_{1}} b \delta y . d x=0
$$

Now this last equation cannot be true for every form of $\delta y$, unless $b=0$, or

$$
N-\frac{d P_{1}}{d x}+\frac{d^{2} P}{d x^{2}}-\& c \ldots .+(-1)^{n} \frac{d^{n} P_{n}}{d x^{n}}=0
$$

a differential equation which serves to determine the form of the function $y$.
49. The two equations, $a_{1}-a_{0}=0$, and $b=0$, differ essentially in their signification, the latter establishing a general relation between the variables $x$ and $y$, while the former connects the particular values which these quantities have at the limits of integration.
50. Without this distinction, the solution of the problem would be impussible, since there could not be two general relations between $x$ and $y$.
51. The coefficients of the increments in the equation $a_{1}-a_{0}=0$ being constant, and the increments themselves either entirely arbitrary, or restricted by a limited number of conditions, that equation will be equivalent to as many distinet equations as can be formed by placing equal to zero each of the coefficients of those increments which remain arbitrary, after we have eliminated all such increments as are restricted by the given conditions. We now proceed to show that the equations thus formed, together with that obtained by integrating the differential equation $b=0$, will just suffice for the complete solution of the problem when a solution is possible.
52. The differential equation $b=0$, or

- $N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x_{2}}-\& c \cdot \cdots+(-1)^{n} \frac{d^{n} P_{n}}{d x^{n}}=0 \cdots(C)$,
is in general of the $2 n^{\text {th }}$ order. For since $V$ contains $\frac{d^{n} y}{d x^{n}}$, the quantity $P_{n}=\frac{d V}{d \frac{d^{n} y}{d x^{n}}}$ will usually contain $\frac{d^{n} y}{d x^{n}}$ also; and therefore $\frac{d^{n} P_{n}}{d x^{n}}$ will usually contain $\frac{d^{2 n} y}{d x^{2 n}}$.

Hence the integral of ( $C$ ) will usually contain $2 n$ arbitrary constants.
But if the limiting values of $x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \ldots \ldots \frac{d^{n-1} y}{d x^{n-1}}$ be entirely
unrestricted, the equation $a_{1}-a_{0}=0$ will contain $2 n+2$ arbitrary increments, viz. :
$d x_{1}, \delta y_{1}, \delta\left[\frac{d y}{d x}\right]_{1}, \cdots \delta \delta\left[\frac{d^{n-1} y}{d x^{n-1}}\right]_{1}, d x_{0}, \delta y_{0}, \delta\left[\frac{d y}{d x}\right]_{0} \cdots \delta\left[\frac{d^{n-1} y}{d x^{n-1}}\right]_{0}$,
in which case that equation cannot be satisfied, since there would be formed, by placing the coefficient of each arbitrary increment equal to zero $2 n+2$ equations, while there are but $2 n$ constants whose. values are to be determined.

This result might have been anticipated, for it is evident that if the form of the function $y$, and the limits of integration be entirely unrestricted, the integral may have any value from 0 to $\infty$, and, therefore, cannot admit of a maximum or minimum.
53. The nature of the restriction imposed upon the limits must depend in each case upon the conditions of the proposed problem.

1st. Let the limiting values of $x$, viz., $x_{0}$ and $x_{1}$ be given ; that is, let it be proposed to find such a form of the function $y$ as will render $\int V d x$, wheli taken between fixed limits, a maximum or minimum.

Here we have $d x_{1}=0$, and $d x_{0}=0$, and the equation $\sigma_{1}-a=0$ is now equivalent to the following separate equations:

$$
\begin{gathered}
{\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{1}=0,\left[P_{1}-\frac{d P_{2}}{d x}+\& \mathrm{c} .\right]_{0}=0} \\
{\left[P_{2}-\& c .\right]_{1}=0,\left[P_{2}-\& c .\right]_{0}=0, \& c . \& c . \& c \ldots\left[P_{n}\right]_{1}=0,\left[P_{n}\right]_{0}=0}
\end{gathered}
$$

The number of these equations is $2 n$, the same as that of the constants remaining to be determined; and hence the solution is in this case complete.

2d. Let the limiting values of both $x$ and $y$ be given.
Then $d x_{1}=0, \delta y_{1}=0, d x_{0}=0, \delta y_{0}=0$, and the equation $a_{1}-a_{0}=0$ is equivalent to $2 n-2$ separate equations, viz. : those formed by placing equal to zero the coefficients of the following increments :
$\delta\left[\frac{d y}{d .1}\right]_{1}, \delta\left[\frac{d y}{d x}\right]_{0} \delta\left[\frac{d^{2} y}{d x^{2}}\right]_{1}, \delta\left[\frac{d^{2} y}{d x^{2}}\right]_{0}^{\cdots} \delta\left[\frac{d^{n-1} y}{d x^{n-1}}\right]_{1}, \delta\left[\frac{d^{n-1} y}{d x^{n-1}}\right]_{0}$.
But there are now two additional equations resulting from the substitution of the given limiting values of $x$ and $y$ in the general solution of the differential equation $b=0$. For let the integral of that equation be

$$
f\left[x, y, c_{1}, c_{2} \ldots c_{2^{n}}\right]=0
$$

where $c_{1}, c_{2} \ldots c_{2^{n}}$ are the $2 n$ arbitrary constants. Then we shall have the $2 n$ equations

$$
\begin{aligned}
f\left[x_{1}, y_{1}, c_{1}, c_{2} \ldots c_{2^{n}}\right] & =0, \quad f\left[x_{0}, y_{0}, c_{1}, c_{2} \ldots \ldots c_{2 n}\right]=0 \\
{\left[P_{2}-\frac{d P_{3}}{d x}+\& c \cdot\right]_{1} } & =0,\left[P_{2}-\frac{d P_{3}}{d x}+\& c .\right]_{0}=0
\end{aligned}
$$

$\left[P_{3}-\& \mathrm{c} .\right]_{1}=0,\left[P_{3}-\& \mathrm{c} .\right]_{0}=0, \& c . \& c \ldots\left[P_{n}\right]_{1}=0,\left[P_{n}\right]_{0}=0$, with which to determine the $2 n$ constants.

3d. Similarly, if the limiting values of $x, y$, and $\frac{d y}{d x}$ were given the new condition, would remove two of the preceding equations, viz.:

$$
\left[P_{2}-\frac{d P_{3}}{d x}+\& c .\right]_{1}=0 \quad \text { and } \quad\left[P_{2}-\frac{d P_{3}}{d x}+\& c .\right]_{0}=0
$$

but two new conditions would be derived from the substitution of the limiting values of $\frac{d y}{d x}$ in the equation obtained by differentiating the general solution.

$$
f\left[x, y, c_{1}, c_{2}, \ldots \ldots c_{2^{n}}\right]=0
$$

For let

$$
f_{1}\left[x, y, \frac{d y}{d x}, c_{1}, c_{2}, \ldots \ldots c_{2^{n}}\right]=0
$$

be the result of a differentiation with respect to $x$. Then we shall have
and

$$
\begin{aligned}
& f_{1}\left[x_{1}, y_{1},\left(\frac{d y}{d x}\right)_{1}, c_{1}, c_{2} \ldots . c_{2^{n}}\right]=0 \\
& f_{1}\left[x_{0}, y_{0},\left(\frac{d y}{d x}\right)_{0}, c_{1}, c_{2} \ldots c_{2^{n}}\right]=0
\end{aligned}
$$

54. Similarly, if the limitirg values of $\frac{d^{2} y}{d x^{2}}$ were given, two more equations would disappear from the group obtained by making is: $-a_{0}=0$; and, on the other hand, two new equations would result from the substitution of the limiting values of $\frac{d^{2} y}{d x^{2}}$ in the equation obtained by differentiating the general solution twice; thus preserving the total number of equations equal to $2 n$, the same as that of the constants to be determined. And, in general, whatever may be the number of the quantities having given limits, the total number of equations will be $2 n$, and therefore just sufficient for the complete solution of the problem.
55. When the limiting values of $x, y, \frac{d y}{d x}, \& c$., are not absolutely fixed, but simply connected by one or more equations of condition, the variations of the quantities so connected are not independent, and therefore two or more of the equations, resulting from the con. dition $a_{1}-a_{0}=0$, will be replaced by a single equation. Thus the total number of equations deducible from $a_{1}-a_{0}=0$ will be diminished; but, on the other hand, a number of new equations, just sufficient to supply the deficiency, will arise from the equations of condition. To illustrate this, take the following

Example. Let the limiting values of $x$ and $y$ be connected hy the equations

$$
y_{1}=f_{1} x_{1} \quad \text { and } \quad y_{0}=f_{0} x_{0}
$$

The quantities $d x_{1}, \delta y_{1}, d x_{0}, \delta y_{0}$ will be connected by the following relations:

$$
\left[\frac{d y}{d x}\right]_{1} \cdot d x_{1}+\delta y_{1}=f_{1}^{\prime} x_{1} \cdot d x_{1},\left[\frac{d y}{d x}\right]_{0} \cdot d x_{0}+\delta y_{0}=f_{0}^{\prime} x_{0} \cdot d x_{0}
$$

Now, substituting the values of $\delta y_{1}$ and $\delta y_{0}$, derived from these equa. tions in $a_{1}-a_{0}=0$, and placing equal to zero the coefficient of each remaining variation, the following equations will result:

$$
\begin{aligned}
V_{1}+ & {\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{1} \times\left(f_{1}^{\prime} x_{1}-\left[\frac{d y}{d x}\right]_{1}\right)=0 } \\
& {\left[P_{2}-\frac{d P_{3}}{d x}+\& c .\right]_{1}=0, \& c } \\
V_{0}+ & {\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0} \times\left(f_{0}^{\prime} x_{0}-\left[\frac{d y}{d x}\right]_{0}\right)=0 } \\
& {\left[P_{2}-\frac{d P_{3}}{d x}+\& c .\right]_{0}=0, \& c }
\end{aligned}
$$

The other equations being the same as heretofore.
These equations, ( $2 n$ in number,) in connection with the four fol. lowing, viz. :

$$
\begin{array}{cl}
y_{1}=f_{1} x_{0}, & y_{1}=f_{0} x_{0}, \quad f\left(x_{1}, y_{1}, c_{1}, c_{2}, \cdots c_{2^{n}}\right)=0 \\
& f\left(x_{0}, y_{0}, c_{1}, c_{2}, \cdots c_{2^{n}}\right)=0
\end{array}
$$

will just suffice for determining the $2 n+4$ quantities

$$
x_{1}, y_{1}, x_{0}, y_{0}, c_{1}, c_{2}, \cdots c_{2 n}
$$

56. And if the limiting values of $x$ and $\frac{d y}{d x}$ were also connected by the relations

$$
\left[\frac{d y}{d x}\right]_{1}=f_{1}^{\prime} x_{1}, \quad\left[\frac{d y}{d x}\right]_{0}=f_{0}^{\prime} x_{0}
$$

we should have

$$
\left[\frac{d^{2} y}{d x^{2}}\right]_{1} \cdot d x_{1}+\delta\left[\frac{d y}{d x}\right]_{1}=f_{1}^{\prime \prime} x_{1} d x_{1} \text {, and }\left[\frac{d^{2} y}{d x^{2}}\right]_{0}+\delta\left[\frac{d y}{d x}\right]_{0}=f_{0}^{\prime \prime} x_{0} d \cdot x_{0}
$$

Hence, the first three terms in each of the quantities, $a_{1}$ and $a_{0}$, will reduce to one, and the number of equations deducible from $a_{1}-a_{0}=0$ will be reduced to $2 n-2$. But we shall have in addition six other equations, viz. : the four used in the preceding case, and the two following:
$f^{\prime}\left[x_{1}, y_{1}, f_{1}^{\prime} x_{1}, c_{1}, c_{2}, \cdots c_{2^{n}}\right]=0, \quad f^{\prime}\left[x_{0}, y_{0}, f_{0}^{\prime} x_{0}, c_{1}, c_{2}, \cdots c_{2 n}\right]=0$, which are obtained by differentiating the general solution

$$
f\left(x, y, c_{1}, c_{2}, \cdots c_{2^{n}}\right)=0
$$

and substituting in the result the limiting values of $x, y$, and $\frac{d y}{d x}$.
Thus the total number of equations will be $2 n+4$, which is just sufficient.

And the same result will be found true when the restrictions imposed upon the limiting values of the several variations are more numerous.
57. The exceptions to the preceding theory will now be considered.
58. Case 1 st. Let $V$ be a linear function of the highest differential coefficient $\frac{d^{n} y}{d x^{n}}$.
Then $P_{n}$ will not contain this coefficient, and therefore $\frac{d^{n} P_{n}}{d x^{n}}$ cannot be of an order higher than $2 n-1$. Hence, the equation

$$
N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c . \cdots+(-1)^{n} \frac{d^{n} P_{n}}{d x^{n}}=0
$$

cannot be of an order higher than $2 n-1$, and its solution will con tain $2 n-1$ disposable constants. Thus the equation $a_{1}-a_{0}=0$, which is equivalent to $2 n$ equations, cannot, in this case, be satisfied.
59. It may even be proved that the equation $b=0$ cannot, in this case, be of an order higher than $2 n-2$.

For, put $\quad \frac{d^{n} y}{d x^{n}}=v . \quad$ Then $V=\theta v+\theta^{\prime}$,
where $\theta$ and $\theta^{\prime}$ are functions of $x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \cdots \frac{d^{n-1} y}{d x^{n-1}}$.
It has been shown already that the equation $b=0$ does not, in this case, contain $\frac{d^{2 n} y}{d x^{2 n}}$, and therefore it is only necessary to prove that it does not contain the coefficient $\frac{d^{2 n-1} y}{d x^{2 n-1}}$.

Now, this coefficient cannot occur, unless it be in one of two terms,
viz:

$$
\frac{d^{n-1} P_{n-1}}{d x^{n-1}} \quad \text { or } \quad \frac{d^{n} P_{n}}{d x^{n}}
$$

But $V=\theta v+\theta^{\prime} \quad \therefore P_{n}=\frac{d V}{d \frac{d^{n} y}{d x^{n}}}=\frac{d V}{d v}=\theta, \quad$ and $\quad \frac{d^{n} P_{n}}{d x^{n}}=\frac{d^{n} \theta}{d x^{n}}$.
Now to find the coefficient of $\frac{d^{2 n-1} y}{d x^{2 n-1}}$ in $\frac{d^{n} P_{n}}{d x^{n}}$, we must form the values of $\left(\frac{d \partial}{d x}\right),\left(\frac{d^{2} \theta}{d x^{2}}\right), \cdots\left(\frac{d^{n} \partial}{d x^{n}}\right)$, and reject, in each, every term except that of the highest order.
Making $\quad \frac{d^{n-1} y}{d x^{n-1}}=u, \quad$ we have

$$
\left(\frac{d \theta}{d x}\right)=\frac{d \theta}{d x}+\frac{d \theta}{d y} \cdot \frac{d y}{d x}+\frac{d \theta}{d \frac{d y}{d x}} \cdot \frac{d^{2} y}{d x^{2}}+\& c . \cdots+\frac{d \theta}{d u} \cdot \frac{d u}{d x} .
$$

Here, the last term $\frac{d \theta}{d u} \cdot \frac{d u}{d x}=\frac{d \ni}{d u} \cdot \frac{d^{n} y}{d x^{n}}$ is the only term to be retained, because all the others are of an order less than $n$. And similarly the only term in $\left(\frac{d^{2 j}}{d x^{2}}\right)$ of the order $n+1$ is

$$
\frac{d \partial}{d u} \cdot \frac{d^{2} u}{d x^{2}}=\frac{d\lrcorner}{d u} \cdot \frac{d^{n+1} y}{d x^{n+1}} .
$$

In the same manner, it appears that the only term in $\left(\frac{d^{n} \theta}{d x^{n}}\right)$ of the order $2 n-1$ is

$$
\frac{d \theta}{d u} \cdot \frac{d^{n} u}{d x^{n}}=\frac{d \theta}{d u} \cdot \frac{d^{2 n-1} y}{d x^{2 n-1}}
$$

Again, since $V=\theta v+\theta^{\prime}, \therefore P_{n-1}=\frac{d V}{d \frac{d^{n-1} y}{d x^{n-1}}}=\frac{d V}{d u}=v \frac{d \partial}{d u}+\frac{d \theta^{\prime}}{d u}$.
Hence, by forming the values of $\frac{d P_{n-1}}{d x}, \frac{d^{2} P_{n-1}}{d x^{2}} \cdots \frac{d^{n-1} P_{n-1}}{d x^{n-1}}$, retaining only the terms of the highest order in each successive diff $f$ entiation, it will be seen that the only term of the order $2 n-1$
$\frac{d^{n-1} P_{n-1}}{d x^{n-1}} \quad$ is $\quad \frac{d \theta}{d u} \cdot \frac{d^{n-1} v}{d x^{n-1}}=\frac{d \theta}{d u} \cdot \frac{d^{2 n-1} y}{d x^{2 n-1}}$,
and, since this term is precisely the same as the term of the same order in $\frac{d^{n} P_{n}}{d x^{n}}$, the two will disappear in

$$
\frac{d^{n-1} P_{n-1}}{d x^{n-1}}-\frac{d^{n} P_{n}}{d x^{n}}
$$

60. Case 2d. Let $V=y \cdot f x+F\left(x, p_{1}\right)$, where $p_{1}=\frac{d y}{d x}$
Here $\quad N=\frac{d V}{d y}=f x$, and $P_{1}=\frac{d V}{d p_{1}}=\frac{d F\left(x, p_{2}\right)}{d p_{1}}$ and since $V$ is in this case a function of $x, y$, and $\frac{d y}{d x}$ only, the equadion $b=0$ will become simply

$$
N-\frac{d P_{1}}{d x}=0, \quad \text { or, } f x=\frac{d P_{1}}{d x}
$$

and is immediately integrable, giving

$$
P_{1}=\int f x \cdot d x=f_{1} x+c
$$

Substituting the value of $P_{1}$, derived from the proposed equation, we shall have an equation involving $x_{1}, p_{1}$, \&c., which, solved with respect to $p_{1}$, will give a result of the form

$$
\begin{gathered}
p_{1}=\varphi(x, c) \quad \text { or } \quad \frac{d y}{d x}=\varphi(x, c) \\
\therefore y=\varphi_{1}(x, c)+c_{1} \ldots(1)
\end{gathered}
$$

Now suppose the limiting values of $x$ given, those of $y$ being indeterminate:

The equation $a_{1}-a=0$ is then equivalent to the two equations $\left[P_{1}\right]_{2}=0$, and $\left[P_{1}\right]_{0}=0$ or $f_{1} x_{1}+c=0$, (2) and $f_{1}: c_{0}+c=0(3)$

The two equations, (2) and (3) contain but one arbitrary constant $c_{6}$ and therefore cannot usually be satisfied, although the general
solution (1) contains the proper number of constants. Hence the proposed problem dues not admit of a solution.
61. If in the case just considered $f x=0$, so that $V=F\left(x, p_{1}\right)$ the two equations (2) and (3) become identical, and the solution is then possible: but it belongs to the indeterminate class, since one of the constants remains entirely arbitrary.
62. The results just obtained are not peculiar to functions of the first order, such as that just considered for if $V$ be supposed of such furm as will give

$$
N=\frac{d V}{d y}=f x
$$

and if the limiting values of $x$ only be given, similar reasoning will apply. The equation $b=0$ will, in this instance, as in the preceding, be immediately integrable, giving

$$
P_{1}-\frac{d P_{2}}{d x}+\& c .=f_{1} x+c
$$

and the first two equations resulting from the equation $a_{1}-a_{0}=0$, are

$$
f_{1} x_{1}+c=0, \quad \text { and } \quad f_{1} x_{0}+c=0
$$

These two equations cannot usually be satisfied except when $f_{1} x=0$, in which case $y$ does not appear in the value of $V$.

And in general if $\frac{d^{3} y}{d x^{s}}$ be the lowest differential coefficient appearing in $V$, the form of $V$ being such that $\frac{d V}{d \frac{d^{s} y}{d x^{3}}}=f x_{1}$, and if the limititing values of $x$ and of those coefficients which are higher than the $s^{\text {th }}$ be alone given, we may prove, in like manner, that the problem will not admit of a solution.

Case $3 d$. Let $N=0$, and let the limiting values of $x$ only be given.

In this case the equation $b=0$ becomes

$$
\frac{d P_{1}}{d x}-\frac{d^{2} P_{2}}{d x^{2}}+\frac{d^{3} P_{3}}{d x^{3}}+\& c .=0
$$

and is integrable, giving

$$
P_{1}-\frac{d P_{2}}{d x}+\frac{d^{2} P_{3}}{d x^{2}}+\& c=c
$$

and the two conditions furnished by placing equal to zero the coefficients $\delta y_{1}$ and $\delta y_{0}$, viz. :

$$
\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{1}=0 \quad \text { and } \quad\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0}=0
$$

are equivalent to the single condition $c=0$.
Hence the equation $a_{1}-a_{0}=0$ is equivalent to but $2 n-1$ equations, instead of $2 n$, and the problem is indeterminate. This result might have been expected, for since $y$ does not appear in $V$, nor in the conditions fulfilled at the limits, the coefficient $\frac{d y}{d x}$ might have been taken as the principal function, instead of $y$, and then the equations given by $D U=0$ would have been just sufficient to establish a relation between $x$ and $\frac{d y}{d x}$, without arbitrary constants, which relation, when integrated, must give an equation between $x$ and $y$, containing one arbitrary constant.
63. If, in the last case, one of the limiting values of $y$ were given, the problem would again become determinate. Similarly, when $N=0$ and $P_{1}=0$, and both limiting values of $y$ and $\frac{d y}{d x}$ are indeterminate, the solution will contain two arbitrary constants, and will be rendered determinate by assigning at least one limiting value to $y$ and $\frac{d y}{d x}$.

And generally, if the first $m$ terms of the equation

$$
N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c .=0
$$

be wanting, and if there be no conditions fixing the limiting values ff $y, \frac{d y}{d x}, \cdots \frac{d^{n-1} y}{d x^{n-1}}$, the solutionwill contain $m$ arbitrary constants.

The preceding cases afford the principal examples of exception to the general theory. We now return to the consideration of that theory.
64. As it will sometimes be possible to integrate the equation

$$
N-\frac{d P_{1}}{d x^{2}}+\frac{d^{2} P}{d x^{2}}-\& \mathrm{c}_{.}=0
$$

one or more times without determining the form of the function $V$, and as the consideration of these cases will greatly facilitate the application of the theory to particular examples, we proceed to examine some of these cases, arranging them in two classes.
65. 1st Case. Let the first $m$ of the quantities $y, \frac{d y}{d x} \frac{d^{2} y}{d x^{2}}$ \&c. be wanting in $V$, or let

$$
V=f\left[x, \frac{d^{m} y}{d x^{m}} \cdots \cdots \frac{d^{n} y}{d x^{n}}\right]
$$

Ther. the first $m$ terms of the equation

$$
N \quad \frac{d P_{1}}{d x}+\& \mathrm{c} .=0
$$

will be wanting, and that equation will reduce to

$$
\frac{d^{m} P_{m}}{d x^{m}}-\frac{d^{m+1} P_{m+1}}{d x^{m+1}}+\& c_{0}=0
$$

which gives, when integrated, $m$ times,

$$
P_{m}-\frac{d P_{m+1}}{d x}+\& c .=c_{0}+c_{1} x+c_{2} x^{2}+: \cdots c_{m-1} x^{m-1},
$$

a differential equation of the order $2 n-m$.
66. C'ase 2d. Let the independent variable $x$ be wanting in $\nabla$, or let

$$
V=f\left[y, \frac{d y}{d x}, \quad \frac{d^{2} y}{d x^{2}} \cdots \cdots \frac{d^{n} y}{d x^{n}}\right]
$$

In this case, we have

$$
\begin{aligned}
d V & =N d y+P_{1} d \frac{d y}{d x}+P_{2} d \frac{d^{2} y}{d x^{2}}+\& c . \\
& =\left[N \frac{d y}{d x}+P_{1} \frac{d^{2} y}{d x^{2}}+P_{2} \frac{d^{3} y}{d x^{3}}-\cdots+P_{n} \frac{d^{n+1} y}{d x^{n+1}}\right] d x
\end{aligned}
$$

or, ky substituting for $N$, its value derived from the equation,

$$
\begin{gathered}
N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c_{.}=0, \text { we get } \\
d V= \\
\left.+\left[P_{1} \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \cdot \frac{d P_{1}}{d x}\right] d x+\left[P_{2} \frac{d^{3} y}{d x^{3}}-\frac{d y}{d x} \cdot \frac{d^{2} P_{2}}{d x^{2}}\right] d x+\& c_{n} \frac{d^{n+1} y}{d x^{n+1}}-(-1)^{n} \cdot \frac{d y}{d x} \cdot \frac{d^{n} P_{n}}{d x^{n}}\right] d x . \\
\therefore V=c+\int\left[P_{1} \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \cdot \frac{d P_{1}}{d x}\right] d x+\int\left[P_{2} \frac{d^{3} y}{d x^{3}}-\frac{d y}{d x} \cdot \frac{d^{2} P_{2}}{d x^{2}}\right] d x+\& c \\
\\
+\int\left[P_{n} \frac{d^{n+1} y}{d x^{n+1}}-(-1)^{n} \cdot \frac{d y}{d x} \cdot \frac{d^{n} P_{n}}{d x^{n}}\right] d x .
\end{gathered}
$$

But the quantity $\int P_{n} \frac{d^{n+1} y}{d x^{n+1}} d x$ gives, by an integration by parts,

$$
\begin{gathered}
\int P_{n} \frac{d^{n+1} y}{d x^{n+1}} d x=P_{n} \frac{d^{n} y}{d x^{n}}-\frac{d P_{n}}{d x} \cdot \frac{d^{n-1} y}{d x^{n-1}}+\& \mathrm{c} . \\
\cdots \cdots+(-1)^{n} \int \frac{d y}{d x} \cdot \frac{d^{n} P_{n}}{d x^{n}} d x . \\
\therefore \int\left[P_{n} \frac{d^{n+1} y}{d x^{n+1}}-(-1)^{n} \frac{d y}{d x} \cdot \frac{d^{n} P_{n}}{d x^{n}}\right] d x=P_{n} \frac{d^{n} y}{d x^{n}}-\frac{d P_{n}}{d x} \cdot \frac{d^{n-1} y}{d x^{n-1}}+\& e . \\
\cdots \cdots+(-1)^{n-1} \cdot \frac{d y}{d x} \cdot \frac{d^{n-1} P_{n}}{d x^{n-1}} .
\end{gathered}
$$

$$
\begin{gathered}
\therefore V=c+P_{1} \frac{d y}{d x}+\left[P_{2} \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x} \cdot \frac{d P_{2}}{d x}\right] \\
+\left[P_{3} \frac{d^{3} y}{d x^{3}}-\frac{d P_{3}}{d x} \cdot \frac{d^{2} y}{d x^{2}}+\frac{d^{2} P_{3}}{d x^{2}} \cdot \frac{d y}{d x}\right]+\& c . \\
+P_{n} \frac{d^{n} y}{d x^{n}}-\frac{d P_{n}}{d x} \cdot \frac{d^{n-1} y}{d x^{n-1}}+\& c \ldots+(-1)^{n-1} \cdot \frac{d^{n-1} P_{n}}{d x^{n-1}} \cdot \frac{d y}{d x} \cdots(D),
\end{gathered}
$$

which is a differential equation of an order not higher than $2 n-1$.
Thus it appears that when $V$ does not contain the independent variable $x$, the equation $b=0$ can be reduced at least one order.
67. The following are the most important applications of for mula ( $D$ ):

1st. Let

$$
V=f\left(\frac{d y}{d x}\right) \cdots \cdots(a)
$$

Here $V \doteq c+P_{1} \frac{d y}{d x}$ by formula $(D)$, since $P_{2}=0, P_{3}=0$, \&c.
But $V$ is a function of $\frac{d y}{d x} . \therefore P_{1}=\frac{d V}{d \frac{d y}{d x}}$ is also a function of $\frac{d y}{d x}$.
Hence by substituting for $V$ and $P_{1}$ their values, and then solving with respect to $\frac{d y}{d x}$, the result would take the form

$$
\frac{d y}{d x}=c_{1} . \quad \therefore y=c_{1} x+c_{2}
$$

Here $y$ is a linear function of $x$, and this result shows that linear functions have the property of giving a maximum or minimum value to every function of $\frac{d y}{d x}$ which admits of such a value.

2d. Let

$$
V=f\left(y, \frac{d y}{d x}\right) \cdots(b)
$$

Then

$$
V=c+P_{1} \frac{d y}{d x}
$$

3d. Let

$$
\begin{aligned}
& V=f\left(y, \frac{d^{2} y}{d x^{2}}\right) \cdots(c) . \\
& V=c+P_{2} \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x} \cdot \frac{d P_{2}}{d x} .
\end{aligned}
$$

Then
68. Case $3 d$. Let the function $V$ belong at the same time to both of the preceding classes, that is, let the independent variable $x$, and the first first $m$ of the quantities $y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c$., be wanting in $V$.

The equation $b=0$ gives, as in the first case by integration,

$$
\begin{aligned}
& P_{m}-\frac{d P_{m+1}}{d x}+\& \mathrm{c} .=c_{0}+c_{1} x+c_{2} x^{2}+\& c \ldots . c_{m-1} x^{m-1} \\
& \therefore P_{m}=\frac{d P_{m+1}}{d x}-\& c .+c_{0}+c_{1} x+c_{2} x^{2}+\& c \ldots . c_{m-1} x^{m-1}
\end{aligned}
$$

This value substituted in

$$
d V=\left[P_{m} \frac{d^{m+1} y}{d x^{m+1}}+P_{m+1} \cdot \frac{d^{m+2} y}{d x^{m+2}}+\& c . \cdots+P_{n} \frac{d^{n+1} y}{d x^{n+}}\right] d d_{1}
$$

the differential of the given relation

$$
\begin{aligned}
V & =f\left[\frac{d^{m} y}{d x^{m}}, \frac{d^{m+1} y}{d x^{m+1}} \cdots \cdots \frac{d^{n} y}{d x^{n}}\right], \text { gives } \\
d V & =\left[P_{m+1} \frac{d^{m+2} y}{d x^{m+2}}+\frac{d P_{m+1}}{d x} \cdot \frac{d^{m+1} y}{d x^{m+1}}\right] d x \\
& +\left[P_{m+2} \frac{d^{m+3} y}{d x^{m+3}}-\frac{d^{2} P_{m+2}}{d x^{2}} \cdot \frac{d^{m+1} y}{d x^{m+1}}\right] d x \\
& +\quad \& c . \quad \& c . \\
& +\left[P_{n} \frac{d^{n+1} y}{d x^{n+1}}-(-1)^{n-1} \cdot \frac{d^{n-m} P_{n}}{d x^{n-m}} \cdot \frac{d^{m+1} y}{d x^{m+1}}\right] d x \\
& +\left[c_{0}+c_{1} x+c_{2} x^{2}+\& c \ldots . c_{m-1} \cdot x^{m-1}\right] \frac{d^{m+1} y}{\left(l x^{m+1}\right.} d x .
\end{aligned}
$$

Integrating by parts, we get

$$
\begin{aligned}
& V=c+P_{m+1} \cdot \frac{d^{m+1} y}{d x^{m+1}}+\left[P_{m+2} \cdot \frac{d^{m+2} y}{d x^{m+2}}-\frac{d P_{m+2}}{d x} \cdot \frac{d^{m+1} y}{d x^{m+1}}\right]+\& c_{c} \\
+ & P_{n}{ }^{d^{n} y} \frac{d P_{n}}{d x^{n}}-\frac{d^{n-1} y}{d x} \cdot \frac{d^{2}}{d x^{n-1}}+\& c .+(-1)^{n-m-1} \cdot \frac{d^{n-m-1} P_{n}}{d x^{n-m-1}} \cdot \frac{d^{m+1} y}{d x^{m+1}} \\
+ & \int\left[c_{0}+c_{1} x+c_{2} x^{2}+\& c . \ldots+c_{m-1} x^{m-1}\right] \frac{d^{m+1} y}{d x^{m+1}} d x \ldots(E)
\end{aligned}
$$

But since in general

$$
\begin{gathered}
\int x^{r} \cdot \frac{d^{m+1} y}{d x^{m+1}} d x=x^{r} \cdot \frac{d^{m} y}{d x^{m}}-r \cdot x^{r-1} \cdot \frac{d^{m-1} y}{d x^{m-1}}+r(r-1) x^{r-2} \frac{d^{m-2} y}{d x^{m-2}} \& c . \\
+(-1)^{r} \cdot r(r-1)(r-2) \ldots \ldots 2 \cdot 1 \frac{d^{m-\tau} y}{d x^{m-r}}
\end{gathered}
$$

if we put successively $r$ equal to $(1,2,3, \ldots m-1)$, and substitute the resulting values of the integrals,

$$
\int x \frac{d^{m+1} y}{d x^{m+1}} d x, \quad \int x^{2} \frac{d^{m+1} y}{d x^{m+1}} d x, \cdots \int x^{m-1} \frac{d^{m+1} y}{d x^{m+1}} d x
$$

in equation $(E)$ it will be a difforential equation of the order $2 n-m-1$; that is, the original differential equation will have had its order reduced by $m+1$ degrees.
69. Suppose for example that

$$
\begin{equation*}
V=f\left(\frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}\right) \ldots \tag{1}
\end{equation*}
$$

Then the equation $b=0$, becomes

$$
\frac{d P_{1}}{d x}-\frac{d^{2} P_{2}}{d x^{2}}=0
$$

whence by integration $\quad P_{1}=\frac{d P_{2}}{d x}+c$.
and this value substituted in the differential of (1) viz.:

$$
d V=\left[P_{1} \frac{d^{2} y}{d x^{2}}+P_{2} \frac{d^{3} y}{d x^{3}}\right] d x
$$

gives

$$
\begin{gathered}
d V=\left[c+\frac{d P_{2}}{d x}\right] \frac{d^{2} y}{d x^{2}} \cdot d x+P_{2} \frac{d^{3} y}{d x^{3}} d x \\
\therefore V=c^{\prime}+c \frac{d y}{d x}+P_{2} \frac{d^{2} y}{d x^{2}}
\end{gathered}
$$

a differential equation of the second order as it should be, since

$$
2 n-m-1=2
$$

## Relative Maxima and Minima of One Variable.

70. Prop. To determine the form of the function $y=\varphi x$ which will render $\int V d x$ (taken between certain limits) a maximum or min. imum, when $y$ is selected from those functions which satisfy the additional condition $f V^{\prime} d x=c$ (between the same limits); the quantities $V$ and $V^{\prime}$ being functions of $x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \& c$.

The condition $\int V d x=$ a maximum or minimum, gives

$$
D \int V d x=0 \cdots(1)
$$

And the condition $\int V^{\prime} d x=c$, gives

$$
D \rho V^{\prime} d x=0 \cdots \cdot(2)
$$

Multiply (2) by an arbitrary quantity $\lambda$, and add the result to (1); then $\quad D \int V d x+\lambda . D \int V^{\prime} d x=0$ or $D \int\left(V+\lambda V^{\prime}\right) d x=0 \cdots(3)$ and equation (3) will include all the conditions involved in the problem, and will imply that both (1) and (2) are necessarily true.

For since by hypothesis $\lambda$ is an arbitrary quantity, we may write

$$
\begin{aligned}
& D \int\left(V+\lambda_{1} V^{\prime}\right) \cdot f x=0 \quad \text { and } \quad D f\left(V+\lambda_{2} V^{\prime}\right) d x=0 \\
& \therefore D \int\left(\lambda_{1}-\lambda_{2}\right) V^{\prime} d x=0 \quad \text { or } \quad\left(\lambda_{1}-\lambda_{2}\right) D \int V d x=0 .
\end{aligned}
$$

Now $\lambda_{1}$ and $\lambda_{2}$ are not equal, and therefore $\lambda_{1}-\lambda_{2}$ is not equal to zero. Hence we must have

$$
D \int V^{\prime} d x=0, \quad \text { and } . \therefore \text { from (3) } \quad D \int V d x=0 \text { also. }
$$

Thus (3) includes all the conditions required; and therefore if we replace $V$ by $V+\lambda V^{\prime}$, the problem can be solved as one of absolute maxima or minima.

The formula (3) expanded and applied to the limits $x_{0}$ and $x_{1}$ gives

$$
V_{1} d x_{1}-V_{0} d x_{0}+\delta \int_{x_{0}}^{x_{1}} V d x+\lambda\left(V_{1}^{\prime} d x_{1}-V_{0}^{\prime} d x_{0}\right)+\delta \int_{x_{0}}^{x_{1}} \lambda V^{\prime} d x=0 .
$$

71. Cor. It may be shown in nearly the same manner, that when $\int V d x=$ a maximum or minimum, and also

$$
\int V^{\prime} d x=c \quad \text { and } \quad \int V^{\prime \prime} d x=c^{\prime},
$$

the problem may be solved as a case of absolute maxima and minima by replacing $V$ by $V+\lambda V^{\prime}+\lambda^{\prime} V^{\prime \prime}$ where $\lambda$ and $\lambda^{\prime}$ are arbitrary constants.

## Applications.

72. We will now illustrate the principles already explained by a few examples.
73. To find the nature of the line (lying entirely in one plane) which is the shortest distance between two given points.

Let $x_{0} y_{0}$ be the co-ordinates of the point $A$, and $x_{1} y_{1}$ those of $B$. The general value of the length of the are of a plane curve $A B$ is $\int\left(1+\frac{d y_{2}}{d x^{2}}\right)^{\frac{1}{2}} d x$ taken between the proper
 limits. Hence in the present case we shall have

$$
U=\int_{x_{0}}^{x_{1}} V d x=\int_{x_{0}}^{x_{1}}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x=\text { a minimum }
$$

Here $V=\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=f\left(\frac{d y}{d x}\right)$, and consequently by formula (a), the solution of the equation $b=0$ becomes

$$
y=c x+c^{\prime} .
$$

and the shortest path from $A$ to $B$ is a straight line.

The equation

$$
a_{1}-a_{0}=0 \quad \text { or } \quad V_{1} d x_{1}-V_{0} d x_{0}+P_{1} \delta y_{1}-P_{0} \delta y_{0}=0
$$

aisappears in this case, since

$$
d x_{0}=0, d x_{1}=0, \delta y_{1}=0, \quad \text { and } \quad \delta y_{0}=0
$$

the limiting values of both $x$ and $y$ being fixed.
To determine the values of the constants $c$ and $c^{\prime}$ we have the two equations

$$
y_{1}=c x_{1}+c^{\prime}, \quad \text { and } \quad y_{0}=c x_{0}+c^{\prime}
$$

thus the solution of the problem is complete.
2. To find the line of shortest distance between two given curves,

Let the equation of the curve $A B$ be $y_{0}=F_{0} x_{0} \ldots$ (1). and that of the curve $C D$,

$$
y_{1}=F_{1} x_{1} \cdots(2)
$$

As in example 1 ,

$$
\begin{gathered}
V=\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=f\left(\frac{d y}{d x}\right) \\
\therefore y=c x+c^{\prime}
\end{gathered}
$$

and the shortest distance is still a
 straight line.

To determine the values of the constants $c$ and $\dot{c}^{\prime}$, and the limiting values $x_{0}, y_{0}, x_{1}, y_{1}$, we proceed, as follows:

From (1) and (2) we get the following conditions connecting $d x_{0,}$ $\delta y_{0} ; d x_{1}$ and $\delta y_{1}$, viz.:

$$
\delta y_{0}+\left[\frac{d y}{d x}\right]_{0} \cdot d x_{0}=t_{0} d x_{0}, \quad \text { and } \quad \delta y_{1}+\left[\frac{d y}{d x}\right]_{1} d x_{1}=t_{1} d x_{1}
$$

in which

$$
t_{1}=\frac{d F_{0} x_{0}}{d x_{0}}, \quad \text { and } \quad t_{1}=\frac{d F_{1} \cdot r_{1}}{d x_{1}}
$$

Also

$$
\left[\frac{d y}{d x}\right]_{0}=c, \quad \text { and } \quad\left[\frac{d y}{d x}\right]_{1}=c
$$

$\therefore \delta y_{0}=\left(t_{0}-c\right) d x_{0}, \quad \delta y_{1}=\left(t_{1}-c\right) d x_{1}$.

Substituting these values in the equation $a_{1}-a_{0}=0$, and replacing $V_{1}, V_{0}, P_{1}, P_{0}$ by their values, we get

$$
\begin{aligned}
\left(1+c^{2}\right)^{\frac{1}{2}} d x_{1} & -\left(1+c^{2}\right)^{\frac{1}{2}} d x_{0}+c\left(1+c^{2}\right)^{-\frac{1}{2}}\left(t_{1}-c\right) d x_{1} \\
& -c\left(1+c^{2}\right)^{-\frac{1}{2}}\left(t_{0}-c\right) d x_{0}=0 .
\end{aligned}
$$

Now, placing equal to zero the coefficient of $d x_{0}$ and $d x_{1}$, the only arbitrary increments remaining in the equation, we get

$$
\begin{gathered}
\left(1+c^{2}\right)^{\frac{1}{2}}+c\left(1+c^{2}\right)^{-\frac{1}{2}}\left(t_{1}-c\right)=0, \text { and } \\
\left(1+c^{2}\right)^{\frac{1}{2}}+c\left(1+c^{2}\right)^{-\frac{1}{2}}\left(t_{0}-c\right)=0 ; \\
\text { or, } \quad 1+c t_{1}=0 \cdots(3), \text { and } 1+c t_{0}=0 \cdots(4) .
\end{gathered}
$$

These two equations, with the following

$$
y_{0}=c x_{0}+c^{\prime}, \quad y_{1}=c x_{1}+c^{\prime}, \quad y_{0}=F_{0} x_{0}, \quad y_{1}=F_{1} x_{1}
$$

suffice to determine the six quantities, $c, c^{\prime}, x_{0}, y_{0}, x_{1}, y_{1}$.
The equations (3) and (4) show that the shortest line $E E^{\prime \prime}$ cuts both curves at right angles.
73. In the preceding example, suppose the given curves to become straight lines perpendicular to the axis of $x$. Then $d x_{0}=0$, and $d x_{1}=0$, since the extremities of the shortest line will necessarily have invariable abscissæ.
Also $\quad t_{0}=\frac{d y_{0}}{d x_{0}}=\infty$, and $t_{1}=\frac{d y_{1}}{d x_{1}}=\infty ; \quad \therefore c=\frac{1}{t_{0}}=0$;
and as $c^{\prime}$ is now indeterminate, the required line of shortest distance may pass through any point of $A B$.

This is an example of Exception 2.
3. To find the form of the function $y$, which shall render

$$
U=\int_{x_{0}}^{x_{1}} y^{n}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x
$$

a maximum or minimum.
Here we have

$$
V=y^{n}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=f\left(y, \frac{d y}{d x}\right)
$$

and therefore, by formula (b),

$$
V=P_{1} \frac{d y}{d x}+c
$$

But

$$
\begin{gathered}
P_{1}=y^{n}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}} \frac{d y}{d x} \\
\therefore y^{n}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=\frac{y^{n} \frac{d y^{2}}{d x^{2}}}{\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}}+c ; \\
y^{n}=c\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}
\end{gathered}
$$

or,

Making $c=l^{n}$, and solving with respect to $d x$, we get

$$
d x=\frac{l^{n} d y}{\sqrt{y^{2 n}-l^{2 n}}}=l^{n}\left(y^{2 n}-l^{2 n}\right)^{-\frac{1}{2}} \cdot d y
$$

This comes under the binomial forıu, and therefore is integrable when

$$
\frac{1}{2 n}=i, \quad \text { or }, \quad \frac{1}{2 n}-\frac{1}{2}=i
$$

an integer or zero; that is, when $n$ has one of the following values, viz. :

$$
1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \& c . ; \quad \text { or, }-1,-\frac{1}{2},-\frac{1}{3},-\frac{1}{4}, \& c .
$$

As a particular case of this problem, suppose $n=-\frac{1}{2}$;

$$
\therefore d x=\frac{1}{\sqrt{l}}\left(\frac{1}{y}-\frac{1}{l}\right)^{-\frac{1}{2}} d y=\sqrt{\frac{y}{l-y}} \cdot d y
$$

or

$$
d x=\frac{y d y}{\sqrt{l y-y^{2}}}=\frac{\frac{1}{2} l d y}{\sqrt{l y-y^{2}}}-\frac{\frac{1}{2}(l-2 y) d y}{\sqrt{l y}-y^{2}}
$$

$$
\therefore x+c=\frac{1}{2} l \cdot \operatorname{versin}^{-1} \frac{2 y}{l}-\left(l y-y^{2}\right)^{\frac{1}{2}} .
$$

If the limiting values of $x$ and $y$ be given, then

$$
d x_{0}=0, \quad \delta y_{0}=0, \quad d x_{1}=0, \quad \delta y_{1}=0
$$

and the equati, $a_{1}-a_{0}=0$ disappears.
To find the two constants $c$ and $l$, we have the two equatior.s

$$
\begin{aligned}
& x_{0}+c=\frac{1}{2} l \cdot \operatorname{versin} \\
& \\
&-1 \frac{2 y_{0}}{l}-\sqrt{l y_{0}-y_{0}^{2}} \\
& x_{1}+c=\frac{1}{2} l \cdot \operatorname{versin}^{-1} \frac{2 y_{1}}{l}-\sqrt{l y_{1}-y_{1}^{2}}
\end{aligned}
$$

and if

$$
\begin{aligned}
& x_{0}=0, \quad \text { and } y_{0}=0, \text { then } c=0, \quad \text { and } \\
& x=\frac{1}{2} l \cdot \operatorname{versin}^{-1} \frac{2 y}{l}-\sqrt{l y-y^{2}} \cdots(1)
\end{aligned}
$$

74. The equation (1) of this last example exhibits the solution of the celebrated problem of the Brachystochrone, or the curve of swiftest descent.
Thus, let $A$ and $B$ be two points in the same ver- $A$ tical plane, and let it be proposed to determine the nature of the curve $A P B$, along which a heavy body will descend from $A$ to $B$ (under the infiuence of the force of gravity alone) in the shortest possible time.

Denoting by $t$ the time occupied in passing from $A$ to any point $P$ in the unknown path, the co-ordinates of which point are $x$ and $y$; by $s$ the variable arc $A P$, and by $g$ the velocity acquired by a heavy body falling vertically during a unit of time; then it is shown by the principles of Mechanics, that the velocity acquired by the body in descending along the curve, (when it has reached the point $P$,) will be expressed by

$$
\sqrt{2 g y}, \text { and also by } \frac{d s}{d t}=\frac{d x}{d t}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}
$$

$\therefore \sqrt{2 g y}=\frac{d x}{d t} \sqrt{1+\frac{d y^{2}}{d x^{2}}}$ and $t=\frac{1}{\sqrt{2 g}} \int y^{-\frac{1}{2}}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x$
$\therefore \int y^{-\frac{1}{2}}\left(1+\frac{d y^{2}}{d x^{2}}\right) d x=$ a minimum between the limits

$$
x=x_{0}=0, \quad \text { and } \quad x=x_{1}=A F
$$

The equation (1) represents a cycloid, the axis $D C=l$ being vertical, and the extremity of the base coincident with $A$, the point of departure.
75. 4. Through two given points $A$ and $B$, draw a curve, of given length, so that the area included between the chord $A B$ and the curve $A P B$ may be the greatest possible.

This is a problem of relative maxima and minima, since the curve is to be selected from a particular class, viz. : those which have, a given length $l$, or which fulfil the condition

$$
\int_{x_{0}}^{x_{1}}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x=l=\int V^{\prime} d x
$$

Adso $\int V d x=\int_{x_{0}}^{x_{1}} y d x=$ a maximum.
Therefore by the method of relative maxima and minima, we have


$$
\left.\left.\begin{array}{rl}
D & =D f\left(V+\lambda V^{\prime}\right) d x
\end{array}\right)=D \int_{x_{0}}^{x_{1}}\left[y+\lambda\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}\right] d x\right] \text { } \begin{aligned}
& =V_{1} d x_{1}-V_{0} d x_{0}+\delta \int_{x_{0}}^{x_{1}} V d x \\
& +\lambda\left(V_{1}{ }^{\prime} d x_{1}-V_{0}^{\prime} \cdot d x_{0}+\delta \int_{x_{0}}^{x_{1}} V^{\prime} d x\right)
\end{aligned}
$$

Here the limiting values of both $x$ and $y$ are invariable, giving

$$
d x_{0}=0, \quad \delta y_{0}=0, \quad d x_{1}=0, \quad \delta y_{1}=0
$$

Also

$$
V+\lambda V^{\prime}=y+\lambda\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=f\left(y, \frac{d y}{d x}\right)
$$

Hence the equation $a_{1}-a_{0}$ disappears, and formula (b) gives

$$
\begin{gathered}
V+\lambda V^{\prime}=c+\frac{\lambda\left(\frac{d y^{2}}{d x^{2}}\right)}{\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}}=y+\lambda\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} \\
\therefore c\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}+\lambda \frac{d y^{2}}{d x^{2}}=y\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}+\lambda\left(1+\frac{d y^{2}}{d x^{2}}\right) . \\
\therefore(y-c)\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=\lambda \text { and } \frac{d y^{2}}{d x^{2}}=\frac{\lambda^{2}}{(y-c)^{2}}-1 . \\
d x=\frac{(y-c) d y}{\sqrt{\lambda^{2}-(y-c)^{2}}}, \quad \text { whence } \\
\text { or } \quad \begin{array}{c}
\left.\therefore \lambda^{2}-(y-c)^{2}\right]^{\frac{1}{2}}+c^{\prime} \text { or }\left(x-c^{\prime}\right)^{2}+(y-c)^{2}=\lambda^{2}
\end{array} .
\end{gathered}
$$

and the required curve is the arc of a circle.
To determine the constants $c, c^{\prime}$, and $\lambda$ we have the three equations

$$
\begin{gathered}
\left(x_{0}-c^{\prime}\right)^{2}+\left(y_{0}-c\right)^{2}=\lambda^{2}, \quad\left(x_{1}-c^{\prime}\right)^{2}+\left(y_{1}-c\right)^{2}=\lambda^{2} \quad \text { and } \\
\frac{\frac{1}{2} \operatorname{chord} A B}{\lambda}=\sin \left(\frac{\frac{1}{2}^{\frac{1}{2}}}{\lambda}\right)
\end{gathered}
$$

or when the origin is at $A$ and the chord $A B$ coincides with the axis of $x$,

$$
c^{\prime 2}+c^{2}=\lambda^{2},\left(x_{1}-c^{\prime}\right)^{2}+c^{2}=\lambda^{2}, \text { and } \frac{x_{1}}{2 \lambda}=\sin \frac{i}{2 \lambda}
$$

76. 5. Given the length $l$ of the curve joining two fixed points $A$ and $B$, to find the form of the curve when the surface generated by its revolution about the axis $A B$ is the greatest possible.

Here $\int V d x=\int_{x_{0}}^{x_{1}} 2 \pi y\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x$
$=\mathrm{a}$ maximum,
and $\int V^{\prime} d x=\int_{x_{0}}^{x_{1}}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x=l$.


$$
\therefore D U=D f\left(V+\lambda V^{\prime}\right) d x=0
$$

and

$$
V+\lambda V^{\prime}=2 \pi y\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}+\lambda\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=f\left(y, \frac{d y}{d x}\right)
$$

The equation $a_{1}-a_{0}=0$ disappears, and (b) gives

$$
\begin{gathered}
\nabla+\lambda V^{\prime}=c+(2 \pi y+\lambda)\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}} \frac{d y^{2}}{d x^{2}}=\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}(2 \pi y+\lambda) \\
\therefore c\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=2 \pi y+\lambda, \frac{d y^{2}}{d x^{2}}=\frac{(2 \pi y+\lambda)^{2}}{c^{2}}-1 \\
\therefore d x=\frac{c d y}{\sqrt{(2 \pi y+\lambda)^{2}-c^{2}}}
\end{gathered}
$$

fo integrate this put $2 \pi y+\lambda=z$ and $\sqrt{z^{2}-c^{2}}=z-t$,
เมen $-c^{2}=-2 z t+t^{2}, z=\frac{c^{2}+t^{2}}{2 t}$, and $d y=\frac{d z}{2 \pi}=\frac{t^{2}-c^{2}}{4 \pi t^{2}} d t$. and $\sqrt{(2 \pi y+\lambda)^{2}-c^{2}}=\frac{c^{2}-t^{2}}{2 t} . \quad \therefore d x=-\frac{c}{2 \pi} \cdot \frac{d t}{t}$.
$\therefore x=\frac{c}{2 \pi} \log \frac{c^{\prime}}{t}=\frac{c}{2 \pi} \log \frac{c^{\prime}}{2 \pi y+\lambda-\sqrt{(2 \pi y+\lambda)^{2}-c^{2}}}$
$=\frac{c}{2 \pi} \log \frac{2 \pi y+\lambda+\sqrt{(2 \pi y+\lambda)^{2}-c^{2}}}{\frac{c^{2}}{c^{\prime}}}$
$=C \log \frac{y+C^{\prime}+\sqrt{\left(y+\overline{\left.C^{\prime}\right)^{2}-C^{\prime 2}}\right.}}{C^{\prime \prime}}$
in which $C=\frac{c}{2 \pi}, C^{\prime}=\frac{\lambda}{2 \pi}, \quad$ and $\quad C^{\prime \prime}=\frac{c^{2}}{2 \pi c^{\prime}}$.
This is the equation of the Catenary, which therefore is the required curve.
77. Prop. To find the form of the function and the values of the limits $x_{0}$ and $x_{1}$ which shall render
$\boldsymbol{U}=V^{\prime}+\int_{x_{0}}^{x_{1}} V d x$ a maximum or minimum, where

$$
\begin{gathered}
V=f\left(x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \cdots \cdots \frac{d^{n} y}{d x^{n}}\right), \\
V^{\prime}=f^{\prime}\left[x_{0}, y_{0},\left(\frac{d y}{d x}\right)_{0} \cdots\left(\frac{d^{n^{\prime} y}}{d x^{n^{\prime}}}\right), x_{1}, y_{1},\left(\frac{d y}{d x}\right)_{1} \cdots \cdots\left(\frac{d^{n^{\prime \prime}} y}{d x^{n^{\prime \prime}}}\right)_{1}\right]
\end{gathered}
$$

The general equation $b=0$, being derived exclusively from the terms under the sign of integration, must be the same as in the last proposition, and therefore it will be necessary to consider only those terms which refer to the limits:

$$
\text { Put } \begin{aligned}
d V & =M^{\prime} d x_{0}+N^{\prime} d y_{0}+P_{1}^{\prime} d\left(\frac{d y}{d x}\right)_{0}+P_{2}^{\prime} d\left(\frac{d^{2} y}{d x^{2}}\right)_{0}+\& c_{0} \ldots \\
& +P_{n}^{\prime} d\left(\frac{d^{n^{\prime}} y}{d x^{\prime \prime}}\right)+M^{\prime \prime} d x_{1}+N^{\prime \prime} d y_{1}+P_{1}^{\prime \prime} d\left(\frac{d y}{d x}\right)_{1} \\
& +P_{2}^{\prime \prime} d\left(\frac{d^{2} y}{d x^{2}}\right)_{1}+\& c . \cdots+P_{n^{\prime \prime}}^{\prime \prime} d\left(\frac{d^{n^{\prime \prime}} y}{d x^{n^{\prime \prime}}}\right)
\end{aligned}
$$

Then the additional terms in $D U$, resulting from $V^{\prime}$, are

$$
\begin{aligned}
& M^{\prime} d x_{0}+N^{\prime} \delta y_{0}+P_{1}^{\prime}\left(\frac{d \delta y}{d x}\right)_{0}+P_{2}^{\prime}\left(\frac{d^{2} \delta y}{d x^{2}}\right)_{0} \cdots \cdots+P_{\xi^{\prime \prime}}^{\prime \prime}\left(\frac{d^{n^{\prime}} \delta y}{d x^{n^{\prime}}}\right) \\
+ & M^{\prime \prime} d x_{1}+N^{\prime \prime} \delta y_{1}+P_{1}^{\prime \prime}\left(\frac{d \delta y}{d x}\right)_{1}+P_{2}^{\prime \prime}\left(\frac{d^{2} \delta y}{d x^{2}}\right)_{1} \cdots+P_{n^{\prime \prime \prime}}^{\prime \prime}\left(\frac{d^{\prime \prime \prime} \delta y}{d x^{n^{\prime \prime}}}\right) ;
\end{aligned}
$$

and the first member of the equation $a_{1}-a_{0}=0$ will be increased by these terms, which, being of the same form with the terms pre-
viously found in that equation, there will be no difference in the manner of discussing it in its modified form.

It must be remembered, however, that the possibility of satisfying the condition $D U=0$, depends upon the fact that the number of independent increments in the equation $a_{1}-a_{0}=0$, does not usually exceed the number of arbitrary constants in the integral of the equation $b=0$. Hence if, in any particular case, the number of independent increments should be greater than the number of constants, the solution would be impossible.

Now in the case at present under consideration, the number of increments.

$$
d x_{0}, \delta y_{0},\left(\frac{d \delta y}{d x}\right)_{0} \cdots \cdots\left(\frac{d^{n \prime} \delta y}{d x^{n^{\prime}}}\right)_{0}
$$

relating to the inferior limit is $n^{\prime}+2$; and the number of increments already found to exist in $a_{0}$ is $n+1$.

If then $n^{\prime}+2>n+1$, or $n^{\prime}>n-1$, the solution of the problem will be impossible.

Similar remarks apply to the superior limit; and we conclude that when the new function $V^{\prime}$ contains any coefficient of an order higher than $n-1$, the function $U$ will not admit of a maximum or minimum.
78. Prop. To find the form of the function $y$ and the values of the limits $x_{0}$ and $x_{1}$, which shall render $U=\int_{x_{0}}^{x_{1}} V d x$ a maximum or minimum, where

$$
\begin{gathered}
V=f\left[x, y, \frac{d y}{d x} \cdots \frac{d^{n} y}{d x^{n}}, x_{0}, y_{0},\left(\frac{d y}{d x}\right)_{0} \cdots\left(\frac{d^{n^{\prime}} y}{d x^{n^{\prime}}}\right)_{0}, x_{1}, y_{1}\right. \\
\left.\left(\frac{d y}{d x}\right)_{1} \cdots \cdots\left(\frac{d^{n^{\prime \prime}} y}{d x^{n^{\prime \prime}}}\right)_{1}\right] .
\end{gathered}
$$

The general equation $D U=0$ becomes in this case (p. 441)*

$$
\begin{aligned}
& \left.\left[V_{1}+\int_{x_{0}}^{x_{1}\{ } m_{1}+n_{1}\left(\frac{d \prime}{d x}\right)_{1}+p_{1}\left(\frac{d^{2} y}{d x^{2}}\right)_{1}+q_{1}\left(\frac{d^{3} y}{d x^{3}}\right)_{1}+\& c .\right\} d x\right] d x_{1} \\
& +\left[-V_{0}+\int_{x_{0}}^{\left.x_{1}\left\{m_{0}+n_{0}\left(\frac{d y}{d x_{0}}\right)_{0}+p_{0}\left(\frac{d^{2} y}{d x^{2}}\right)_{0}+q_{0}\left(\frac{d^{3} y}{d x^{3}}\right)_{0}+\& c .\right\} d x\right] d x_{0}} \begin{array}{r}
+\left[\left(P_{1}-\frac{d P_{2}}{d x}+\& c .\right)_{1}+\int_{x_{0}}^{x_{1}} n_{1} d x\right] \delta y_{1}-\left[\left(P_{1}-\frac{d P_{2}}{d x}+\& c .\right)_{0}\right. \\
+\left[\left(P_{2}-\frac{d P_{3}}{d x}+\& c .\right)_{1}+\int_{x_{0}}^{x_{1}} p_{1} d x\right]\left(\frac{d \delta y}{d x}\right)_{1}-\left[\left(P_{2}-\frac{d P}{d x}+\& x_{1} n_{0} d x\right] \delta y_{0}\right. \\
\left.+\int_{x_{0}}^{x_{1}} p_{0} d x\right]\left(\frac{d \delta y}{d x}\right)_{0}+\& c . \\
+\int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c .\right] \delta y . d x=0
\end{array}\right.
\end{aligned}
$$

This being written in the form

$$
a_{1}-a_{0}+\int_{x_{0}}^{x_{1}} b \delta y d x=0
$$

shows that $b$ is the same as before, and therefore the form of the function $y$ is not changed by supposing $V$ to contain explicitly the limiting values of $x, y, \frac{d y}{d x}, \& c$.

Also the terms in $a_{1}-a_{0}=0$ are of the same nature as if $V$ did not contain the limits, forming a series
$A_{1} d x_{1}+B_{1} \delta y_{1}+C_{1}\left(\frac{d \delta y}{d x}\right)_{1}+\& c .+A_{0} d x_{0}+B_{0} \delta y_{0}+C_{0}\left(\frac{d \delta y}{d x}\right)_{0} \& c$.
$A_{1}, B_{1}, C_{1}, \& c ., A_{0}, B_{0}, C_{0}, \& c$. being constants. For in the expressions

$$
\int_{x_{0}}^{x_{1}} m_{1} d x, \int_{x_{0}}^{x_{1}} m_{0} d x, \& c
$$

the same supposition is made as in the terms

$$
\left(P_{1}-\frac{d P_{2}}{d x}+\& c .\right)_{1}, \quad\left(P_{1}-\frac{d P_{2}}{d x}+\& c .\right)_{0}
$$

and the other coefficients of the several increments in the equation $a_{1}-a_{0}=0$, where $V$ did not contain the limits; viz.: that the value of $y$, derived from the equation $b=0$, has been substituted in $m_{\mathrm{i}}, m_{0}$, \&c. This substitution oeing effected, and the definite integrals

$$
\int_{x_{0}}^{x_{1}} m_{1} d x, \quad \int_{x_{0}}^{x_{1}} m_{0} d x, \& c_{0},
$$

being formed, the quantities $A_{1}, B_{1}, A_{0}, B_{0}, \& \mathrm{c}$., will become entirely constant.

Thus the mode of treating the equation $D U=0$ is in all respects the same as in the case previously considered.

The following examples will illustrate the cases considered in the last two propositions.
79. Ex. Having given the area $c$ of the figure $B A A_{1} B_{1}$, bounded by the axis of $x$, by two ordinates passing through the given points $B$ and $B_{1}$, and by a curve $A C A_{1}$, to find the nature of the curve and the values of the extreme ordinates $B A$ and $B_{1} A_{1}$, when the perimeter of the figure is a minimum. Put $O B=x_{0}, \quad O B_{1}=x_{1}, B A=y_{0}, B_{1} A_{1}=y_{1}$. Then, since

$$
B B_{1}=x_{1}-x_{0}
$$

is constant, we have


$$
B A+B_{1} A_{1}+A C A_{1}=y_{0}+y_{1}
$$

$$
+\int_{x_{0}}^{x_{1}}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x=V^{\prime \prime}+\int_{x_{0}}^{x_{1}} V d x=\text { a minimum }
$$

Also

$$
\int_{x_{0}}^{x_{1}} V^{\prime} d x=\int_{x_{0}}^{x_{1}} y d x=c
$$

$$
\therefore U=V^{\prime \prime}+\int_{x_{0}}^{x_{1}}\left(V+\lambda V^{\prime}\right) d x=\text { a minimum }
$$

Here $U$ contains a term $V^{\prime \prime}$, exterior to the sign of nintegration, involving the limiting values of $y$, and, therefore, by the method
applicable to such cases, combined with that of relative macima and minima, we have

$$
D U=D\left[y_{0}+y_{1}+\int_{x_{0}}^{x_{1}}\left\{\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}+\lambda y\right\} d x\right]=0 .
$$

Now $\quad V+\lambda V^{\prime}=f\left(y, \frac{d y}{d x}\right)$, and therefore by formula (b)

$$
V+\lambda V^{\prime}=c_{1}+P_{1} \frac{d y}{d x}
$$

But

$$
\begin{gathered}
P_{1}=\frac{d\left(V+\lambda V^{\prime}\right)}{d \frac{d y}{d x}}=\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}} \cdot \frac{d y}{d x} \\
\therefore c_{1}+\frac{d y^{2}}{d x^{2}}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}}=\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}+\lambda y: \\
\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}\left(c_{1}-\lambda y\right)=1 .
\end{gathered}
$$

Put $\frac{c_{1}}{\lambda}=\beta$, and $\frac{1}{\lambda}=\alpha$, then $\left(1+\frac{d y^{2}}{d x^{2}}\right)(\beta-y)^{2}=\alpha^{2} ;$
$\therefore d x=\frac{(\beta-y) d y}{\sqrt{\alpha^{2}-(\beta-y)^{2}},}$ and $x=c_{2}+\left[\alpha^{2}-(\beta-y)^{2}\right]^{\frac{1}{2}}$
or, $\quad\left(x-c_{2}\right)^{2}+(y-\beta)^{2}=\alpha^{2}$, the equation of a circle.
Hence, the curve $A C A_{1}$, is a circular arc.
To determine the values of the ordinates $y_{0}$ and $y_{3}$, and that of $\alpha$, the radius of the circle, we recur to the equation

$$
\begin{gathered}
a_{1}-a_{0}=0, \text { which becomes, in the present case } \\
\begin{array}{c}
\left(V^{\prime}+\lambda V^{\prime}\right)_{1} d x_{1}-\left(V+\lambda V^{\prime}\right)_{0} d x_{0}+\left(P_{1}\right)_{1} \delta y_{1}-\left(P_{1}\right)_{0} \delta y_{0} \\
+N^{\prime \prime} \delta y_{1}+N^{\prime} \delta y_{0}=0, \quad \text { (1), }
\end{array}
\end{gathered}
$$

since $V+\lambda V^{\prime}$ does not contain $P_{2}, P_{3}$, \&c., and $V^{\prime \prime}$ contains only $y_{\mathrm{c}}$ and $y_{1}$.
Also, since the points $B$ and $B_{1}$ are given, $d x_{0}=0$, and $d x_{1}=0$.
Thus, (1) is equivalent to the two conditions

$$
\left(P_{1}\right)_{1}+N^{\prime \prime}=0, \quad\left(P_{1}\right)_{0}-N^{\prime}=0
$$

But

$$
N^{\prime}=\frac{d V^{\prime \prime}}{d y_{0}}=1, \quad \text { and } \quad N^{\prime \prime}=\frac{d V^{\prime \prime}}{d y_{1}}=1
$$

Hence, by substituting the values of $N^{\prime}, N^{\prime \prime}$ and $P_{1}$, we obtain

$$
\begin{gathered}
{\left[\frac{d y}{d x}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}}\right]_{1}+1=0, \quad \text { and } \quad\left[\frac{d y}{d x}\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}}\right]_{0}-1=0 ;} \\
\therefore\left(\frac{d y}{d x}\right)_{0}=+\infty, \quad \text { and } \quad\left(\frac{d y}{d x}\right)_{1}=-\infty
\end{gathered}
$$

And therefore the arc $A C A_{1}$ is a semicircle, the tangents at $A$ and $A_{1}$ being perpendicular to $O X$.
Also, $\quad$ radius $\alpha=\frac{1}{2}\left(x_{1}-x_{0}\right)$, and $y_{1}=y_{0}$.
But area $B A A_{1} B_{1}=2 \alpha \cdot y_{0}+\frac{1}{2} \pi \alpha^{2}=c$, and $\cdot \ddots y_{0}$ becomes knowu, thus making the solution complete.
80. $E x$. To find the curve of swiftest descent from one given curve to another, the motion being supposed to commence at the upper curve.

Let $A B$ and $A_{1} B_{1}$ be the given curves, and $C C_{1}$ the curve required.

Put $O D=x_{0}, \quad D C=y_{0}, \quad O E=x$, $E P=y, \quad O F=x_{1}, \quad F C_{1}=y_{1}, \quad C P=s$. Then, by the principles of Mechanics (before cited), the velocity acquired by the body in descending from $C$ to $P$ along the curve $C P C_{1}$, is expressed by

$$
\begin{gathered}
\sqrt{2 g \times I P}=\sqrt{2 g\left(y-y_{0}\right)} ; \quad \text { and also by } \frac{d s}{d t}=\frac{d x}{d t} \sqrt{1+\frac{d y^{2}}{d x^{2}}} ; \\
\therefore d t=\left[2 g\left(y-y_{0}\right)\right]^{-\frac{1}{2}} \cdot\left[1+\frac{d y^{2}}{d x^{2}}\right]^{\frac{1}{2}} d x .
\end{gathered}
$$

$\therefore U=\int_{x_{0}}^{x_{1}}\left(y-y_{0}\right)^{-\frac{1}{2}} \cdot\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x=\int_{x_{0}}^{x_{1}} V d x=$ a minimum.
Here $V$ contains the limit $y_{0}$ explicitly; and therefore $D U$ will crin tain the additional terms

$$
\left[\int_{x_{0}}^{x_{1}} n_{0}\left(\frac{d y}{d x}\right)_{0} d x\right] d x_{0}+\left[\int_{x_{0}}^{x_{1}} n_{0} d x\right] \delta y_{0}
$$

which terms appear in the equation $a_{1}-a_{0}=0$, but not in the equation $b=0$.
Also, since $\quad V=f\left(y, \frac{d y}{d x}\right), \quad$ we have, by formula $(b)$,

$$
V=c+P_{1} \frac{d y}{d x}
$$

$$
\cdot\left(y-y_{0}\right)^{-\frac{1}{2}} \cdot\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}}=c+\frac{d y^{2}}{d x^{2}}\left[\left(y-y_{0}\right)\left(1+\frac{d y^{2}}{d x^{2}}\right)\right]^{-\frac{1}{2}} ;
$$

or, $\quad\left[\left(y-y_{0}\right)\left(1+\frac{d y^{2}}{d x^{2}}\right)\right]^{\frac{1}{2}}=\frac{1}{c}=(2 C)^{\frac{1}{2}}$

$$
\therefore \frac{d y}{d x}=\left[\frac{2 \dot{C}-\left(y-y_{0}\right)}{y-y_{0}}\right]^{\frac{1}{2}}
$$

This is the differential equation of a cycloid having the axis parallel to $y$, the cusp or extremity of the base at the upper point $x_{0}, y_{0}$, and the diameter of the generating circle $=2 C$.

The equation $a_{1}-a_{0}=0$ gives, in this case,

$$
\begin{aligned}
V_{1} d x_{1}-V_{0} d x_{0} & +\left(P_{1}\right)_{1} \delta y_{1}-\left(P_{1}\right)_{0} \delta y_{0}+\left(\int_{x_{0}}^{x_{1}} n_{0}\left(\frac{d y}{d x}\right)_{0} d x\right) d x_{0} \\
& +\left(\int_{x_{0}}^{x_{1}} n_{0} d x\right) \delta y_{0}=0 \cdots(1)
\end{aligned}
$$

But $\quad n_{0}=\frac{d V}{d y_{0}}=-\frac{d V}{d y}=-N=-\frac{d P_{1}}{d x}$, since $N-\frac{d P_{1}}{d x}=0$

$$
\therefore \int n_{0} d x=-\int \frac{d P_{1}}{d x} d x=-P_{1}+c_{1} .
$$

$$
\begin{aligned}
\therefore \int_{x_{0}}^{x_{1}} n_{0} d x & =\left(P_{1}\right)_{0}-\left(P_{1}\right)_{1}, \text { and } \int\left(\frac{d y}{d x}\right)_{0} n_{0} d x \\
& =\left(\frac{d y}{d x}\right)_{0}\left[\left(P_{1}\right)_{0}-\left(P_{1}\right)_{1}\right]
\end{aligned}
$$

Again, if the differential equations of the two given curves be

$$
\frac{d y_{0}}{d x_{0}}=t_{0}, \quad \text { and } \quad \frac{d y_{1}}{d x_{1}}=t_{1}
$$

we shall have the following conditions connecting the values of $d x_{0}$, $\delta y_{0}, d x_{1}$, and $\delta y_{1}$, viz. :

$$
\delta y_{0}+\left(\frac{d y}{d x}\right)_{0} d x_{0}=t_{0} d x_{0}, \quad \text { and } \quad \delta y_{1}+\left(\frac{d y}{d x}\right)_{1} d x_{1}=t_{1} d x_{1}
$$

Now substituting the values of $\delta y_{0}, \delta y_{1}, \int_{x_{0}}^{x_{1}} n_{0} d x$, and $\int_{x_{0}}^{x_{1}}\left(\frac{d y}{d x}\right)_{0} n_{0} d x$. in (1), and placing the coefficients of $d x_{0}$ and $d x_{1}$, separately, equal to zero, we get

$$
\begin{gathered}
V_{1}+\left(P_{1}\right)_{1}\left[t_{1}-\left(\frac{d y}{d x}\right)_{1}\right]=0, \text { and } \\
V_{0}+\left(P_{1}\right)_{0}\left[t_{0}-\left(\frac{d y}{d x}\right)_{0}\right]-\left[\left(P_{1}\right)_{0}-\left(P_{1}\right)_{1}\right]\left(\frac{d y}{d x}\right)_{0} \\
-\left[\left(P_{1}\right)_{0}-\left(P_{1}\right)_{1}\right]\left[t_{0}-\left(\frac{d y}{d x}\right)_{0}\right]=0, \text { or, } \\
{\left[\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} \cdot\left(y-y_{0}\right)^{-\frac{1}{2}}\right]_{1}^{1}+\left(\frac{d y}{d x}\right)_{1}\left[\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}}\right.} \\
\left.\left(y-y_{0}\right)^{-\frac{1}{2}}\right]_{1} \cdot\left[t_{1}-\left(\frac{d y}{d x}\right)_{1}\right]=0 \cdots(2)
\end{gathered}
$$

and $\left[\left(1+\frac{d y^{2}}{d x^{2}}\right)^{\frac{1}{2}} \cdot\left(y-y_{0}\right)^{-\frac{1}{2}}\right]_{0}-\left(\frac{d y^{2}}{d x^{2}}\right)_{0}\left[\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}}\right.$.

$$
\left.\left(y-y_{0}\right)^{-\frac{1}{2}}\right]_{0}+t_{0}\left(\frac{d y}{d x}\right)_{1}\left[\left(1+\frac{d y^{2}}{d x^{2}}\right)^{-\frac{1}{2}} \cdot\left(y-y_{0}\right)^{-\frac{1}{2}}\right]_{1}=0 \cdots(3) .
$$

From (2) we obtain $1+t_{1}\left(\frac{d y}{d x}\right)_{1}=0$; and therefore the cycloid intersects the second curve at right angles.

Also, from (3) we get $\quad 1+t_{0}\left(\frac{d y}{d x}\right)_{1}=0 ; \quad \therefore t_{1}=t_{0}$, and the tangents to the two curves, at the points of intersection with the cycloid, are parallel. The co-ordinates of those points are readily found.
81. Prop. To determine the forms of the functions $y$ and $z$, and the values of the limits $x_{1}$ and $x_{0}$, which shall render

$$
\begin{gathered}
U=\int_{x_{0}}^{x_{1}} V d x \text { a maximum or minimum, where } \\
V=f\left[x, y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}, \cdots \cdots \frac{d^{n} y}{d x^{n}}, \quad \dot{z}, \frac{d z}{d x}, \frac{d^{2} z}{d x^{2}} \cdots \cdots \frac{d^{m} z}{d x^{m}}\right] .
\end{gathered}
$$

The equation $D U=0$ becomes in this case

$$
\begin{aligned}
& V_{1} d x_{1}-V_{0} d x_{0}+\left[P_{1}-\frac{d P_{2}}{d x}+\& \mathrm{c} .\right]_{1} \delta y_{1}-\left[P_{1}-\frac{d P_{2}}{d x}+\& \mathrm{c} .\right]_{0} \cdot \delta y_{0} \\
& +\left[P_{2}-\& \mathrm{c} .\right]_{1}\left(\frac{d \delta y}{d x}\right)_{1}-\left[P_{2}-\& \mathrm{c} .\right]_{0}\left(\frac{d \delta y}{d x}\right)_{0} \cdots+\left[P_{n} \frac{d^{n-1} \delta y}{d x^{n-1}}\right]_{1} \\
& -\left[P_{n} \cdot \frac{d^{n-1} \delta y}{d x^{n-1}}\right]_{0}+\int_{x_{0}}^{x_{1}}\left[N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}^{\prime}}{d x^{2}}-\& \mathrm{c} .\right. \\
& \left.\cdots \cdots+(-1)^{n} \cdot \frac{d^{n} P_{n}}{d x^{n}}\right] \delta y d x . \\
& +\left[P_{1}^{\prime}-\frac{d P_{2}^{\prime}}{d x}+\& c .\right]_{1} \delta z_{1}-\left[P_{1}^{\prime}-\frac{d P_{2}^{\prime}}{d x}+\& \mathrm{c} .\right]_{0} \cdot \delta z_{0} \\
& +\left[P_{2}^{\prime}-\& \mathrm{c} \cdot\right]_{1}\left(\frac{d \delta z}{d x}\right)_{1}-\left[P_{2}^{\prime}-\& \mathrm{c} .\right]_{0}\left(\frac{d \delta z}{d x}\right)_{0} \& c . \\
& +\left[P_{m}^{\prime} \frac{d^{m-1} \delta z}{d x^{m-1}}\right]-\left[P_{m}^{\prime} \frac{d^{m-1} \delta z}{d x^{m-1}}\right]_{0}+\int_{x_{0}}^{x_{1}}\left[N^{\prime}-\frac{d P_{1}^{\prime}}{d x}+\frac{d^{2} P_{2}^{\prime}}{d x^{2}}-\& \mathrm{c} .\right. \\
& \left.\cdots \cdots+(-1)^{m} \cdot \frac{d^{m} P_{m}}{d x^{m}}\right] \delta z . d x=0 .
\end{aligned}
$$

If the functions $y$ and $z$ be independent of each other, their variations $\delta y$ and $\delta z$ will also be independent; and, by reasoning as in previous propositions, it will appear that we shall have the conditions

$$
\begin{align*}
& N-\frac{d P_{1}}{d x}+\frac{d^{2} P_{2}}{d x^{2}}-\& c \ldots .+(-1)^{n} \cdot \frac{d^{n} P_{n}}{d x^{n}}=0, \\
& N^{\prime}-\frac{d P_{1}^{\prime}}{d x}+\frac{d^{2} P_{2}^{\prime}}{d x^{2}}-\& c \ldots+(-1)^{m} \cdot \frac{d^{m} P_{m}^{\prime}}{d x^{m}}=0 \ldots \tag{1}
\end{align*}
$$

And for the equation of the limits

$$
\begin{aligned}
& V_{1} d x_{1}-V_{0} d x_{0}+\left[P_{1}-\frac{d P_{2}}{d x}+\& \mathrm{c} .\right]_{1} \delta y_{1}-\left[P_{1}-\frac{d P_{2}}{d x}+\& \mathrm{c} .\right]_{0} \delta y_{0} \\
& +\left[P_{2}-\& \mathrm{c} .\right]_{1}\left(\frac{d \delta y}{d x}\right)_{1}-\left[P_{2}-\& c .\right]_{0}\left(\frac{d \delta y}{d x}\right)_{0} \& c . \& c . \\
& +\left[P_{1}^{\prime}-\frac{d P_{2}^{\prime}}{d x}+\& \mathrm{c} .\right]_{1} \cdot \delta z_{1}-\left[P_{1}^{\prime}-\frac{d P_{2}^{\prime}}{d x}+\& c .\right]_{0} \cdot \delta z_{0} \\
& +\left[P_{2}^{\prime}-\& \mathrm{c} .\right]\left(\frac{d \delta z}{d x}\right)_{1}-\left[P_{2}^{\prime}-\& \mathrm{c} .\right]_{0}\left(\frac{d \delta z}{d x}\right)_{0} \cdot \& c . \& \mathrm{c} .=0, \ldots \ldots(2) .
\end{aligned}
$$

The mode of treating these equations is exactly the same as that employed when $V$ contained but one function, and by reasoning, as in that case, it may be readily shown that the number of equations applicable to the solution of the problem will not, in general, be affected by any equations of condition restricting the limits. For every such equation of condition will diminish by unity the number of terms in (2), either by reducing to zero the variation which appears in such term; or, by uniting two terms in one, and thereby diminishing by unity the number of equations deducible from (2).

But the given equation of condition will just supply the place of that which has disappeared.

Thus it will suffice to prove that (1) and (2) furnish the requisite number of equations in a single case, as when the limits of $x$ are alone fixed.

Now the first of equations ( 1 ) is of the order $2 n$ in $y$, and $m+n$ in $z$, and the second of equations (1) is of the order $m+n$ in $y$, and $2 m$ in $z$. They are therefore of the forms

$$
\begin{aligned}
& F_{1}\left[x, y, \frac{d y}{d x} \cdots \frac{d^{2 n} y^{\prime}}{d x^{2 n}}, z, \frac{d z}{d x} \cdots \frac{d^{m+n} z}{d x^{m+n}}\right]=0 \ldots(3) \\
& F_{2}\left[x, y, \frac{d y}{d x} \cdots \frac{d^{m+n} y}{d x^{m+n}}, z, \frac{d z}{d x} \cdots \frac{d^{2 m z}}{d x^{2 m}}\right]=0 \ldots \text { (4). }
\end{aligned}
$$

If, then, we differentiate (3) $2 m$ times, and (4) $m+n$ times, we shall have $3 m+n+2$ equations with which to eliminate the $3 m+n$ quantities $z, \frac{d z}{d x} \cdots \cdots \frac{d^{3 m+n}}{d x^{3 m+n}}$, and the resulting equation will be of the order $2 m+2 n$ in $y$. The integral of this equation will contain $2 m+2 n$ constants. But the number of equations given by (2) is exactly $2 n+2 m$, viz. : the $2 n$ equations,
$\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{1}=0,\left[P_{1}-\frac{d P_{2}}{d x}+\& c .\right]_{0}=0,\left[P_{2}-\& \mathrm{c} .\right]_{1}=0, \& c . ;$ and the $2 m$ equations,

$$
\begin{gathered}
{\left[P_{1}^{\prime}-\frac{d P_{2}^{\prime}}{d x}+\& c .\right]_{1}=0,\left[P_{1}^{\prime}-\frac{d P_{2}^{\prime}}{d x}+\& c .\right]_{0}=0} \\
{\left[P_{2}^{\prime}-\& c .\right]_{1}=0, \& c .}
\end{gathered}
$$

Hence the problem is in general determinate, but there are exceptions entirely similar to those considered in the case of a single dependent function $y$.
82. If the functions $y$ and $z$ be connected by an equation $L=0$, and if it be possible to resolve that equation with respect to $y$ ir $z$. so as to obtain a result of the form $z=f\left(x, y, \frac{d y}{d x}, \& c.\right)$, the values of $\frac{d z}{d x}, \frac{d^{2} z}{d x^{2}}, \& c$., can be formed by differentiation, and substituted in that of $V$, which will then contain $x, y$, and the differential coefficients of $y$ with respect to $x$, thus presenting a case already considered.
83. But since the proposed equation $L=0$ is often a differential equation difficult to be integrated, we are often compelled to adopt the method already noticed, (Page 444) in which by the introduction of a new indeterminate quantity $\lambda$, and a suitable determination of its value, we are enabled to obtain an expression for $\delta U$ which shall contain but one of the variations $\delta y$ and $\delta z$ under the sign of integration.

Thus, if we denote by $\theta$, the sum of the terms exterior to the sign of integration in the value of $\delta U$, (Page 445) there will result

$$
\begin{aligned}
\delta U=\theta & +\int_{x_{0}}^{x_{1}}\left[N+\lambda \alpha-\frac{d\left(P_{1}+\lambda \beta\right)}{d x}+\& c .\right] \delta y d x \\
& +\int_{x_{0}}^{x_{1}}\left[N^{\prime}+\lambda \alpha^{\prime}-\frac{d\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)}{d x}+\& c .\right] \delta z d x
\end{aligned}
$$

and if we so assume the quantity $\lambda$ as to fulfil the condition

$$
N^{\prime}+\lambda \alpha^{\prime}+\frac{d\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)}{d x}+\& c .=0
$$

it will appear by reasoning, similar to that employed when $y$ was the only function, that the condition $\delta U=0$ cannot be satisfied (so long as the form of $\delta y$ is arbitrary) unless we have the two conditions

$$
\theta=0 \quad \text { and } \quad N+\lambda \alpha-\frac{d\left(P_{1}+\lambda \beta\right)}{d x}+\& c .=0
$$

Hence, we have for the solution of the problem, the three general equations

$$
L=0, N+\lambda \alpha-\frac{d\left(P_{1}+\lambda \beta\right)}{d x}+\& c .=0
$$

and

$$
N^{\prime}+\lambda \alpha^{\prime}-\frac{d\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)}{d x}+\& c .=0
$$

which are just sufficient to determine the three unknown quantities, $\lambda, y$ and $z$.
84. We will now give, in conclusion, examples to illustrate the cases and methods above explained.

Ex. To find the nature of the line which is the shortest distance between two given points in space, there being no restriction by which the line is required to be confined to one plane.

The general value of the length of the are of a curve of double curvature is

$$
\int\left(1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x
$$

taken between the proper limits.
Hence in the present case we shall have

$$
U=\int_{x_{0}}^{x_{1}}\left(1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x=\text { a minimum }
$$

Here $V=\left(1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}\right)^{\frac{1}{2}}, \quad N=\frac{d V}{d y}=0, \quad N^{\prime}=\frac{d V}{d z}=0$

$$
\begin{gathered}
P_{1}=\frac{d V}{d \frac{d y}{d x}}=\frac{\frac{d y}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}, \quad P_{1}^{\prime}=\frac{d V}{d \frac{d z}{d x}}=\frac{\frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d^{\prime} z^{2}}{d x^{2}}}} \\
P_{2}=0, \quad P_{2}^{\prime}=0, \& c .
\end{gathered}
$$

Hence the equations

$$
N-\frac{d P_{1}}{d x}+\& c_{.}=0 \quad \text { and } \quad N^{\prime}-\frac{d P_{1}^{\prime}}{d x}+\& c_{.}=0
$$

become

$$
\frac{d P_{1}}{d x}=0 \quad \text { and } \quad \frac{d P_{1}^{\prime}}{d x}=0
$$

or $P_{1}=\frac{\frac{d y}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}=c$ and

$$
P_{1}^{\prime}=\frac{\frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}}+\frac{d z^{2}}{d x^{2}}}=c
$$

Eliminating first $\frac{d z}{d x}$ and then $\frac{d y}{d x}$ between these two equations, wo readily obtain results of the forms

$$
\begin{gathered}
\frac{d y}{d x}=m \quad \text { and } \quad \frac{d z}{d x}=n \text { in which } m \text { and } n \text { are constants, } \\
\therefore y=m x+p, \quad \text { and } \quad z=n x+q
\end{gathered}
$$

These are the equations of a straight line, which therefore is the snortest distance required.

To find the values of the constants $m, n, p$, and $q$, we introduce the given limits $x_{\mathrm{n}}, y_{\mathrm{n}}, z_{0}, x_{1}, y_{1}, z_{1}$, and thus get

$$
y_{0}=m x_{0}+p, \quad z_{0}=n x_{0}+q, \quad y_{1}=m x_{1}+p, \quad z_{1}=n x_{1}+q,
$$

which suffice to determine $m, n, p$ and $q$.
85. If the limiting vaiues of $x$ only were given, those of $y$ and $z$ remaining indeterminate, the terms exterior to the sign of integration would give

$$
\left(P_{1}\right)_{1}=0,\left(P_{1}\right)_{0}=0,\left(P_{1}^{\prime}\right)_{1}=0,\left(P_{1}^{\prime}\right)_{0}=0
$$

which are equivalent to the two equations

$$
m=0 \quad \text { and } \quad n=0
$$

thus leaving the other two constants $p$ and $q$ indeterminate, and presenting one of the cases of exception already noticed.
86. Ex. To find the shortest distance between two given surfaces.

Let the equation of the first surface be $f_{0}\left(x_{0}, y_{\mathrm{n}}, z_{\mathrm{n}}\right)=0 \cdots(1)$ and that of the second surface $\quad f_{1}\left(x_{1}, y_{1}, z_{1}\right)=0 \cdots$ (2) As in the last example $\quad V=\left(1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}\right)^{\frac{1}{2}}$ and we immediately deduce as before

$$
y=m x+p \cdots \cdots(3), z=n x+q \cdots \cdots(4)
$$

which show that the shortest path is still a straight line.
To fix the co-ordinates of the extremities of this line we form the complete increment of (1) and (2) thus :

$$
\begin{align*}
& {\left[\frac{d f_{0}}{d x_{0}}+\frac{d f_{0}}{d y_{0}}\left(\frac{d \eta}{d x}\right)_{0}+\frac{d f_{0}}{d z_{0}}\left(\frac{d z}{d x}\right)\right] d x_{0}+\frac{d f_{0}}{d y_{0}} \cdot \delta y_{0}+\frac{d f_{0}}{d z_{0}} \cdot \delta z_{0}=0 \cdots( }  \tag{5}\\
& {\left[\frac{d f_{1}}{d x_{1}}+\frac{d f_{1}}{d y_{1}} \cdot\left(\frac{d y}{d x}\right)_{1}+\frac{d f_{1}}{d z_{1}} \cdot\left(\frac{d z}{d x}\right)_{1}\right] d x_{1}+\frac{d f_{1}}{d y_{1}} \cdot \delta y_{1}+\frac{d f_{1}}{d z_{1}} \cdot \delta z_{1}=0 \cdots( } \tag{0}
\end{align*}
$$

Put for brevity

$$
m_{0}=\frac{\frac{d f_{0}}{d y_{0}}}{\frac{d f_{0}}{d x_{0}}}, m_{1}=\frac{\frac{d f_{1}}{d y_{1}}}{\frac{d f_{1}}{d x_{1}}}, n_{0}=\frac{\frac{d f_{0}}{\frac{d z_{0}}{}}}{\frac{d f_{0}}{d x_{0}}}, n_{1}=\frac{\frac{d f_{1}}{d z_{1}}}{\frac{d f_{1}}{d x_{1}}}
$$

-nd substitute for $\left(\frac{d y}{d x}\right)_{0},\left(\frac{d y}{d x}\right)_{1},\left(\frac{d z}{d x}\right)_{0},\left(\frac{d z}{d x}\right)_{1}$
their values derived from equations (3) and (4). We shall thus sbtain

$$
\begin{aligned}
& \left(1+m m_{0}+n n_{0}\right) d x_{0}+m_{0} \delta y_{0}+n_{0} \delta z_{0}=0 \\
& \left(1+m m_{1}+n n_{1}\right) d x_{1}+m_{1} \delta y_{1}+n_{1} \delta z_{1}=0 .
\end{aligned}
$$

Now eliminating, by the aid of these equations, $d x_{0}$ and $d x_{1}$, from the equations

$$
\begin{aligned}
& V_{0} d x_{0}+\left(P_{1}\right)_{0} \delta y_{0}+\left(P_{1}{ }^{\prime}\right)_{0} \delta z_{0}=0 \\
& V_{i} d x_{1}+\left(P_{1}\right)_{1} \delta y_{1}+\left(P_{1}{ }^{\prime}\right)_{1} \delta z_{1}=0,
\end{aligned}
$$

and placing equal to zero the coefficients of $\delta y_{0}, \delta z_{0}, \delta y_{1}, \delta z_{1}$, we obtain

$$
\begin{aligned}
& m_{0} V_{0}-\left(P_{1}\right)_{0}\left(1+m m_{0}+n n_{0}\right)=0 \cdots(7) \\
& m_{1} V_{1}-\left(P_{1}\right)_{1}\left(1+m m_{1}+n n_{1}\right)=0 \cdots(8) \\
& n_{0} V_{0}-\left(P_{1}^{\prime}\right)_{0}\left(1+m m_{0}+n n_{0}\right)=0 \cdots(9) \\
& n_{1} V_{1}-\left(P_{1}^{\prime}\right)_{1}\left(1+m m_{1}+n n_{1}\right)=0 \cdots(10) .
\end{aligned}
$$

If now we replace $V_{0}$ and $\left(P_{1}\right)_{0} \& c$. in (7), (8), (9) and (10), by their values

$$
\left(1+m^{2}+n^{2}\right)^{\frac{1}{2}}, \frac{m}{\sqrt{1+m^{2}+n^{2}}} \& c .
$$

We readily find from (7) and (9) $m=m_{0}, n=n_{0} \ldots \ldots$ (11)
and from (8) and (10), $m=m_{1}$ and $n=n_{0} \cdots \cdots$ (12).
Now eliminating $x_{0}, y_{0} ; z_{0}, x_{1}, y_{1}, z_{1}$, which quantities occur in the values of $m_{0}, n_{0}, m_{1}$, and $n_{1}$, by means of the six equations,

$$
\begin{gathered}
y_{0}=m x_{0}+p, \quad y_{1}=m x_{1}+p \\
z_{0}=n x_{0}+q, \quad z_{1}=n x_{1}+q \\
f_{0}\left(x_{0}, y_{0}, z_{0}\right)=0, \quad f_{1}\left(x_{1}, y_{1}, z_{1}\right)=0
\end{gathered}
$$

there will remain the four equations (11) and (12) with which to compute the values of $m, n, p$, and $q$; thus the line of shortest distance will be fixed in position; and, by combining its equations with those of the given surfaces, we can find the values of

$$
x_{1} y_{1} z_{1} \quad x_{0} y_{0} z_{0}
$$

87. The equations (11) and (12) show that the line of shortest distance is normal to both surfaces. For the assumed values of $m_{0}$ and $n_{0}$ indicate that they represent the tangents of the angles formed by the projections of the normal to the first surface on the planes of $x y$ and $x z$ with the axis of $x$; while $m$ and $n$ denote the tangents of the corresponding angles formed by the projections of the line of shortest distance.

A similar remark applies to the quantities $m_{1}$ and $n_{1}$, and the normal to the second surface.
88. Ex. To find the shortest distance traced on the surface of a given sphere between two given points in the surface.

Here the quantity to be rendered a minimum is the same as in the last two examples, viz..:

$$
U=\int_{x_{0}}^{x_{1}}\left(1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}\right)^{\frac{1}{2}} d x \ldots(1)
$$

but since the path is restricted to the surface of a given sphere, the
co-ordinates $x, y$, and $z$, of any point in the required path, will be connected by the relation

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}=r^{2}, \quad \text { or } \quad L=x+y \frac{d y}{d x}+z \frac{d z}{d x}=0 \ldots \tag{2}
\end{equation*}
$$

Hence the variations of $y$ and $z$ will not be independent of each other.
Now we might form from (2) the value of $\frac{d z}{d x}$, which, substituted in (1), wonld reduce $V$ to a form in which it would no longer contain the function $z$, or its differential coefficient, or we may adopt the method of Lagrange, which is usually the easier. Taking the second method, we have

$$
\begin{gathered}
V=\left(1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}\right)^{\frac{1}{2}} \\
\therefore P_{1}=\frac{\frac{d y}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}, \quad P_{1}^{\prime}=\frac{\frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}} \\
N=\frac{d V}{d y}=0, \quad N^{\prime}=\frac{d V}{d z}=0 \\
\alpha=\frac{d L}{d y}=\frac{d y}{d x}, \quad \beta=\frac{d L}{d \frac{d y}{d x}}=y, \quad \alpha^{\prime}=\frac{d z}{d x}, \quad \beta^{\prime}=z
\end{gathered}
$$

Hence the equations $N+\lambda \alpha-\frac{d\left(P_{1}+\lambda \beta\right)}{d x}+\& c .=0$,
and

$$
N^{\prime}+\lambda \alpha^{\prime}-\frac{d\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)}{d x}+\& c .=0
$$

occome, in this case,

$$
\begin{aligned}
& \lambda \frac{d y}{d x}-\frac{d P_{1}}{d x}-\lambda \frac{d y}{d x}-y \frac{d \lambda}{d x}=0 \\
& \lambda \frac{d z}{d x}-\frac{d P_{1}^{\prime}}{d x}-\lambda \frac{d z}{d x}-z \frac{d \lambda}{d x}=0
\end{aligned}
$$

$$
\begin{align*}
& y \frac{d \lambda}{d x}+\frac{d}{d x}\left(\frac{\frac{d y}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}\right)=0 \ldots(3), \\
& z \frac{d \lambda}{d x}+\frac{d}{d x}\left(\frac{\frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}\right)=0 \ldots(4) . \tag{4}
\end{align*}
$$

Eliminating $\frac{d \lambda}{d x}$ between (3) and (4), we get

$$
z \frac{d}{d x}\left(\frac{\frac{d y}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}\right)-y \frac{d}{d x}\left(\frac{\frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}\right)=0 ;
$$

and by integration

$$
\frac{z \frac{d y}{d x}-y \frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}=c \ldots(5)
$$

or, by changing the independent variable from $x$ to $s$, (5) becomes

$$
z \frac{d y}{d s}-y \frac{d z}{d s}=c \ldots(6)
$$

By similar reasoning we may obtain

$$
y \frac{d x}{d s}-x \frac{d y}{d s}=c_{1} \ldots(7), \quad \text { and } \quad x \frac{d z}{d s}-z \frac{d x}{d s}=c_{2} \ldots \text { (8). }
$$

Multiplying (6) by $x$, (7) by $z$, and (8) by $y$, and adding, we get

$$
c x+c_{1} z+c_{2} y=0, \quad \text { or } z+\frac{c}{c_{1}} x+\frac{c_{2}}{c_{1}} y=0 \ldots(9)
$$

the equation of a plane passing through the origin.
Thus the required line of shortest distance on the surface of the sphere, is confined to a plane passing through the centre, and is, con. sequently, a great circle.

The equation $a_{1}-a_{0}=0$ in this case disappears, since
$d x_{0}=0, \quad d x_{1}=0, \quad \delta y_{0}=0, \quad \delta y_{1}=0, \quad \delta z_{0}=0, \quad$ and $\quad \delta z_{1}=0$.
The constants $\frac{c}{c_{1}}$ and $\frac{c_{2}}{c_{1}}$ are found by substituting

$$
x_{0}, y_{0}, z_{0}, \text { and } x_{1}, y_{1}, z_{1}, \text { for } x, y, \text { and } z \text { in (9). }
$$

89. If the limiting values of $x$ only were given, or the problem that in which it is required to find on the surface of the sphere, the shortest path between two parallel sections, the variations $\delta y_{0}, \delta y_{1}$, $\delta z_{0}, \delta z_{1}$, would not reduce to zero, and the equation $a_{1}-a_{0}=0$ would give the four conditions
$\left(P_{1}+\lambda \beta\right)_{0}=0,\left(P_{1}+\lambda \beta\right)_{1}=0,\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)_{0}=0,\left(P_{1}^{\prime}+\lambda \beta^{\prime}\right)_{1}=0$,
or,

$$
\left(\frac{\frac{d y}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}\right)+\lambda_{0} y_{0}=0 \cdots(10)
$$

and

$$
\left(\frac{\frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}\right)+\lambda_{0} z_{0}=0 \cdots(11) ;
$$

which apply to the inferior limit, with two similar equations for the superior limit.

Eliminating $\lambda_{0}$ between (10) and (11), there results

$$
\left(\frac{z \frac{d y}{d x}-y \frac{d z}{d x}}{\sqrt{1+\frac{d y^{2}}{d x^{2}}+\frac{d z^{2}}{d x^{2}}}}\right)_{0}=0
$$

Hence, the constant $c=0$ in (5); and that equation becomes

$$
\cdot z \frac{d y}{d x}-y \frac{d z}{d x}=0 ; \quad \text { or, } \quad \frac{d y}{y}=\frac{d z}{z}
$$

MAXIMA AND MINIMA OF ONE VARIABLE.

$$
\therefore \log y=\log z+\log m=\log m z ; \quad \text { and } \quad y=m z
$$

This is the equation of a plane passing through the axis of $x$, and forming an arbitrary angle $\left(\tan ^{-1} m\right.$ ) with the plane of $x z$. Hence, the required path is the arc of any great circle perpendicular to the planes of the parallel sections.

$$
\left.y \frac{d y}{d x}=\frac{4}{y}=\frac{d y}{d x}=\frac{d y b x}{\substack{d y}} \begin{array}{c}
\text { RESELIBRARA } \\
\text { UNIVERSITY } \\
\text { CALIFORNiA }
\end{array}\right)
$$

$\because: 2$ us.

$$
3 x+4+6 B n=6 \text { in }+j
$$
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[^0]:    * Mr. Courtenay, while employed as Engineer in the construction of the works in Boston Harbor, was associated with that distinguished oficer, Colonel Sylvanus Thayer, of the Corps of Engineers.
    The year before Mr. Courtenay entered the Military Academy; as a Cadet, Colonel Thayer had been appointed Superintendent. He was then engaged in laying the foundation of the system of instruction and discipline which has imparted so much reputation to that institution.
    It was among the most agreeable and cherished remembrances of Mr. Courtenay's life that he enjoyed the entire confidence and friendship of so interesting and distinguished a man.
    The relation of principal and pupil, in a public institution became the basis of a sincere and generous friendship; and when the news reached the north that Courtenay was dead, no eye was moistened by a tear of warmer sympathy than that of the Superintendent who had guided his youth and admired his life.

[^1]:    $\left.\begin{array}{c}\text { Fishitill Landing, } \\ \text { March 10th, } 1855 .\end{array}\right\}$

