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## OUTLINES OF QUATERNIONS

## PART I

SUBTRACTION AND ADDITION OF VECTORS

## CHAPTER I

FIRST PRINCIPLES OF VECTORS

## Section 1

## The Nature of a Vector

$\mathbf{1}^{\circ}$. Definition.-A Vector is any quantity which has Magnitude and Direction (Clifford).

It follows that a straight line, AB , considered as having not only length but direction, is a vector. Its initial point, $A$, is called its Origin ; and its final point, $B$, is called its Term.

With the exception of three special vectors $(i, j, k, \mathrm{Pt} . \mathrm{II}$., $6^{\circ}$ ), vectors will be denoted in these pages either by a symbol combining their initial and final letters, such as AB , or by a small letter of the Greek alphabet, in order to distinguish them from the ordinary straight lines of geometry, such as AB or $a$.
$2^{\circ}$. A vector, $\overline{\mathrm{AB}}$, may be conceived as having for its function to transport (vehere, to carry) a particle from $\mathbf{A}$ to B. A vector thus implies an operation, and represents translation in a certain direction for a certain distance.
$3^{\circ}$. When its origin and term, A and B , are distinct points, AB is said to be an Actual Vector ; but when, as a limit, these points coincide, it is said to be a Null Vector.

Actual is used as opposed to null ; real as opposed to imaginary.
$4^{\circ}$. In order to determine the position of any point in space, B , in relation to any other point, A , three numbers must be known. Let A be the centre of the earth (supposed to be a perfect sphere), and B any point upon its surface. Then, in order to be able to draw a straight line from A to B we must know, first, the Latitude of B ; secondly, its Longitude ; and thirdly, the Radius of the Earth.

Every vector, then, implicitly involves three numbers; one indicating its length, and two its direction.
$5^{\circ}$. A vector is not to be confounded with the radius vector of Algebraic Geometry. The latter represents length only, and implies but one number. It is, in fact, one of the three numbers contained in a vector.
$6^{\circ}$. Opposite Vectors, such as $\overline{\mathrm{AB}}$ and $\overline{\mathrm{BA}}$, are sometimes called Vector and Revector.

Coinitial Vectors are vectors whose origins coincide.
If there be any series of vectors such that the origin of the second coincides with the term of the first, the origin of the third with the term of the second, \&c., \&c., these vectors are called Successive Vectors.

Coplanar Vectors are those that lie in the same plane. Diplanar Vectors are those that lie in different planes.

We will have hereafter to consider vector ares; but at present the only vectors considered are rectilinear.

## Section 2

## Equality and Inequality of Vectors

7. Definition.-Two given vectors are equal to each other when (and only when) the origin and term of the one can be brought to coincide simultaneously with the corresponding points of the other, by motion of translation, without rotation.

As a consequence of this definition, no two vectors are equal unless they have, first, equal lengths, and, secondly, similar directions-the phrase 'similar directions' meaning 'parallel directions with the same sense.' Similarly, 'contrary
(or opposite) directions' means 'parallel directions with con trary (or opposite) sense.'

The meaning of the word 'parallel' is extended, so as to include lines which form parts of one common straight line.
$8^{\circ}$. If two equal vectors, $\overline{\mathrm{AB}}$ and $\overline{C D}$, do not form part of one common straight line, they may be regarded as the opposite sides of a parallelogram, ACDB, fig. 1.


Fig. 1.
$9^{\circ}$. Since the operation implied by a vector-transference in a certain direction for a certain distance-is the same, whatever point in space be selected as the origin of motion; all equal vectors are denoted by the same vector-symbol. Thus, if $\overline{\mathrm{AB}}=\overline{\mathrm{CD}}$, and if $\overline{\mathrm{AB}}$ be denoted by $\beta, \mathrm{CD}$ is also denoted by $\beta$. It follows that a (Hamiltonian) vector has no particular position in space.

## Section 3

## Subtraction and Addition of Two Vectors

10 ${ }^{\circ}$. Definition.-When a first vector, $\overline{\mathrm{AB}}$, is subtracted from a second vector, $\overline{\mathrm{AC}}$, which is coinitial with it, or from $\epsilon$ third vector, $\mathrm{A}^{\prime} \mathrm{C}^{\prime}$, which is equal to that second vector, the remainder is that fourth vector, $\overline{\mathrm{BC}}$, which is drau:n from the term B of the first to the term C of the second vector (Hamilton).

In symbols, fig. 1 ,

$$
\overline{\mathrm{A}^{\prime} \mathrm{C}^{\prime}}-\overline{\mathrm{AB}}=\overline{\mathrm{AC}}-\overline{\mathrm{AB}}=\overline{\mathrm{BC}}
$$

The foregoing definition is perfectly general, and includes the case in which the vectors are parallel, i.e. in which $\angle \mathrm{CAB}=\pi$, or zero.

If $\overline{\mathrm{AC}}$ be a null vector, the equation $\overline{\mathrm{AC}}-\overline{\mathrm{AB}}=\overline{\mathrm{BC}}$ becomes

$$
\begin{aligned}
& -\overline{\mathrm{AB}}=\overline{\mathrm{BA}} \\
& -\overline{\mathrm{BA}}=\overline{\mathrm{AB}}
\end{aligned}
$$

Similarly,
Therefore, the minus sign reverses the direction of a vector; and if $\overline{\mathrm{AB}}$ is represented by $a, \overline{\mathrm{BA}}$ will be represented by $-a$.
$11^{\circ}$. Since, by $10^{\circ}$,
and also

$$
\begin{aligned}
\overline{\mathrm{AC}}-\overline{\mathrm{AB}} & =\overline{\mathrm{BC}} \\
-\overline{\mathrm{AB}} & =\overline{\mathrm{BA}} ; \\
\overline{\mathrm{AC}}+\overline{\mathrm{BA}} & =\overline{\mathrm{BC}} ;
\end{aligned}
$$

therefore,
where $\overline{\mathrm{AC}}$ is said to be added to $\overline{\mathrm{BA}}$.
Or, if $\overline{\mathrm{BA}}$ and $\overline{\mathrm{AC}}$ be successive vectors, $6^{\circ}$, their sum is a vector, BC , drawn from the origin of the first, B , to the term of the second, C .

Hence,

$$
\begin{equation*}
\overline{\mathrm{BA}}+\overline{\mathrm{AB}}=\overline{\mathrm{BB}}=0 \tag{1}
\end{equation*}
$$

$12^{\circ}$. We have now to consider the sum of two nonsuccessive vectors.

Definition.-If there be two successive vectors, $\overline{\mathrm{AC}}$ and CD , and if a third vector, $\mathrm{C}^{\prime} \mathrm{D}^{\prime}$, be equal to the second, but not successive to the first; the sum obtained by adding the third to the first is that fourth vector, $\mathbf{A C}$, which is drawn from the origin of the first to the term of the second (Hamilton).

In symbols, fig. 1 ,

$$
\overline{\mathrm{C}^{\prime} \mathrm{D}^{\prime}}+\overline{\mathrm{AC}}=\overline{\mathrm{CD}}+\overline{\mathrm{AC}}=\overline{\mathrm{AD}}
$$

This definition holds good when the vectors are parallel, i.e, when $\angle \mathrm{ACD}=\pi$ or zero.

If $C D$ be a null vector,

$$
+\overline{\mathrm{AC}}=\overline{\mathrm{AC}} ; \text { or, }+\overline{\mathrm{AB}}=\overline{\mathrm{AB}}
$$

$13^{\circ}$. By $10^{\circ}$ and $12^{\circ}$ we have :

$$
\begin{aligned}
& \qquad \overline{\mathrm{AB}}=-\overline{\mathrm{BA}}=-(\overline{\mathrm{BA}})=-(-\overline{\mathrm{AB}}) ; \text { or, } a=-(-a) ; \\
& \overline{\mathrm{BA}}=+(\overline{\mathrm{BA}})=+(-\overline{\mathrm{AB}}) ; \text { or, }-a=+(-a) ; \\
& -\overline{\mathrm{AB}}=-(\overline{\mathrm{AB}})=-(+\overline{\mathrm{AB}}) ; \text { or, }-a=-(+a) . \\
& \text { Also, since } \quad \overline{\mathrm{AC}}-\overline{\mathrm{AB}}=\overline{\mathrm{BC}}, \\
& \text { and }
\end{aligned}
$$

it follows that a vector may be tranferred from one side of an equation to the other by changing its sign.
14. Since $\quad \overline{\mathrm{BC}}+\overline{\mathrm{AB}}=\overline{\mathrm{AC}}, 12^{\circ}$,
it follows that directions can be assigned to the sides of any
triangle, considered as vectors, such that the sum of two of the vector-sides will be equal to the third.
$15^{\circ}$. If $\overline{\mathrm{AC}}$, fig. 1 , be a vector equal to $\overline{\mathrm{BD}}$, but not successive to $\overline{\mathrm{AB}}$, we have, by definition,

$$
\overline{\mathrm{AC}}+\overline{\mathrm{AB}}=\overline{\mathrm{BD}}+\overline{\mathrm{AB}}=\overline{\mathrm{AD}} .
$$

But since $\mathrm{AC}=\mathrm{BD}, \mathrm{ACDB}$ is a parallelogram. It fol lows that the sum of any two coinitial sides, $\overline{\mathrm{AC}}$ and $\overline{\mathrm{AB}}$, of any parallelogram, ACDB, is the intermediate and coinitial diagonal, $\overline{\mathrm{AD}}$.

We have also, by definition, $\overline{\mathrm{AC}}-\overline{\mathrm{AB}}=\overline{\mathrm{BC}}$; or, the difference between any two coinitial sides, $\overline{\mathrm{AC}}$ and $\overline{\mathrm{AB}}$, of any parallelogram, ACDB , is the non-coinitial diagonal, $\overline{\mathrm{BC}}$.

We have, by definition, $\overline{\mathrm{CD}}+\overline{\mathrm{AC}}=\overline{\mathrm{AD}}=\overline{\mathrm{BD}}+\overline{\mathrm{AB}}$; or, if $\overline{\mathrm{AC}}=\beta$ and $\overline{\mathrm{A}}=\alpha$,

$$
a+\beta=\beta+a .
$$

We have, similarly, $\overline{\mathrm{AC}}-\overline{\mathrm{AB}}=\overline{\mathrm{BC}}=\overline{\mathrm{DC}}+\overline{\mathrm{BD}}$; or,

$$
\beta-\alpha=-\alpha+\beta .
$$

It follows that the sum, or difference, of any two vectors has a value which is independent of their order.

## Section 4

Addition and Subtraction of Vectors in general
$16^{\circ}$. To obtain the sum of three vectors, we have merely to add the third to the sum of the first and second, obtained as in $12^{\circ}$.

In general, the sum of any number of vectors is formel by adding the last to the sum of all that precede it. Thus, fig. $2, \quad \overline{\mathrm{AD}}=\overline{\mathrm{CD}}+\overline{\mathrm{AC}}=\overline{\mathrm{CD}}+\mathrm{BC}+\overline{\mathrm{AB}}$.

17 ${ }^{\circ}$. From fig. 2,
$\overline{\mathrm{BD}}+\overline{\mathrm{AB}}=\overline{\mathrm{AB}}+\overline{\mathrm{BD}}\left(15^{\circ}\right)=\overline{\mathrm{AD}}=\overline{\mathrm{CD}}+\overline{\mathrm{AC}}=\overline{\mathrm{AC}}+\mathrm{CD} ;$ or,

$$
(\gamma+\beta)+a=a+(\beta+\gamma)=\gamma+(\beta+a)=(\beta+a)+\gamma
$$

## 6 ADDITION AND SUBTRACTION OF VECTORS IN GENERAL

Similarly,

$$
-a+(-\gamma-\beta)=-\gamma+(-a-\beta), \& c ., \& c
$$



Fig. 2.

As these processes may be carried on to any extent with similar results, we may infer that the addition and subtraction of vectors are commutative and associative operations; that is, the sum, or difference, of any number of vectors has a value which is independent of their order and of the mode of grouping them.

## Section 5 <br> Coefficients of Vectors

$18^{\circ}$. The coefficients of vectors obey the ordinary laws of algebra.

Let $\overline{\mathrm{AB}} \ldots \overline{\mathrm{YZ}}$ be a series of $m$ successive and equal vectors. Then, if $\overline{\mathrm{AB}}=\alpha$ and $\overline{\mathrm{AZ}}=\beta$,

$$
\begin{equation*}
\overline{\mathrm{AZ}}=\beta=a+a+a \ldots m \text { times }=m a=m \overline{\mathrm{AB}} \ldots \tag{1}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\overline{\mathrm{ZA}}=-\beta=-(m a)=-m a=-m \overline{\mathrm{AB}} \tag{2}
\end{equation*}
$$

If $\overline{\mathrm{AH}}=\gamma$ be another parallel vector, such that
then,

$$
\begin{gathered}
\gamma=n a=n \overline{\mathrm{AB}} ; \\
\frac{1}{n} \gamma=a=\frac{1}{m} \beta ; \beta=\frac{m}{n} \gamma ; \gamma=\frac{n}{m} \beta .
\end{gathered}
$$

If $x$ and $y$ be any two numbers,

$$
x a \pm y a=(x \pm y) a ; x(y a)=(x y) a=x y a
$$

It will presently be shown that

$$
x(\delta \pm \epsilon)=x \delta \pm x \epsilon,
$$

where $\delta$ and $\epsilon$ are any two vectors.
19 ${ }^{\circ}$. The equations, $\overline{\mathrm{ZA}}=-\overline{\mathrm{AZ}}=-m \overline{\mathrm{AB}}$ and $\overline{\mathrm{AH}}$ $=n \overline{\mathrm{AB}}$, connecting the three parallel vectors, $\overline{\mathrm{ZA}}, \overline{\mathrm{AB}}$, and $\overline{\mathrm{AH}}$, in the last article, may be written in the form :

$$
\frac{\overline{\mathrm{ZA}}}{\overline{\mathrm{AB}}}=-m ; \frac{\overline{\mathrm{AH}}}{\overline{\mathrm{AB}}}=n ;
$$

and since $\overline{\mathrm{ZA}}, \overline{\mathrm{AB}}$, and $\overline{\mathrm{AH}}$ may be any parallel vectors, we conclude that the quotient of two parallel vectors is a number, which is positive when they have the same, and negative when they have contrary sense, $7^{\circ}$.

Conversely, it is easy to show that if the quotient of two vectors be a number, the vectors are parallel ; with the same sense if the number be positive, and with contrary sense if it be negative.
$\mathbf{2 0}^{\circ}$. The positive or negative number, $m$, obtained by the division of one parallel vector by another, is evidently the ratio of their lengths. For the equation $\mathrm{AZ}=m \mathrm{AB}$, merely asserts that if a moving point be transferred from $A$, in the direction of AB , for a distance equal to $m$ times $\overline{\mathrm{AB}}$, it will reach $Z$; which simply means that the length of $A Z$ is $m$ times the length of $\overline{\mathrm{AB}}$. Similarly, $\overline{\mathrm{ZA}}$ is $-m$ times the length of AB , or $m$ times the length of $-\overline{\mathrm{AB}}$; that is, $m$ times the length of AB measured in the contrary direction.

If in the equations $\mathrm{AZ}=m \overline{\mathrm{AB}}, \overline{\mathrm{AH}}=n \overline{\mathrm{AB}}$, we suppose $\overline{\mathrm{AB}}$ to be the unit of length, then $m$ will be the length of $\overline{A Z}$, and $n$ the length of AH. The equations,

$$
\frac{\overline{\mathrm{AZ}}}{\overline{\mathrm{AH}}}=\frac{m}{n} ; \frac{\overline{\mathrm{ZA}}}{\overline{\mathrm{AH}}}=\frac{-m}{n}
$$

therefore, express the proposition that parallel vectors have the same ratio as their lengths, or as the lines that represent them.
$21^{\circ}$. Let $\overline{O B}$ and AO be any vectors, fig. 3. Take the line $\mathrm{A}^{\prime} \mathrm{O}=m \mathrm{AO}$. Then, since parallel vectors are proportional to their lengths, if the vector $A O$ be $a$, the vector $\mathrm{A}^{\prime} \mathrm{O}$ will be ma. Join AB, and produce OB to meet $\mathrm{A}^{\prime} \mathrm{B}^{\prime}$, drawn parallel to AB . We know from Euclid that $\mathrm{OB}^{\prime}=m \mathrm{OB}$; hence, if $\overline{\mathrm{OB}}=\beta, \quad \mathrm{OB}^{\prime}=m \beta$. Similarly, $\quad \overline{A^{\prime} B^{\prime}}=m \mathrm{AB}$. But


Fig. 3. $\overline{\mathrm{A}^{\prime} \mathrm{B}^{\prime}}=\overline{\mathrm{A}^{\prime} \mathrm{O}}+\mathrm{OB}^{\prime}$, and $\mathrm{AB}=\mathrm{AO}+\mathrm{OB}$. Therefore,

$$
m \alpha+m \beta=m(\alpha+\beta)
$$

It can be similarly proved that $m \alpha-m \beta=m(\alpha-\beta)$,
and that $\frac{1}{m} \alpha \pm \frac{1}{m} \beta=\frac{1}{m}(\alpha \pm \beta)$. Hence, in general, if $x$ be any number, and if $\alpha$ and $\beta$ be any vectors,

$$
x(\alpha \pm \beta)=x \alpha \pm x \beta
$$

## Section 6

Scalars, Unit-Vectors, and Tensors
$22^{\circ}$. The positive or negative number, $m$, obtained by dividing one parallel vector by another, is called a Scalar (scala, a scale). Scalars are the real quantities of algebra, and as such are combined with each other according to the ordinary laws of algebra.
$23^{\circ}$. In equation (1) of $18^{\circ}$,

$$
\overline{\mathrm{AZ}}=m \overline{\mathrm{AB}}
$$

where $m$ is a positive scalar, let the length of $\overline{\mathrm{AB}}$ be unity, $m$ being consequently the length of $\mathrm{AZ}, 20^{\circ}$. In this case, still representing AZ by $\beta$, AB will be denoted by the symbol, $\mathrm{U} \beta$; read Unit-Vector of $\beta$-i.e., the vector of unit length with the same direction as $\beta$; while $m$ will be denoted by the symbol, $\mathrm{T} \beta$; read, Tensor of $\beta$ (tendere, to stretch). Hence we have,

$$
\begin{equation*}
\left.\mathrm{T} \beta=\frac{\beta}{\mathrm{U} \beta} ; \quad \beta=\mathrm{T} \beta \mathrm{U} \beta ; \quad \mathrm{U} \beta=\frac{\beta}{\mathrm{T} \beta}\right\} \tag{1}
\end{equation*}
$$

$24^{\circ}$. Since $\mathrm{T} \beta$ is the ratio of two vectors with similar directions, $\beta$ and $\mathrm{U} \beta$, or $-\beta$ and $-\mathrm{U} \beta$, it is always positive. Consequently, when multiplied into a vector, it alters the length of the vector, but cannot reverse its direction. A scalar, on the other hand, which may be either positive or negative, not only alters the length of any vector into which it is multiplied, but, when negative, reverses its direction.

$$
\begin{equation*}
\mathrm{T} \rho=\frac{\rho}{\mathrm{U}_{\rho}}=\frac{-\rho}{-\mathrm{U}_{\rho}}=\mathrm{T}(-\rho) ; \tag{1}
\end{equation*}
$$

hence, the value of the tensor of a vector remains unchanged when the direction of the vector is reversed.

If $x$ be any scalar, the unit-vector of $x \rho$ is obviously $\pm \mathrm{U} \rho$, according as $x$ is positive or negative. Hence,

$$
\begin{equation*}
\mathrm{T}(x \rho)=\frac{x \rho}{ \pm \mathrm{U} \rho}= \pm x \frac{\rho}{\mathrm{U} \rho}= \pm x \mathrm{~T} \rho \tag{2}
\end{equation*}
$$

according as $x>0$.

In general, $T S= \pm S$, according as $S>0$; or, the tensor of scalar is that scalar taken positively. The tensor of a tensor is the tensor itself ; or, $\mathrm{TT}=\mathrm{T}$.

If $x$ and $y$ be any scalars,

$$
\mathrm{S}(x \rho+y)=y \text {; }
$$

because $x \rho$ is a vector, and a vector has no scalar part, just as a scalar has no vector part. The scalar of a scalar is the scalar itself ; consequently, the scalar of a tensor (which is a positive scalar) is the tensor itself. In symbols,

$$
\begin{equation*}
\mathrm{SV}=0 ; \mathrm{VS}=0 ; \mathrm{SS}=\mathrm{S} ; \mathrm{ST}=\mathrm{T} \tag{3}
\end{equation*}
$$

For shortness' sake, we will frequently write $d$ for the tensor of a vector $\delta$, or $\overline{\mathrm{OD}}$; $m$ for the tensor of $\mu=\overline{\mathrm{OM}}, a$ for the tensor of $a=\mathrm{OA}, \& c$., \&c.

## CHAPTER II <br> on points and vectors in a given plane <br> Section 1 <br> Linear Equations connecting Two Vectors

$25^{\circ}$. Since any number of vectors, which are not coinitial, may be made so by translating them until their origins coincide in some common point, $O$; we will for the future suppose, unless the contrary be stated, that all the vectors under consideration, $a, \beta, \& c$., are thus drawn from one common origin, O .

This point, O, is called the Origin of the System; and each particular vector, say $\overline{\mathrm{OA}}$, is called the vector of its own term, A.

Let $\overline{\mathrm{OA}}=a, \overline{\mathrm{OB}}=\beta$, be any two given parallel vectors. Then, by $19^{\circ}$, they are connected together by an equation of the form

$$
\begin{equation*}
\beta=m a \tag{1}
\end{equation*}
$$

which expresses the collinearity of the three points, $O, A$, and $B$.

If $\beta$ be a variable vector, $\rho$, and $m$ a variable scalar, $x$, this equation may be written,

$$
\begin{equation*}
\rho=x a \tag{2}
\end{equation*}
$$

which expresses that the locus of the variable point, $B$, is the indefinite straight line passing through the points $O$ and $A$.

The equation, $\beta=m a$, assumes a more symmetric form if we suppose $m=\frac{-p}{q}$. Then,

$$
\begin{equation*}
p a+q \beta=0 \tag{3}
\end{equation*}
$$

$26^{\circ}$. If $a$ and $\beta$ are oblique vectors, and if we have $p a+q \beta=0$; then, $p=0$ and $q=0$. For otherwise we should have, $\beta=\frac{-p}{q} a=t a=\gamma$, say, where $\gamma$ is some vector
with the same direction as $\alpha$; or, two vectors with different directions would be equal, which is contrary to definition. This principle may also be stated as follows :-If $a$ and $\beta$ are oblique vectors, and if we have an equation of the form,

$$
x a+y \beta=t a+v \beta
$$

then

$$
x=t \text { and } y=v
$$

## Section 2

Linear Equations connecting Three Vectors
$27^{\circ}$. We have shown that if two oblique vectors, $a$ and $\beta$, be connected by an equation of the form, $l a+m \beta=0$, then $l=0$, and $m=0$. Let us now suppose two such vectors to be connected by the equation, $l \alpha+m \beta+n \gamma=0$, where $n$ is some third actual scalar, and $\gamma$ is some third vector, situated in we know not what plane.


Let $\overline{\mathrm{OB}}=\beta, \overline{\mathrm{OA}}=a$, fig. 4 , be the two given vectors. Then, since

$$
\begin{aligned}
& l \alpha+m \beta+n \gamma=0 \\
& \gamma=-\frac{l}{n} a-\frac{m}{n} \beta
\end{aligned}
$$

Take $\overline{\mathrm{OA}^{\prime}}=\frac{-l}{n} a$, and $\overline{\mathrm{OB}^{\prime}}=\frac{-m}{n} \beta$; let $\overline{\mathrm{OC}}$ represent $\gamma$, and draw $\overline{\mathrm{B}^{\prime} \mathrm{C}}$ and $\overline{\mathrm{A}^{\prime} \mathrm{C}}$.
We have now,

$$
\text { but, } 11^{\circ} \text {, }
$$

$$
\begin{aligned}
& \overline{\mathrm{OC}}=\overline{\mathrm{OA}^{\prime}}+\overline{\mathrm{OB}^{\prime}} \\
& \overline{\mathrm{OC}}=\overline{\mathrm{OA}^{\prime}}+\overline{\mathrm{A}^{\prime} \mathrm{C}} ; \\
& \overline{\mathrm{OB}^{\prime}}=\overline{\mathrm{A}^{\prime} \mathrm{C}}
\end{aligned}
$$

therefore,
Therefore, the figure $\mathrm{OB}^{\prime} \mathrm{CA}^{\prime}$ is a parallelogram, and is consequently plane.

Therefore, if three coinitial vectors are connected by an equation of the form

$$
l a+m \beta+n \gamma=0
$$
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where $l, m, n$ are actual scalars; then $a, \beta, \gamma$ are coplanar ; and the converse.
28. If $\quad l a+m \beta+n \gamma=0$,
what must be the relation between the scalars $l, m, n$, in order that the points $\mathbf{A}, \mathbf{C}, \mathbf{B}$, fig. 4 , may be collinear?

Let $\overline{\mathrm{OA}}=a, \overline{\mathrm{OB}}=\beta, \overline{\mathrm{OC}}=\gamma$. If $\mathrm{A}, \mathrm{B}, \mathrm{C}$ are collinear, then, by $19^{\circ}, \frac{\mathrm{AC}}{\mathrm{AB}}=$ some scalar $=p$, say. Now, $\overline{\mathrm{AC}}=\gamma-a$, and $\overline{\mathrm{AB}}=\beta-\alpha$; hence, $p=\frac{\gamma-\alpha}{\beta-\alpha}$; or,

$$
(1-p) \alpha+p \beta-\gamma=0
$$

But, by condition,

$$
l a+m \beta+n \gamma=0
$$

Hence, eliminating $\gamma$ from these two equations,

$$
(l+n-n p) a+(m+n p) \beta=0
$$

But $a$ and $\beta$ are oblique vectors ; therefore, $26^{\circ}$,

$$
l+n-n p=0 ; m+n p=0
$$

Eliminating $p$ from these two equations, we get

$$
\begin{equation*}
l+m+n=0 \tag{1}
\end{equation*}
$$

the required relation.
Conversely, if three vectors be connected by an equation of the form $l a+m \beta+n \gamma=0$, with the condition,

$$
l+m+n=0 ;
$$

then the three vectors terminate in a straight line.
If we eliminate successively the scalars $l, m, n$, from the two equations

$$
\begin{aligned}
l a+m \beta+n \gamma & =0 \\
l+m+n & =0
\end{aligned}
$$

we get

$$
\begin{aligned}
& m(-a+\beta)+n(\gamma-a)=0 \\
& n(-\beta+\gamma)+l(a-\beta)=0 \\
& l(-\gamma+a)+m(\beta-\gamma)=0
\end{aligned}
$$

Therefore,

$$
\begin{gather*}
\frac{l}{m}=\frac{\mathrm{BC}}{\mathrm{CA}} ; \frac{m}{n}=\frac{\mathrm{CA}}{\mathrm{AB}} ; \frac{n}{l}=\frac{\mathrm{AB}}{\mathrm{BC}} ; \\
l: m: n=\mathrm{BC}: \mathrm{CA}: \mathrm{AB} \tag{2}
\end{gather*}
$$

or,

The same two equations give us

$$
\begin{equation*}
a=\frac{m \beta+n \gamma}{m+n} ; \beta=\frac{n \gamma+l a}{n+l} ; \gamma=\frac{l a+m \beta}{l+m} \tag{3}
\end{equation*}
$$

The third equation of (3) may be put in words as follows: If we are given any two vectors, $\overline{\mathrm{OA}}=\alpha, \overline{\mathrm{OB}}=\beta$, and if there be a third coinitial vector, $\overline{\mathrm{OC}}=\gamma$, such that

$$
(l+m) \gamma=l \alpha+m \beta ;
$$

then, $C$, the term of $\gamma$, lies upon the straight line $A B$, which it cuts in the ratio $l: m$.
$29^{\circ}$. If, while $\alpha$ and $\beta$ remain constant, we suppose $\gamma$ to be a variable vector and $l: m$ to be a variable ratio; this last equation may be written,

$$
\rho=\frac{x \alpha+y \beta}{x+y}
$$

which expresses that the locus of the variable point $C$, the term of $\rho$, is the indefinite straight line AB ; which line it cuts, so that

$$
\frac{\mathrm{AC}}{\mathrm{CB}}=\frac{y}{x}
$$

If $\mathrm{C}^{\prime}$ be another variable point on the line AB , and if its vector be

$$
\rho^{\prime}=\frac{x^{\prime} a+y^{\prime} \beta}{x^{\prime}+y^{\prime}}
$$

we have, in like manner,

$$
\frac{\mathbf{A C}^{\prime}}{\mathbf{C}^{\prime} \mathbf{B}}=\frac{y^{\prime}}{x^{\prime}}
$$

We now define ( ABCD ) by the following equation :

$$
(\mathrm{ABCD})=\frac{\mathrm{AB}}{\mathrm{BC}} \frac{\mathrm{CD}}{\mathrm{DA}}
$$

where $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ are any four collinear points.
In the present case, therefore, we have

$$
\left(\mathrm{ACBC}^{\prime}\right)=\frac{\mathrm{AC}}{\mathrm{C} \overline{\mathrm{~B}}} \frac{\mathrm{BC}^{\prime}}{\mathrm{C}^{\prime} \mathrm{A}}=\frac{y x^{\prime}}{x y^{\prime}}
$$

When $\left(\mathrm{ACBC}^{\prime}\right)=-1$, the range becomes harmonic, and $\frac{y x^{\prime}}{x y^{\prime}}=-1$; or, $\frac{y}{x}=-\frac{y^{\prime}}{x^{\prime}}$. Substituting this value of the
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ratio $y^{\prime}: x^{\prime}$ in the equation for $\rho^{\prime}$, given above, we have

$$
\rho=\frac{x a+y \beta}{x+y} ; \rho^{\prime}=\frac{x \alpha-y \beta}{x-y} ;
$$

where the points C and $\mathrm{C}^{\prime}$ are the harmonic conjugates to the points $A$ and $B$. When $C$ and $C^{\prime}$ vary together owing to the variation of $y: x$, they form divisions in involution upon the indefinite straight line AB , the double points of the involution being $A$ and $B$.
$30^{\circ} .(a)$. Suppose we have, $l a+m \beta+n \gamma=0$, with the condition

$$
l+m+n \neq 0 ;
$$

then the three vectors are still coplanar, $27^{\circ}$, but they no
 longer terminate in a straight line. Their terms are now the corners of a triangle, ABC, fig. 5.

To find the values of the vectors of the points

$$
\begin{aligned}
& \mathrm{A}^{\prime}=\mathrm{OA} \cdot \mathrm{BC}, \\
& \mathrm{~B}^{\prime}=\mathrm{OB} \cdot \mathrm{CA}, \\
& \mathrm{C}^{\prime}=\mathrm{OC} \cdot \mathrm{AB},
\end{aligned}
$$

$C$ and the ratios of the segments $\mathrm{BA}^{\prime}: \mathrm{A}^{\prime} \mathrm{C}$, \&c.

Let $\overline{\mathrm{OA}^{\prime}}=a^{\prime}, \overline{\mathrm{OB}^{\prime}}=\beta^{\prime}, \overline{\mathrm{OC}^{\prime}}=\gamma^{\prime}$.
Since $\alpha$ and $\alpha^{\prime}, \beta$ and $\beta^{\prime}, \gamma$ and $\gamma^{\prime}$, are respectively parallel vectors, they are connected together by equations of the form,

$$
\begin{equation*}
a=x^{-1} a^{\prime}, \beta=y^{-1} \beta^{\prime}, \gamma=z^{-1} \gamma^{\prime} \tag{1}
\end{equation*}
$$

Substituting these values of $a, \beta, \gamma$, successively, in the given equation, we get

$$
\left.\begin{array}{l}
l x^{-1} a^{\prime}+m \beta+n \gamma=0  \tag{2}\\
l a+m y^{-1} \beta^{\prime}+n \gamma=0 \\
l a+m \beta+n z^{-1} \gamma^{\prime}=0
\end{array}\right\}
$$

But $a^{\prime}, \beta, \gamma ; a, \beta^{\prime}, \gamma ; a, \beta, \gamma^{\prime}$, are coinitial vectors terminating, respectively, in the straight lines $B C, C A, A B$. Therefore, $28^{\circ}$,

$$
\left.\begin{array}{r}
l x^{-1}+m+n=0 \\
l+m y^{-1}+n=0 \\
l+m+n z^{-1}=0
\end{array}\right\} .
$$

Hence,

$$
\begin{equation*}
x=\frac{-l}{m+n} ; y=\frac{-m}{n+l} ; z=\frac{-n}{l+m} \tag{3}
\end{equation*}
$$

Substituting these values of $x, y, z$, in equation (1), we get

$$
\begin{equation*}
\alpha^{\prime}=\frac{-l a}{m+n} ; \beta^{\prime}=\frac{-m \beta}{n+l} ; \gamma^{\prime}=\frac{-n \gamma}{l+m} \tag{4}
\end{equation*}
$$

Substituting the same values of $x, y, z$, in the equations of (2),

$$
\begin{equation*}
a^{\prime}=\frac{m \beta+n \gamma}{m+n} ; \beta^{\prime}=\frac{n \gamma+l a}{n+l} ; \gamma^{\prime}=\frac{l a+m \beta}{l+m} \tag{5}
\end{equation*}
$$

Equations (4) and (5) give the sought values of the vectors of the points $\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime}$.

Comparing the equations of (5) with the equations of (3), $28^{\circ}$, it is evident that

$$
\begin{equation*}
\frac{\mathrm{BC}^{\prime}}{\mathrm{C}^{\prime} \mathrm{A}}=\frac{l}{m} ; \frac{\mathrm{CA}^{\prime}}{\mathrm{A}^{\prime} \mathrm{B}}=\frac{m}{n} ; \frac{\mathrm{AB}^{\prime}}{\mathrm{B}^{\prime} \mathrm{C}}=\frac{n}{l} \tag{6}
\end{equation*}
$$

(b). If we multiply together the three ratios, equations (6), we get the equation of the Six Segments,

$$
\begin{align*}
& \mathrm{AB}^{\prime} \mathrm{BC}^{\prime} \mathrm{CA}^{\prime}  \tag{7}\\
& \mathrm{B}^{\prime} \mathrm{C}^{\prime} \mathbf{C}^{\prime} \mathrm{A} \frac{\mathrm{~A}^{\prime} \mathrm{B}}{}=1,
\end{align*}
$$

as the condition of concurrence of the lines $\mathrm{AA}^{\prime}, \mathrm{BB}^{\prime}, \mathrm{CC}^{\prime}$.
We have, also (6),

$$
\left.\begin{array}{l}
l: m=\mathrm{BC}^{\prime}: \mathrm{C}^{\prime} \mathrm{A}=\mathrm{OBC}: \mathrm{OCA}, \\
m: n=\mathrm{CA}^{\prime}: \mathrm{A}^{\prime} \mathrm{B}=\mathrm{OCA}: \mathrm{OAB},  \tag{8}\\
n: l=\mathbf{A B}^{\prime}: \mathrm{B}^{\prime} \mathrm{C}=\mathrm{OAB}: \mathrm{OBC} .
\end{array}\right\} .
$$

Therefore, $\quad l: m: n=\mathrm{OBC}: \mathrm{OCA}: \mathrm{OAB}$;
where OBC, $\& c$. , are the areas of the respective triangles.
(c). In such equations as those of (8), attention must be paid to the signs of figures, plane and solid.

Any plane figure is positive or negative according as the rotation of a particle round its periphery, as seen from a given aspect of the plane, is right-handed or left-handed. Thus, for any triangle ABC , we have

$$
\mathrm{ABC}=\mathrm{BCA}=\mathrm{CAB}=-\mathrm{BAC}=-\mathrm{ACB}=-\mathrm{CBA}
$$

and as for a line we have

$$
\overline{\mathrm{AB}}+\overline{\mathrm{BA}}=0 ;
$$

so, for an area, we have

$$
\mathrm{ABC}+\mathrm{CBA}=0
$$



Fig. 6. The case of solids is strictly analogous ; the sign of the tetrahedron, fig. 6 , being positive or negative according as the rotation of a particle round one of its faces is right-handed or left-handed, as seen from the opposite apex. Thus,

$$
\begin{aligned}
& \mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4}=-\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{4} \mathbf{A}_{3} \\
& =-\mathbf{A}_{2} \mathbf{A}_{1} \mathbf{A}_{3} \mathbf{A}_{4}=\mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{1} \mathbf{A}_{4} \\
& =-\mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4} \mathbf{A}_{1}, \& \mathbf{c} ., 8 \mathrm{c} .
\end{aligned}
$$

In this case we have

$$
\mathbf{A}_{1} \mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4}+\mathbf{A}_{2} \mathbf{A}_{3} \mathbf{A}_{4} \mathbf{A}_{1}=0
$$

$31^{\circ}$. If $l=m=n$, the equation $l a+m \beta+n \gamma=o$ becomes

$$
a+\beta+\gamma=0 ;
$$

and the three vectors can obviously be made the sides of a triangle ABC , fig. 5 , by $14^{\circ}$. In this case,

$$
\overline{\mathrm{BC}}=a, \overline{\mathrm{CA}}=\beta, \overline{\mathrm{AB}}=\gamma
$$

Let $\overline{\mathbf{A A}}^{\prime}, \overline{\mathrm{BB}}^{\prime}$, be drawn, cutting $\overline{\mathrm{BC}}$ and $\overline{\mathrm{CA}}$ respectively in given ratios; and through their cross $D$ (instead of $O$, fig. 5) draw a line from $C$ cutting $\overline{\mathrm{AB}}$ in $\mathrm{C}^{\prime}$. It is required to determine the ratios $\mathrm{AD}: \mathrm{DA}^{\prime} ; \mathrm{BD}: \mathrm{DB}^{\prime} ; \mathrm{CD}: \mathrm{DC}^{\prime}$; and $\mathrm{AC}^{\prime}: \mathrm{C}^{\prime} \mathrm{B}$.

Let the given ratios be

$$
\begin{aligned}
& \mathbf{B A}^{\prime}: \mathbf{A}^{\prime} \mathrm{C}=1-m: m \\
& \mathbf{C B}^{\prime}: \mathbf{B}^{\prime} \mathbf{A}=n: 1-n ;
\end{aligned}
$$

so that we have $\overline{\mathrm{A}^{\prime} \mathrm{C}}=m a$, and $\overline{\mathrm{CB}^{\prime}}=n \beta$.
(1) To determine $\mathrm{AD}: \mathrm{DA}^{\prime}$ and $\mathrm{BD}: \mathrm{DB}^{\prime}$.

Since

$$
\mathbf{B A}^{\prime}: \mathbf{A}^{\prime} \mathbf{C}=1-m: m
$$

by $28^{\circ}$

$$
\begin{gathered}
{\overline{\mathrm{AA}^{\prime}}=m \gamma-(1-m) \beta}_{"=-m a-\beta .}^{\overline{\mathrm{BB}^{\prime}}=a+n \beta .} .
\end{gathered}
$$

Similarly,
Let

$$
\overline{\mathrm{AD}}=p \overline{\mathrm{AA}}^{\prime} ; \overline{\mathrm{BD}}=q \overline{\mathrm{BB}}^{\prime}
$$

Then,

$$
\overline{\mathrm{CA}}+\overline{\mathrm{AD}}=\overline{\mathrm{CD}}=\overline{\mathrm{CB}}+\overline{\mathrm{BD}} ;
$$

or,

$$
\beta-p m a-p \beta=-a+q a+q n \beta ;
$$

$$
(1-p-q n) \beta=(-1+q+p m) a
$$

But, since $\alpha$ and $\beta$ are not parallel, the coefficients of both must be zero, $26^{\circ}$. Therefore,

$$
\begin{aligned}
p & =\frac{1-n}{1-m n} ; q=\frac{1-m}{1-m n} \\
1-p & =\frac{n(1-m)}{1-m n} ; 1-q=\frac{m(1-n)}{1-m n}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\frac{\mathrm{AD}}{\mathrm{DA}^{\prime}}=\frac{p}{1-p}=\frac{1-n}{n(1-m)} ; \frac{\mathrm{BD}}{\mathrm{DB}^{\prime}}=\frac{q}{1-q}=\frac{1-m}{m(1-n)} \ldots \tag{1}
\end{equation*}
$$

(2) To determine $\mathrm{CD}: \mathrm{DC}^{\prime}$ and $\mathrm{AC}^{\prime}: \mathrm{C}^{\prime} \mathrm{B}$.

Let $\quad \overline{\mathrm{CC}^{\prime}}=x \overline{\mathrm{CD}} ; \overline{\mathrm{AC}} \bar{\prime}^{\prime}=y \overline{\mathrm{AB}}=y \gamma=y(-\alpha-\beta)$.
Then, since

$$
\begin{aligned}
\overline{\mathrm{CC}^{\prime}} & =\overline{\mathrm{CA}}+\overline{\mathrm{AC}} \\
x \mathrm{CD} & =\beta-y \alpha-y \beta
\end{aligned}
$$

But, since

$$
\begin{aligned}
& \mathrm{AD}: \mathrm{DA}^{\prime}=(1-n): n(1-m) \\
& \overline{\mathrm{CD}}=\frac{n(1-m) \beta-(1-n) m a}{1-m n}
\end{aligned}
$$

Therefore,

$$
\begin{gathered}
x n(1-m) \beta-x m(1-n) \alpha=(1-m n)(\beta-y \beta-y a) \\
\{x n(1-m)-(1-m n)+y(1-m n)\} \beta \\
=\{x m(1-n)-y(1-m n)\} a
\end{gathered}
$$

Equating the coefficients to zero,

$$
\begin{aligned}
x & =\frac{1-m n}{m-2 m n+n} ; y=\frac{m(1-n)}{m-2 m n+n} ; \\
x-1 & =\frac{(1-m)(1-n)}{m-2 m n+n} ; 1-y=\frac{n(1-m)}{m-2 m n+n}
\end{aligned}
$$

Therefore,

$$
\begin{gather*}
\mathrm{CD}=\frac{1}{x-1}=\frac{m(1-n)+n(1-m)}{(1-m)(1-n)} ;  \tag{2}\\
\mathrm{DC}^{\prime}= \\
\mathrm{AC}^{\prime} \mathrm{B}
\end{gather*}=\frac{y}{1-y}=\frac{m(1-n)}{n(1-m)} \quad,
$$

Had the ratios been given in the form

$$
\mathrm{BA}^{\prime}: \mathrm{A}^{\prime} \mathrm{C}=m_{1}: m_{2} ; \mathrm{CB}^{\prime}: \mathrm{B}^{\prime} \mathrm{A}=n_{1} ; n_{2} ;
$$

we should have had

$$
\begin{align*}
& \frac{\mathrm{AD}}{\mathrm{DA}^{\prime}}=\frac{n_{2}\left(m_{1}+m_{2}\right)}{m_{1} n_{1}} ; \overline{\mathrm{BD}}=\frac{m_{1}\left(n_{1}+n_{\circ}\right)}{m_{2} n_{2}}  \tag{3}\\
& \frac{\mathrm{DD}}{\mathrm{DC}^{\prime}}=\frac{m_{1} n_{1}+m_{9} n_{9}}{m_{1} n_{2}} ; \frac{\mathrm{AC}^{\prime}}{\mathrm{C}^{\prime} \mathrm{B}}=\frac{m_{2} n_{2}}{m_{1} n_{1}} \cdot . \tag{4}
\end{align*}
$$

Knowing $\overline{\mathrm{AB}}, \overline{\mathrm{AC}}$, and the ratio $\mathrm{BA}^{\prime}: \mathrm{A}^{\prime} \mathrm{C}$, we obtain $\overline{\mathrm{AA}}^{\prime}$ by (3) of $28^{\circ}$. $\overline{\mathrm{BB}}^{\prime}$ and $\overline{\mathrm{CC}}^{\prime}$ are similarly obtained. Again, knowing $\overline{\mathrm{AC}}, \overline{\mathrm{AC}}{ }^{\prime}$, and the ratio $\mathrm{CD}: \mathrm{DC}^{\prime}$, we obtain $\overline{\mathrm{AD}}$, and consequently $\overline{\mathrm{DA}}^{\prime} . \overline{\mathrm{BD}}, \overline{\mathrm{DB}^{\prime}}$ and $\overline{\mathrm{CD}}, \overline{\mathrm{DC}}^{\prime}$ are similarly obtained.

## CHAPTER III

## ILLUSTRATIONS IN COPLANAR VECTORS

$32^{\circ}$. 1. The Mean Point of a triangle, M.
In the following illustrations, the successive sides of the triangle $\mathrm{ABC}-\mathrm{BC}, \mathrm{CA}, \mathrm{AB}$-will be represented by the vectors $a, \beta, \gamma$ respectively, so that

$$
a+\beta+\gamma=0
$$

The tensors of these vectors, or the lengths of the sides of the triangle, will be represented by $a, b, c$.

Let $A^{\prime}$ and $B^{\prime}$ be the middle points of BC and CA, and let $\mathrm{AA}^{\prime}$ and $\mathrm{BB}^{\prime}$ cross in M. Produce CM to meet AB in $\mathrm{C}^{\prime}$. Then, making $m=n=\frac{1}{2}$ in (1) of $31^{\circ}$, we get

$$
\frac{\mathrm{AM}}{\bar{M} \overline{\mathrm{~A}^{\prime}}}=2 ; \frac{\mathrm{BM}}{\mathrm{MB}^{\prime}}=2 ;
$$

and (2) of $31^{\circ}$,

$$
\frac{\mathrm{CM}}{\mathrm{MC}^{\prime}}=2 ; \frac{\mathrm{AC}^{\prime}}{\mathrm{C}^{\prime} \mathrm{B}}=1 .
$$

Therefore, the medians of a triangle meet in a point which trisects them. This point is called the Mean Point.

$$
\begin{equation*}
\overline{\mathrm{AM}}=\frac{2}{3} \overline{\mathrm{AA}^{\prime}}=\frac{2}{3}\left(\frac{\gamma-\beta}{2}\right)=\frac{\gamma-\beta}{3} \tag{1}
\end{equation*}
$$

2. The Incentre, I, and the (b) Excentre, $\mathrm{E}_{\mathrm{b}}$.

I is the cross of $\mathrm{AA}^{\prime}$ and $\mathrm{BB}^{\prime}$, the bisectors of the angles CAB and ABC respectively. Produce CI to meet AB in $\mathrm{C}^{\prime}$. Then, proceeding by the method of $31^{\circ}$, we get

The last equation shows that the internal angle-bisectors are concurrent.

By (3) of $28^{\circ}$,

These three equations are of the form
e.g.,

$$
\begin{align*}
\rho & =x\left(\mathrm{U} \delta \pm \mathrm{U}_{\epsilon}\right)  \tag{3}\\
\overline{\mathrm{AA}^{\prime}} & =\frac{b c}{b+c}\left(\mathrm{U}_{\gamma}-\mathrm{U} \beta\right)
\end{align*}
$$

the negative sign showing that $\mathrm{AA}^{\prime}$ is the bisector of the supplement of the angle between $\beta$ and $\gamma$. Were the direction of $\beta$ reversed, we would have

$$
\overline{\mathrm{AA}^{\prime}}=\frac{b c}{b+c}(\mathrm{U} \beta+\mathrm{U} \gamma)
$$

Equation (3), consequently, is the general expression for an angle-bisector, the tensors of the lines containing the angle being arbitrary.
$\mathrm{By}(3)$ of $28^{\circ}$ and (1) of this article

$$
\begin{equation*}
\overline{\mathrm{AI}}=\frac{b \gamma-c \beta}{a+b+c} ; \overline{\mathrm{BI}}=\frac{c \dot{\alpha}-a \gamma}{a+b+c} ; \overline{\mathrm{CI}}=\frac{a \beta-b \alpha}{a+b+c} \ldots \tag{4}
\end{equation*}
$$

From (2) and (4),

$$
\begin{equation*}
\mathrm{IB}^{\prime}=\frac{b}{c+a} \cdot \frac{c \alpha-a \gamma}{a+b+c} \tag{5}
\end{equation*}
$$

$\mathrm{E}_{\mathrm{b}}$ is the cross of the external angle-bisectors at C and A respectively. Let CE produced meet $\mathrm{AB}^{\prime}$ in $\mathrm{C}^{\prime \prime}$; AE meet $\mathbf{B C}$ in $\mathbf{A}^{\prime \prime}$; and let the external angle-bisector at $\mathbf{B}$ meet CA in $\mathrm{B}^{\prime \prime}$. Then,

Hence,

$$
\begin{equation*}
\overline{\mathrm{AA}^{\prime \prime}}=\frac{b \gamma+c \beta}{b-c} ; \overline{\mathrm{BB}^{\prime \prime}}=\frac{c a+a \gamma}{c-a} ; \overline{\mathrm{CC}^{\prime \prime}}=\frac{a \beta+b a}{a-b} \cdots \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\overline{\mathrm{C}^{\prime \prime} \mathbf{A}}=\frac{b \gamma}{a-b} ; \overline{\mathrm{C}^{\prime \prime} \mathbf{B}}=\frac{a \gamma}{a-b} \tag{7}
\end{equation*}
$$

Therefore, $29^{\circ}$,

$$
\left(\mathrm{BC}^{\prime} \mathrm{AC}^{\prime \prime}\right)=-1
$$

or, the sides of a triangle are cut harmonically by the internal and external bisectors of the opposite angles.

We also have

$$
\begin{equation*}
\frac{\mathbf{C}^{\prime \prime} \mathbf{A}^{\prime}}{\mathbf{C}^{\prime \prime} \mathbf{B}^{\prime}}=\frac{c+a}{b+c} ; \frac{\mathbf{A}^{\prime \prime} \mathrm{C}^{\prime}}{\mathbf{B}^{\prime} \mathbf{C}^{\prime}}=\frac{c+a}{b-c} \tag{8}
\end{equation*}
$$

Therefore, the points $\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime \prime}$ and $\mathrm{C}^{\prime}, \mathrm{B}^{\prime}, \mathrm{A}^{\prime \prime}$ are respectively collinear.

Again,

$$
\begin{equation*}
\frac{\mathrm{A}^{\prime \prime} \mathrm{C}^{\prime}}{\mathrm{C}^{\prime} \mathrm{B}^{\prime \prime}}=\frac{c-a}{b-c} ; \tag{9}
\end{equation*}
$$

or, the crosses of the external angle-bisectors with the opposite sides are collinear.

Let $B E$ be drawn, and we have

$$
\begin{equation*}
\overline{\mathrm{BE}}=\frac{c a-a \gamma}{c+a-b}=\frac{c a}{c+a-b}\left(\mathrm{U}_{a}-\mathrm{U}_{\gamma}\right) \tag{10}
\end{equation*}
$$

Therefore, BE bisects the angle $\mathrm{ABC} ; \mathrm{BB}^{\prime}$ and BE coincide ; and a line drawn from any corner of a triangle to the excentre of the opposite side passes through the incentre.

By subtraction of $\overline{\mathrm{BB}}^{\prime}$ from $\overline{\mathrm{BE}}$, we have

$$
\overline{\mathrm{B}^{\prime}} \mathbf{E}=\frac{b}{c+a} \frac{c a-a \gamma}{c+a-b}
$$

Therefore, (4) and (5),

$$
\left(\mathrm{BIB}^{\prime} \mathrm{E}\right)=-1 ;
$$

or, the internal angle-bisector is cut harmonically by the centres of the in- and excircles.
3. The Orthocentre, $\mathbf{P}$.

By the methods explained in $31^{\circ}$,

$$
\overline{\mathrm{AP}}=\frac{\gamma \tan \mathrm{B}-\beta \tan \mathrm{C}}{\tan \mathrm{~A}+\tan \mathrm{B}+\tan \mathrm{C}}
$$

4, The Circumcentre, Q.
By $31^{\circ}$,

$$
\overline{\mathrm{AQ}}=\frac{(\tan \mathrm{C}+\tan \mathrm{A}) \gamma-(\tan \mathrm{A}+\tan \mathrm{B}) \beta}{2(\tan \mathrm{~A}+\tan \mathrm{B}+\tan \mathrm{C})}
$$

5. The Midcentre, N.

Let $\mathrm{M}_{1}, \mathrm{M}_{2}, \mathrm{M}_{3}$ be the middle points of the sides $\mathrm{BC}, \mathrm{CA}$, $A B$ of the triangle $A B C$. Then the circumcentre, $N$, of the triangle $\mathrm{M}_{1} \mathrm{M}_{3} \mathrm{M}_{2}$ is the midcentre of the triangle ABC .

$$
\begin{aligned}
& \mathrm{AN}=\overline{\mathrm{AM}}_{1}+\overline{\mathrm{M}_{1} \mathrm{~N}} ; \text { which becomes, by } 1 \text { and } 4, \\
& "=\frac{\gamma-\beta}{2}+\frac{(\tan \mathrm{A}+\tan \mathrm{B}) \beta-(\tan \mathrm{C}+\tan \mathrm{A}) \gamma}{4(\tan \mathrm{~A}+\tan \mathrm{B}+\tan \mathrm{C})} \gamma \\
& "=\frac{(\tan \mathrm{A}+2 \tan \mathrm{~B}+\tan \mathrm{C}) \gamma-(\tan \mathrm{A}+\tan \mathrm{B}+2 \tan \mathrm{C}) \beta}{4 \mathrm{E} \operatorname{tans}} \\
& "=\frac{1}{2}\left\{\frac{(\tan \mathrm{C}+\tan \mathrm{A}) \gamma-(\tan \mathrm{A}+\tan \mathrm{B}) \beta}{2 \mathrm{E} \operatorname{tans}}\right. \\
&\left.+\frac{\gamma \tan \mathrm{B}-\beta \tan \mathrm{C}}{\mathrm{\Sigma} \tan }\right\}
\end{aligned}
$$

$$
"=\frac{1}{2}(\overline{\mathrm{AQ}}+\overline{\mathrm{AP}}), 4 \text { and } 3
$$

Hence,
but

$$
\begin{aligned}
\overline{\mathrm{AQ}}+\overline{\mathrm{AP}}-2 \overline{\mathrm{AN}} & =0 ; \\
1+1-2 & =0 .
\end{aligned}
$$

Therefore, $28^{\circ}$, the three coinitial vectors $\overline{\mathrm{AP}}, \overline{\mathrm{AN}}, \overline{\mathrm{AQ}}$, terminate in a straight line which is bisected in $N$; or, the orthocentre, the midcentre, and the circumcentre are collinear, and N bisects $\overline{\mathrm{PQ}}$.

The mean point, M, also lies upon the line PQ. For

$$
\begin{gathered}
2 \overline{\mathrm{AQ}}+\overline{\mathrm{AP}}=\frac{(\tan \mathrm{C}+\tan \mathrm{A}) \gamma-(\tan \mathrm{A}+\tan \mathrm{B}) \beta}{\mathrm{\Sigma} \mathrm{\operatorname{tans}}} \\
+\frac{\gamma \tan \mathrm{B}-\beta \tan \mathrm{C}}{\Sigma \tan \mathrm{t}} ;
\end{gathered}
$$

$$
2 \overline{\mathrm{AQ}}+\overline{\mathrm{AP}}=\gamma-\beta=3 \overline{\mathrm{AM}}, 1
$$

hence,

$$
2 \overline{\mathrm{AQ}}+\overline{\mathrm{AP}}-3 \overline{\mathrm{AM}}=0 ;
$$

but

$$
2+1-3=0 ;
$$

therefore, the three coinitial vectors $\overline{\mathrm{AQ}}, \overline{\mathrm{AP}}, \overline{\mathrm{AM}}$, terminate in a straight line which is trisected in M.

Therefore, the orthocentre, the midcentre, the mean point, and the circumcentre are collinear ; and the line upon which they lie is bisected in N, and trisected in M.

Hence,

$$
(\mathrm{PNMQ})=-1
$$

6. Let $\mathrm{I}^{\prime}$ be the point in which a line drawn from A through I, the incentre of ABC, cuts the line PQ. Then

$$
\frac{\mathrm{PI}^{\prime}}{\mathrm{I}^{\prime} \mathrm{Q}}=2 \cos \mathrm{~A} .
$$

If $\mathrm{A}=60^{\circ}, \mathrm{PI}^{\prime}=\mathrm{I}^{\prime} \mathrm{Q}$; and $\mathrm{I}^{\prime}$ is the midcentre of the triangle.
7. To find the vector-expressions for the isogonal and the isotomic of a given line.

Let $\delta$ be a vector drawn from the corner B of a triangle ABC , cutting CA in D so that $\frac{\mathrm{AD}}{\mathrm{DC}}=\frac{p}{r}$; and let $\angle \mathrm{ABD}=\phi$.

Then,

$$
\begin{gathered}
\frac{p}{r}=\frac{\mathrm{AD}}{\mathrm{DC}}=\frac{c \sin \phi}{a \sin (\mathrm{~B}-\phi)} \\
\frac{\sin (\mathrm{B}-\phi)}{\sin \phi}=\frac{c r}{a p} .
\end{gathered}
$$

Let $\delta^{\prime}$, the isogonal of $\delta$, cut CA in $\mathrm{D}^{\prime}$. Then,

$$
\frac{\mathrm{AD}^{\prime}}{\overline{\mathrm{D}}^{\prime} \mathrm{C}}=\frac{c \sin (\mathrm{~B}-\phi)}{a \sin \phi}=\frac{c^{2} r}{a^{2} p} .
$$

Therefore, $\quad \delta=\frac{p \alpha-r \gamma}{p+r} ; \delta^{\prime}=\frac{c^{2} r \alpha-a^{2} p \gamma}{c^{2} r+a^{2} p}$.
If $\delta^{\prime \prime}$ be the isotomic of $\delta$,

$$
\begin{equation*}
\delta^{\prime \prime}=\frac{r a-p \gamma}{p+r} \tag{2}
\end{equation*}
$$

Let $p: r=c^{n}: a^{n}$. Then,

$$
\delta_{n}=\frac{c^{n} a-a^{n} \gamma}{c^{n}+a^{n}} ; \quad \delta_{n}^{\prime}=\frac{a^{n-2} a-c^{n-2} \gamma}{c^{n-2}+a^{n-z}} .
$$

Let $p: r=c^{n-2}: a^{n-2}$. Then,

$$
\begin{equation*}
\delta_{n-2}^{\prime \prime}=\frac{a^{n-2} \alpha-c^{n-2} \gamma}{c^{u-2}+a^{n-2}} \tag{3}
\end{equation*}
$$

Therefore,

$$
\delta^{\prime}{ }_{n}=\delta^{\prime \prime}{ }_{n-2} ;
$$

or, the isotomic of $\delta_{n-2}$ is the isogonal of $\delta_{n}$; a theorem which suggests a simple geometric construction for the successive centres of gravity of weights placed at the corners of the triangle proportional to the $0,1,2 \ldots n^{\text {th }}$ powers of the opposite sides.
8. Suppose it be desired to obtain symmetric expressions for the vectors of the mean point, incentre, \&c., \&c., instead of the unsymmetric expressions obtained in the preceding illustrations. Let $O$ be any point in the plane, and let

$$
\overline{\mathrm{OA}}=\alpha, \overline{\mathrm{OB}}=\beta, \overline{\mathrm{OC}}=\gamma
$$

Then the vector of the orthocentre, 3, may be written :

$$
\overline{\mathrm{AP}}=\frac{\gamma^{\prime} \tan \mathrm{B}-\beta^{\prime} \tan \mathrm{C}}{\Sigma \tan \mathrm{t}} ;
$$

where $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$ are the vectors along the sides of ABC.

$$
\text { But, } \quad \alpha^{\prime}=\gamma-\beta ; \beta^{\prime}=\alpha-\gamma ; \gamma^{\prime}=\beta-\alpha
$$

Therefore,

$$
\begin{align*}
& \overline{\mathrm{OP}}=\alpha+\overline{\mathrm{AP}}=\alpha+\frac{(\beta-a) \tan \mathrm{B}-(a-\gamma) \tan \mathrm{C}}{\mathrm{\Sigma} \operatorname{tans}} \\
& "=\frac{\alpha \tan \mathrm{A}+\beta \tan \mathrm{B}+\gamma \tan \mathrm{C}}{\Sigma \tan \mathrm{C}} . . . . . \tag{1}
\end{align*}
$$

Similarly, for the circumcentre,
$\overline{\mathrm{OQ}}=\frac{(\tan \mathrm{B}+\tan \mathrm{C}) \alpha+(\tan \mathrm{C}+\tan \mathrm{A}) \beta+(\tan \mathrm{A}+\tan \mathrm{B}) \gamma}{2 \Sigma \tan \mathrm{~s}}$
and for the midcentre,
$\overline{\mathrm{ON}}=\frac{(\Sigma \tan \mathrm{t}+\tan \mathrm{A}) \alpha+(\Sigma \tan \mathrm{s}+\tan \mathrm{B}) \beta+(\Sigma \tan \mathrm{t}+\tan \mathrm{C}) \boldsymbol{\gamma}}{4 \Sigma \tan \mathrm{~s}}$.

If $G_{n}$ be the centre of gravity of weights placed at the corners of the triangle proportional to the $n^{\text {th }}$ power of the opposite sides,

$$
\begin{equation*}
\overline{\mathrm{OG}}_{n}=\frac{a^{n} \alpha+b^{n} \beta+c^{n} \gamma}{a^{n}+b^{n}+c^{n}} \tag{4}
\end{equation*}
$$

If $n=0$,
$\overline{\mathrm{OG}}_{0}=\frac{\alpha+\beta+\gamma}{3}$, the vector of the mean point.
If $n=1$,
$\overline{\mathrm{OG}}_{1}=\frac{a a+b \beta+c \gamma}{a+b+c}$, the vector of the incentre
If $n=2$,
$\overline{\mathrm{OG}}_{2}=\frac{a^{2} \alpha+b^{2} \beta+c^{2} \gamma}{a^{2}+b^{2}+c^{2}}$, the vector of the symmedian point. . ( 1 )

## CHAPTER IV

## ON POINTS AND VECTORS IN SPACE

## Section 1 <br> On the Mean Point

33. Definition.-If the sum, $\Sigma a$, of $m$ coinitial vectors, coplanar or non-coplanar,

$$
\overline{\mathrm{OA}}_{1}=a_{1},{\overline{\mathrm{OA}_{2}}=a_{2} \quad . \quad . \quad . \quad \mathrm{OA}_{n}=\alpha_{m}, ~}_{\text {, }}
$$

be divided by their number, $m$, the resulting vector,

$$
\mu=\overline{\mathrm{OM}}=\frac{\Sigma(\overline{\mathrm{OA}})}{m}=\frac{\Sigma a}{m},
$$

is the Simple Mean of those $m$ vectors, and its term, M, is the Mean Point of the system of points, $\mathbf{A}_{1}, \mathbf{A}_{2} \ldots \mathbf{A}_{m}$.

If we are given such a system of points, $a_{1}, a_{2} \ldots a_{n}$, and also a system of scalars, $p_{1}, p_{2} \ldots p_{n}$; the vector

$$
\gamma=\overline{\mathrm{OC}}=\frac{p_{1} a_{1}+p_{2} a_{2}+\ldots p_{n} a_{n}}{p_{\mathrm{i}}+p_{2}+\ldots p_{n}}=\frac{\Sigma p \alpha}{\Sigma p}
$$

is the Complex Mean of those $n$ vectors, and its term, C , is the C'entre of Gravity, or Barycentre, of the system of points, $\mathrm{A}_{1}, \mathrm{~A}_{2} \ldots \mathrm{~A}_{m}$, considered as loaded with the given weights, $p_{1}, p_{2} \cdots p_{n}$ (Hamilton).
$34^{\circ}$. The position of the mean point depends upon the configuration of the system, and is independent of the position of the arbitrary origin, $O$. For, let C be the mean point of a given system, $\mathbf{A}_{1} \ldots \mathbf{A}_{n}$, with respect to an assumed origin, 0 ; and let $\mathrm{C}^{\prime}$ be the mean point of the same svstem with respect to another assumed origin $\mathrm{O}^{\prime}$; let $\overline{\mathrm{O}^{\prime} A_{1}}, \overline{{O^{\prime}}^{\prime}}$, \&c., be
represented by $a^{\prime}{ }_{1}, a^{\prime}{ }_{2}$, \&c., and let $\gamma$ be the mean vector with respect to $O, \gamma^{\prime}$ the mean vector with respect to $O^{\prime}$. Then,

$$
\begin{aligned}
& p_{1} \alpha_{1}=p_{1} \overline{\mathrm{OO}^{\prime}}+p_{1} \alpha^{\prime}{ }_{1}, \\
& p_{2} a_{2}=p_{2} \overline{\mathrm{OO}^{\prime}}+p_{2} \alpha^{\prime}, \\
& \cdot \\
& p_{n} \alpha_{n}=p_{n} \overline{\mathrm{OO}^{\prime}}+p_{n} \alpha_{n}^{\prime} \\
& \hline \mathrm{\Sigma} p a=\overline{\mathrm{OO}^{\prime} \mathrm{\Sigma} p+\Sigma p \alpha^{\prime} .}
\end{aligned}
$$

or,
But, by definition,

$$
\Sigma p a=\gamma \Sigma p ; \Sigma p \alpha^{\prime}=\gamma^{\prime} \Sigma p ;
$$

therefore,

$$
\overline{\mathrm{OC}}=\gamma=\overline{\mathrm{OO}^{\prime}}+\gamma^{\prime}=\overline{\mathrm{OC}^{\prime}}
$$

But the equal vectors, $\overline{\mathrm{OC}}, \overline{\mathrm{OC}^{\prime}}$, have a common origin ; therefore they must have a common term, or, $\mathrm{C}=\mathrm{C}^{\prime}$. The position of the mean point has not been altered, therefore, by selecting $\mathrm{O}^{\prime}$ instead of O as the origin of the system.
$35^{\circ}$. The sum of the $m$ vectors, $\rho_{1}, \rho_{2} \ldots \rho_{m}$, drawn from the mean point to every point of the system, is zero.

By definition,

$$
\Sigma \alpha=m \mu
$$

i.e.,

$$
a_{1}+a_{2}+a_{3}+\ldots a_{m}=\mu+\mu+\mu+\ldots(m \text { times }) .
$$

Therefore,

$$
\left(\alpha_{1}-\mu\right)+\left(\alpha_{2}-\mu\right)+\left(\alpha_{3}-\mu\right)+\ldots\left(\alpha_{m}-\mu\right)=0 .
$$

But

$$
\alpha_{1}-\mu=\rho_{1} ; a_{2}-\mu=\rho_{2} \ldots \alpha_{m}-\mu=\rho_{m} .
$$

Therefore,

$$
\Sigma \rho=0 .
$$

Conversely, if C be such a point that the sum of the vectors drawn from it to each and every point of a given system is zero ; then $C$ is the mean point of the system.
$3^{\circ}$. If any system of points, together with its mean point, be projected by parallel ordinates upon any plane, the projection of the mean point is the mean point of the projected system.

Let $\mathbf{A}_{1}^{\prime} \ldots \mathbf{A}_{n}^{\prime}$ be the projections of the points $\mathrm{A}_{1} \ldots \mathrm{~A}_{n}$. Find $\mathbf{M}^{\prime}$, the mean point of the projected system ; draw $\mathbf{M M '}^{\prime}$, and let
$\overline{\mathbf{M A}}_{1} \ldots \overline{\mathrm{MA}}_{n}=\rho_{1} \ldots \rho_{n} ;{\overline{\mathbf{M}^{\prime} \mathbf{A}^{\prime}}{ }_{1} \ldots{\overline{\mathbf{M}^{\prime} \mathbf{A}^{\prime}}}_{n}=\rho^{\prime}{ }_{1} \ldots \rho^{\prime}{ }_{n} .}$

Then,

$$
\begin{aligned}
& \rho_{1}^{\prime}=\rho_{1}+{\overline{A_{1} A^{\prime}}}_{1}^{\prime}-\overline{M M}^{\prime} \\
& \rho_{2}^{\prime}=\rho_{2}+{\overline{A_{2} A^{\prime}}{ }_{2}-\overline{M M}^{\prime}}^{\text {and }}
\end{aligned}
$$

$$
\frac{\rho_{n}^{\prime}=\rho_{n}+{\overline{A_{n} \mathbf{A}^{\prime}}}_{n}^{\prime}-\overline{\mathbf{M M}^{\prime}}}{\Sigma \rho^{\prime}=\Sigma \Sigma_{\rho}+\Sigma \overline{\mathrm{AA}}^{\prime}-n \overline{\mathbf{M}^{\prime}}}
$$

But, $35^{\circ}$,

$$
\Sigma \rho^{\prime}=0=\Sigma \rho ;
$$

therefore,

$$
n \overline{\mathrm{MM}^{\prime}}=\Sigma \overline{\mathrm{\Sigma AA}} \overline{\mathrm{AA}}^{\prime}=\xi, \text { say; }
$$

Therefore $\overline{\mathrm{MM}^{\prime}}$ is parallel to $\xi$, that is, to the other ordinates.

Therefore $\mathrm{M}^{\prime}$ is the projection of M , the mean point.
 of the mean point is the mean of the ordinates of the system.

## Section 2

## Linear Equations connecting four Non-coplanar Vectors

$37^{\circ}$. It has been shown, $27^{\circ}$, that if three vectors, $a, \beta, \gamma$, are coplanar, scalars can always be found, $h, l, m$, such that, $h a+l \beta+m \gamma=0$. If, however, $a$, $\beta, \gamma$ are not coplanar, the expression, $h \alpha+l \beta+m \gamma$, cannot be


Fig. 7. equated to zero unless all three coefficients vanish. For $h a+l \beta=p \phi$, some vector in the plane OAB , fig. 7, and $p \phi+m \gamma=q \xi$, some vector in the plane containing $\phi$ and $\gamma$, i.e., some plane different from OAB, OBC, and OCA. Hence the expression, $h a+l \beta+m \gamma$, represents some fourth vector, say - $n \delta$, whose coefficient, $n$, is $\geqslant$ zero.

In symbols,
or,

$$
\begin{gathered}
h a+l \beta+m \gamma+n \delta=0 \\
\delta=\frac{-h}{n} a+\frac{-l}{n} \beta+\frac{-m}{n} \gamma .
\end{gathered}
$$

 complete the parallelopiped $O A^{\prime \prime} B^{\prime \prime} C^{\prime \prime}$, we determine a point D, such that,

$$
\begin{aligned}
\overline{\mathrm{OD}}=\overline{\mathrm{OC}^{\prime}} & +\overline{\mathrm{C}^{\prime \prime} \mathrm{D}}={\overline{\mathrm{OC}^{\prime}}}^{\prime}+{\overline{\mathrm{OC}^{\prime}}={\overline{\mathrm{OA}^{\prime}}+\overline{\mathrm{OB}^{\prime}}+\overline{\mathrm{OC}^{\prime}}}^{\prime}}=\frac{-h}{n} \alpha+\frac{-l}{n} \beta+\frac{-m}{n} \gamma=\delta .
\end{aligned}
$$

Hence, since $a, \beta, \gamma$ may be any actual vectors, and since $h, l, m$ may have any values whatever, the sum of the three coinitial edges of a parallelopiped is the internal coinitial diagonal.
$38^{\circ}$. If $h \alpha+l \beta+m \gamma+n \delta=0$, what must be the relation between the scalars in order that the point $D$ may be situated in the fourth given plane ABC ; or, in other words, what is the condition of coplanarity of the four points, $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ ?

If D lies in the plane ABC , the vectors $\overline{\mathrm{DA}}, \overline{\mathrm{DB}}, \overline{\mathrm{DC}}$ are coplanar, and are consequently, $27^{\circ}$, connected together by an equation of the form

$$
p \overline{\mathrm{DA}}+q \overline{\mathrm{DB}}+r \overline{\mathrm{DC}}=0 ;
$$

or,

$$
p(a-\delta)+q(\beta-\delta)+r(\gamma-\delta)=0 ;
$$

or, $\quad p a+q \beta+r \gamma-(p+q+r) \delta=0$.
But

$$
h a+l \beta+m \gamma+n \delta=0
$$

Hence, eliminating $\delta$ from the last two equations,

$$
\begin{gathered}
\{h(p+q+r)+n p\} a+\{l(p+q+r)+n q\} \beta \\
+\{m(p+q+r)+n r\} \gamma=0 .
\end{gathered}
$$

Now, if the coefficients have an actual value, $a, \beta, \gamma$ are coplanar. But, by hypothesis, $a, \beta, \gamma$ are not coplanar. Therefore the coefficients have not an actual value, and must be equated to zero.

Therefore,

$$
h=\frac{-n p}{p+q+r} ; l=\frac{-n q}{p+q+r} ; m=\frac{-n r}{p+q+r}
$$

and
$h+l+m+n=-n\left(\frac{p}{p+q+r}+\frac{q}{p+q+r}+\frac{r}{p+q+r}\right)+n=0 ;$
the required condition of coplanarity of the four points, $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$.
$39^{\circ}$. The equation just deduced may be written,

$$
\frac{h}{-n}+\frac{l}{-n}+\frac{m}{-n}=1
$$

But, by construction,

$$
\overline{\mathrm{OA}^{\prime}}=\frac{h}{-n} \overline{\mathrm{OA}}, \text { or } \frac{h}{-n}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OA}} ; \frac{l}{-n}=\frac{\mathrm{OB}^{\prime}}{\mathrm{OB}} ; \frac{m}{-n}=\frac{\mathrm{OC}^{\prime}}{\mathrm{OC}}
$$

Therefore, $\quad \frac{\mathrm{OA}^{\prime}}{\mathrm{OA}}+\frac{\mathrm{OB}^{\prime}}{\mathrm{OB}}+\frac{\mathrm{OC}^{\prime}}{\mathrm{OC}}=1 ;$
the equation of a plane in terms of the intercepts it makes on the Cartesian axes of coordinates $\mathrm{OA}, \mathrm{OB}, \mathrm{OC}$.

## PART II

## division and multiplication of two vectors

## CHAPTER I

## FIRST PRINCIPLES OF QUATERNIONS

## Section 1 <br> Definitions

$1^{\circ}$. (a). A Quaternion is an operator which turns any one vector into another (Clifford).
(b). The Reciprocal of any vector, a, which is uritten, as in Algebra, $\frac{1}{\alpha}$ or $a^{-1}$, is another vector whose unit-vector is the opposite of the unit-vector, and whose tensor is the reciprocal of the tensor of the vector a.
$\mathrm{T} \alpha^{-1}=\frac{1}{\mathrm{~T} \alpha} ; \mathrm{U}^{-1}=\frac{1}{\mathrm{U} \alpha}=-\mathrm{U} \alpha ; \alpha^{-1}=\frac{1}{\alpha}=\frac{1}{\mathrm{~T} \alpha \alpha}=\frac{-\mathrm{U} \alpha}{\mathrm{T} \alpha}$.
(c). $\quad \frac{\beta}{\alpha}=\beta \frac{1}{\alpha}=\beta a^{-1} ; \beta a=\beta \frac{1}{\alpha^{-1}}=\frac{\beta}{a^{-1}}$.
(d). If $\alpha$ and $\beta$ be any two vectors, and if

$$
q=\frac{\beta}{a}
$$

then, whatever be the nature of $q$,

If

$$
\begin{equation*}
q a=\frac{\beta}{\alpha} \alpha=\beta \tag{1}
\end{equation*}
$$

$$
q^{\prime}=\beta a=\frac{\beta}{\alpha^{-1}}
$$

then

$$
\begin{equation*}
q^{\prime} a^{-1}=\beta a \cdot a^{-1}=\frac{\beta}{a^{-1}} a^{-1}=\beta \tag{2}
\end{equation*}
$$

The two vectors will in all cases be supposed to be coinitial, and to be inclined to one another at a Euclidian angle, between zero and $\pi$, unless the contrary be stated.
$\beta$ is the Multiplier and $a$ the Multiplicand of the product $\beta$ a. The multiplier is always written to the left, the multiplicand to the right; and the symbol $\beta a$ is to be read- ' $\alpha$ multiplied by $\beta$,' or, shortly, ' $\beta$ into a.'
It follows from (1) and (2) that the quotient and product of two vectors are quaternions.
(e). The Angle of a quaternion, in the form of a quotient, is the angle contained by its constituent vectors.

The Angle of a quaternion, in the form of a product, is the supplement of the angle contained by its constituent vectors.
(f). The Plane of a quaternion is the plane containing its constituent vectors.
(g). Coplanar Quaternions are those whose planes are coincident or parallel.
(h). Diplanar Quaternions are those whose planes are not parallel.
(i). If $a, \beta, \gamma, \& c$., be any three vectors,

$$
\frac{\delta}{\beta} \pm \frac{a}{\beta}=\frac{\delta \pm a}{\beta} ; \frac{\delta}{\beta}: \frac{a}{\beta}=\frac{\delta}{a} ; \frac{\delta}{a} \cdot \frac{a}{\gamma}=\frac{\delta}{\gamma} ; \frac{a}{\beta}=1: \frac{\beta}{a} .
$$

(j). If $q a=\beta$ and $q^{\prime} a=\beta$, then $q^{\prime}=q$.

$$
\begin{aligned}
& " \frac{\delta^{\prime}}{\gamma^{\prime}}=\frac{\delta}{\gamma} \quad, \quad \gamma^{\prime}=\gamma, \quad " \quad \delta^{\prime}=\delta .
\end{aligned}
$$

## Section 2

## The Nature of a Quaternion

$2^{\circ}$. (a). Let $\overline{\mathrm{OA}}=a, \overline{\mathrm{OB}}=\beta$, fig. 8, be any two vectors in the plane AOB, inclined to one another at an angle $\theta$. By definition, $1^{\circ}(d)$, if $\frac{\beta}{a}=q^{\prime}$, then $q^{\prime} a=\frac{\beta}{a}=\beta$; or $q^{\prime}$, or $\frac{\beta}{a}$, is such a

factor that when it operates upon the divisor, $a$, it transforms it into the dividend, $\beta$. Now, since a differs from
$\beta$, not only in length, but in direction, it is clear that two independent operations, of a totally different nature, are necessary in order to transform $\alpha$ into $\beta$. The one is an operation of tension, the other an operation of torsion, or version ; and the order in which the two operations take place is immaterial. We may make a rotate round the point $O$ until its direction coincides with that of $\beta$, and then alter its length until it is equal to that of $\beta$; or we may alter its length until it is equal to that of $\beta$, and then make it rotate round O until its direction coincides with that of $\beta$.

Now, a may acquire the direction of $\beta$ either by a rotation round $O$ in the plane $A O B$, or by conical rotation round a third coinitial vector bisecting the angle $\theta$. To avoid ambiquity it is defined that the rotation from $a$ to $\beta$ takes place in the plane of the two vectors, AOB . Further, a may rotate in the plane AOB into the direction of $\beta$ through either the angle $\theta$ or the amplitude, $2 \pi-\theta$. For the same reason it is defined that rotation from $\alpha$ to $\beta$, in the plane $O A B$, takes place through the angle $\theta$, which, $1^{\circ}(d)$, lies between zero and $\pi$.
(b). Let $\overline{\mathrm{OA}}=a, \mathrm{OB}=\beta$, fig. 9, still represent any two


Fig. 9. vectors in the plane $A O B$, inclined to one another at an angle $\theta$; and let $\overline{\mathrm{OA}^{\prime}}$ be the reciprocal of $\overline{\mathrm{OA}}, 1^{\circ}(b)$, or $a^{-1}$. Then, since $U a^{-1}$ is the opposite of $\mathrm{U} a$, the angle $\mathrm{BOA}^{\prime}=\pi-\theta$.

By definition, $1^{\circ}(d)$, if $\beta \alpha=q^{\prime \prime}$, then $q^{\prime \prime} a^{-1}=\beta a \cdot a^{-1}=\beta$; or $q^{\prime \prime}$, or $\beta a$, is such a factor that when it operates upon the reciprocal of the multiplicand, $a^{-1}$, it transforms it into the multiplier, $\beta$. As in the previous case, two operations are necessary in order to effect this transformation-one of tension and one of version, the order of which is immaterial. As before, also, it is defined that rotation from $\alpha^{-1}$ to $\beta$ takes place in the plane of the vectors, $\mathrm{BOA}^{\prime}$, and through the angle between them, $\pi-\theta$, which lies between zero and $\pi$ when $\theta$ lies $\pi$ and zero. The vector $a^{-1}$, then, may be transformed into $\beta$ by altering its length from $\mathrm{OA}^{\prime}$ to $\mathrm{OA}^{\prime \prime}=\mathrm{OB}$, and then making the altered vector rotate in the plane $\mathrm{BOA}^{\prime}$, through the angle $(\pi-\theta)$ into the direction of $\beta$.

Such is the nature of the symbols $q^{\prime}$ or $\frac{\beta}{\alpha}$, and $q^{\prime \prime}$ or $\beta \alpha$.

Both, as factors, imply two operations-one of tension and one of version-which are heterogeneous and absolutely independent. No mere change of length can in any way affect the direction of a vector ; no amount of rotation can alter its length.
$3^{\circ}$. The operation of Tension is purely metric, and we need only one number to carry it out-namely, the number (whole or fractional) by which we must multiply the length of one line in order to make it equal to the length of another. Given this number, we can make the length of the one line equal to that of the other, without knowing the absolute length of either of them.
$4^{\circ}$. The operation of Version is of a more complex nature, and will be found to involve a knowledge of three numbers. The first point to be explained is the means of giving rotation to a vector.
(a). Let

$$
\overline{\mathrm{OA}}=\mathrm{U} a, \overline{\mathrm{OB}}=\mathrm{U} \beta,
$$

fig. 10 , be any two unitvectors in the plane of the paper, inclined to each other at any angle $\theta$; and let

$$
\mathrm{OA}^{\prime}=-\mathrm{U} a, \overline{\mathrm{OB}}^{\prime}=-\mathrm{U} \beta
$$

be the opposites, or reciprocals, of $U_{a}$ and $\mathrm{U} \beta, 1^{\circ}(b)$.


Fig. 10.

Let OX be a unit-vector perpendicular to the plane of the paper, drawn from the origin, O , towards the reader as he reads the book; and let $\overline{\mathrm{OX}^{\prime}}$ be the opposite unit-vector of OX, drawn from the reader through the leaf of the book. Conceive OA and $\mathrm{OA}^{\prime}$ to be two very fine wires so connected at $O$ with two other very fine wires, $O X$ and OX', that by twisting either OX or $\mathrm{OX}^{\prime}$ about its longest axis, a motion of rotation is communicated at will to either OA or $\mathrm{OA}^{\prime}$. Motion of rotation would thus be communicated to OA or $\mathrm{OA}^{\prime}$, as the case might be, in exactly the same way as if OA or $\mathrm{OA}^{\prime}$ were the minute-hand, and OX or $\mathrm{OX}^{\prime}$ the key of a clock which it was necessary to set ; the key being applied in the case of OX to the face of the clock, and to the back of the clock in the case of $\mathrm{OX}^{\prime}$. Thus, if we conceive the unit-vectors to be gifted with the powers of the wires, by means of $\overline{\mathrm{OX}}$ or $\overline{\mathrm{OX}}^{\prime}$, we can make $\mathrm{U} a$ or $-\mathrm{U} a$, or any
coinitial vector in the plane of the paper, rotate into the direction of $\mathrm{U} \beta$, or any other direction in that plane.

Generally, rotation is given to any vector lying in any plane by operating on it with a coinitial unit-vector perpendicular to that plane.

When employed to give rotation to other vectors in planes perpendicular to themselves, unit-vectors are called Versors (vertere, to turn).

Versors can only operate upon-that is, give rotation tovectors perpendicular to themselves.
(b). When twisting the wire OX about its longer axis, the reader is supposed to be in the position he occupies while reading the book-with his eye at X , looking towards O . When twisting $O X^{\prime}$ he is supposed to have moved to a position beyond $\mathrm{X}^{\prime}$, facing his former position, with his eye at $\mathrm{X}^{\prime}$, looking towards O . These two positions bear exactly the same relation to one another as the two positions one successively occupies when locking a door on the outside and on the inside. And as one sees different sides of the door when locking it on the outside and on the inside, so one sees different sides, or aspects, of the plane $\mathrm{A}^{\prime} \mathrm{BA}$, when twisting $\mathrm{OX}^{\prime}$ and when twisting OX. Furthermore, a right-handed twist given to OX at X appears to be a left-handed twist when seen from $\mathrm{X}^{\prime}$; just as locking the door on the inside by a right-handed turn of the key would appear to be locking it by a left-handed turn of the key to anyone viewing the operation through a glass door from the outside. In order, then, to estimate the direction of the twist, we must imagine ourselves to be in the position of the person giving the twist.

Right-handed rotation-the rotation of the hands of a clock when looked at to take the time-will be considered as positive; left-handed, or anti-clockwise rotation as negative, in this book.
(c). Ua may be made to rotate through the angle $\theta$ in to the direction of $U \beta$ by giving either a negative twist to $\overline{\mathrm{OX}}$, or a positive twist to $\mathrm{OX}^{\prime}$. To avoid ambiguity, it is defined that $O \bar{X}^{\prime}$, which turns $U a$ into the direction of $U \beta$ by positive rotation, is the versor by which this operation is to be carried out.

Similarly, $\overline{O X}$, which turns - $\mathrm{U} a$ into the direction of $\mathrm{U} \beta$ by positive rotation, through the angle $\pi-\theta$, is defined to be the versor by which this operation is to be carried out.

Generally, rotation is communicated to any vector by that versor which turns it by positive rotation into the required direction.

We must now place a limitation to the turning powers of versors. Every versor possesses the power of turning any vector perpendicular to itself, by positive rotation, through a certain angle ; but it cannot produce rotation through any other angle, greater or less. Thus, if OX possesses the power of turning OB through a definite angle $\theta$, it can turn any other vectors, $\overline{\mathrm{OP}}, \overline{\mathrm{OQ}}, \& c$. , in the plane AOB , through the angle $\theta$; but it can turn them through the angle $\theta$ only. In consequence of this limitation, we must modify our terminology. There are two different, although coincident, versors along $\mathrm{OX}:(a)$ the versor which turns $\mathrm{U} \beta$ through the angle $\theta$ into the direction of $\mathrm{U} a ;(b)$ the versor which turns - $\mathrm{U} a$ through the angle $\pi-\theta$ into the direction of $\mathrm{U} \beta$. There are also two different, although coincident, versors along $\mathrm{OX}^{\prime}$ : (c) the versor that turns $U a$ through the angle $\theta$ into the direction of $\mathrm{U} \beta ;(d)$ the versor that turns $-\mathrm{U} \beta$ through the angle $\pi-\theta$ into the direction of U a.

For the moment we will designate these four different versors by the following symbols:
(a) by $\overline{\mathrm{OX}}_{\boldsymbol{\theta}}$;
(b) by $\overline{\mathrm{OX}}_{\pi-\theta}$;
(c) by $\mathrm{OX}^{\prime}{ }_{\theta}$;
(d) by $\overline{\mathrm{OX}}^{\prime}{ }_{\pi-\theta}$.

Since $U a$ and $U \beta$ are of equal length, when $U \beta$ is turned by $\mathrm{OX}_{\theta}$ into the direction of $\mathrm{U} a$, it becomes equivalent to, or is transformed into, U a. In symbols,

$$
\overline{\mathrm{OX}}_{\theta} \cdot \mathrm{U} \beta=\mathrm{U} a
$$

Therefore, $1^{\circ}(d)$,

$$
\begin{equation*}
\overline{\mathrm{OX}}_{\theta}=\frac{\mathrm{U} \alpha}{\mathrm{U} \beta} \tag{1}
\end{equation*}
$$

Similarly,

$$
\mathrm{OX}_{\pi-\theta} \cdot \mathrm{U}_{\alpha-1}=\mathrm{U} \beta
$$

Therefore, $1^{\circ}(d)$,

$$
\begin{equation*}
\overline{\mathrm{OX}}_{\pi-\theta}=\frac{\mathrm{U} \beta}{\mathrm{U} \alpha^{-1}}=\mathrm{U} \beta \mathrm{U} \alpha \tag{2}
\end{equation*}
$$

In like manner,

$$
\begin{align*}
\overline{\mathrm{OX}}_{\theta}^{\prime} & =\frac{\mathrm{U} \beta}{\mathrm{U} \alpha} .  \tag{3}\\
{\overline{\mathrm{OX}^{\prime}}}^{\prime}-\theta & =\mathrm{U} \alpha \mathrm{U} \beta \tag{4}
\end{align*}
$$

It follows that the quotient or product of any two unitvectors is a third coinitial unit-vector perpendicular to their plane.
(d). Since an operation of version implies rotation in a certain plane, towards a certain hand, through a certain angle, at least three numbers are required for the complete determination of a versor ; one to represent the magnitude of the angle of rotation, and two to fix the direction of the plane of rotation, or of the versor itself.

It will be observed that, as in the case of a vector, two numbers are required to determine its direction, and a third to define the amount of motion of translation communicated to a particle in that direction ; so in the case of a versor, two numbers are required to determine its direction, and a third to define the amount of motion of rotation communicated to a vector at right angles to that direction.
$5^{\circ}$. Since the operation of Tension depends upon one number, while the operation of Version depends upon three numbers, it is clear that for the complete determination of a quaternion a set of four numbers is required. Hence the name quaternion (quaternio, a set of four).

## CHAPTER II

## the properties of a system of three nutually rectangular unit-vectors, $i, j, k$

## Definitions

$6^{\circ}$. (a). The unit of versor measurement is one right angle.
(b). All unit-vectors which possess the property, as versors, of turning vectors perpendicular to themselves throngh a quadrant are designated by symbols whose index is unity, positive or negative according as the rotation is positive or negative.
(c). The function, or effect, as versors, of all unit-vectors designated by symbols whose index is unity, is to turn vectors perpendicular to themselves through a quadrant, positively or negatively according as the index is positive or negative.

Such unit-vectors are called quadrantal, or right versors, and right-angled quaternions right quaternions.
$7^{\circ}$. Let $i(\overline{\mathrm{OI}}), j(\overline{\mathrm{OJ}}), k(\overline{\mathrm{OK}})$, fig. 11, be three given and mutually rectangular unitvectors, with such relative directions that rotation from $j$ to $k$ (as seen from I ), from $k$ to $i$ (as seen from J), and from $i$ to $j$ (as seen from $K$ ), is positive. Then the opposite unit-vectors,

$$
\overline{\mathrm{OI}^{\prime}}, \overline{\mathrm{OJ}^{\prime}}, \overline{\mathrm{OK}^{\prime}}
$$

will be $-i,-j,-k$, respectively. For the sake


Fig. 11.
of clearness, let the plane $\mathrm{K}^{\prime} \mathrm{JK}$ be the plane of the paper, $i$ being drawn towards us, and - ifrom us.

From the definitions, $6^{\circ}$, it follows that when $i$ operates as a versor upon the vector $j$, the result of the operation is the
vector $k$. Similarly, $j$ operating upon $k$ produces $i$, and $k$ operating upon $i$ produces $j$. In symbols,

$$
\begin{equation*}
i j=k ; j k=i ; k i=j \tag{1}
\end{equation*}
$$

similarly,

$$
\begin{equation*}
j i=-k ; k j=-i ; i k=-j \tag{2}
\end{equation*}
$$

From these two series of equations it is clear that the sign of the product changes when the order of the factors is changed. In other words, the Commutative Law of Multipli-cation- $a b=b a$-does not hold good for right versors. In algebra, $a b=b a$; in quaternions, $i j \neq j i$. But it will be observed that,

$$
i(-j)=k=(-i j)
$$

or, the product of two right versors is equal to the product of their opposites.
$\mathbf{8}^{\circ}$. The Distributive Law of Multiplication, however-


Fig. 12. $a(b+c)=a b+a c-s t i l l ~ h o l d s ~ t r u e . ~$

Let $\overline{\mathrm{OI}}, \overline{\mathrm{OJ}}, \overline{\mathrm{OK}}$, fig 12 , represent $i, j, k$. Complete the squares OJPK and $\mathrm{OKQJ}^{\prime}$, and draw $\mathrm{OP}, \mathrm{OQ}$.

Then, since $T \cdot \overline{O P}=T \cdot \overline{O Q}$, and $\angle \mathrm{QOP}=\frac{\pi}{2}$, we have by definition (c), $6^{\circ}$,

$$
i . \overline{\mathrm{OP}}=\overline{\mathrm{OQ}} .
$$

But $\overline{\mathrm{OP}}=j+k$; and $\mathrm{OQ}=k-j=i j+i k, 7^{\circ}(1),(2) ;$ therefore, $\quad i(j+k)=i j+i k$.
It may be similarly shown that $i(j-k)=i j-i k$.
Therefore, the distributive law applies to right versors.
$\mathbf{9}^{\circ}$. $\mathrm{By}(1)$ of $1^{\circ}$,

$$
\frac{i}{j} j=i
$$

and by $(c)$ of $6^{\circ}$,

$$
-k j=i
$$

therefore, by $(j)$ of $1^{\circ}$

Similarly,

$$
\left.\begin{array}{l}
\frac{i}{j}=-k  \tag{3}\\
\frac{j}{k}=-i ; \frac{k}{i}=-j
\end{array}\right\}
$$

Further,

$$
\begin{equation*}
\frac{j}{i}=k ; \frac{k}{j}=i ; \frac{i}{k}=j \tag{4}
\end{equation*}
$$

Hence, by inverting a fraction, the sign of the quotient is changed.

In using a quotient as a factor, the same precautions as to multiplier and multiplicand must be observed as in the case of single vectors, $1^{\circ}(d)$. For example,

$$
\frac{i}{j} j=i ; \text { but } j \cdot \frac{i}{j} \neq i . \quad \text { For } j \cdot \frac{i}{j}=j(-k)=-i
$$

Similarly, $\frac{i}{j} \frac{j}{k}=\frac{i}{k} ;$ while $\frac{j}{k} \cdot \frac{i}{j}=-i(-k)=-j=\frac{k}{i}$.
$10^{\circ}$. (a). By the method of $9^{\circ}$ we have $\frac{-j}{k}=i$; and also $\frac{k}{i}=i$. Therefore, writing $i^{2}$ for $i i$, we have

$$
i^{2}=\frac{-j}{k} \cdot \frac{k}{j}=\frac{-j}{i}=-1
$$

for the square of any right versor.
Similarly, $\quad j^{2}=-1 ; k^{2}=-1$.
Again, we have $-j=\frac{-i}{k}$, and $-j=\frac{k}{i}$,
Therefore,

$$
(-j)(-j)=(-j)^{2}=\frac{-i}{k} \frac{k}{i}=\frac{-i}{i}=-1
$$

Similarly, $(-k)^{2}=-1 ;(-i)^{2}=-1$.
Therefore,

$$
\begin{equation*}
i^{2}=j^{2}=k^{2}=-1=(-i)^{2}=(-j)^{2}=(-k)^{2} \tag{5}
\end{equation*}
$$

In words, the square of any, and every, right versor is negative unity.

It must be observed that $(-j)^{2} \neq-j^{2}$. For, as has just been shown, $(-j)^{2}=-1$, while $-j^{2}=-\left(j^{2}\right)=-(-1)=+1$.
(b). $i . j k=i . i=i^{2} ; i j . k=k . k=k^{2} ;$
$j . k i=j \cdot j=j^{2} ; j k . i=i . i=i^{2} ;$
$k . i j=k \cdot k=k^{2} ; k i \cdot j=j \cdot j=j^{2} ;$
Hence, $i . j k=i j . k=j . k i=j k . i=k . i j=k i . j .$.

The Associative Law of Multiplication, therefore, holds good for right versors. We may, consequently, suppress the points in (6), and write
$i j k=j k i=k i j=i^{2}=j^{2}=k^{2}=(-i)^{2}=(-j)^{2}=(-k)^{2}=-1$.
(c). It may be similarly shown that

$$
i k j=k j i=j i k=-i^{2}=-j^{2}=-k^{2}=+1
$$

Hence a derangement in the cyclical order of the symbols changes the sign of the product.
$11^{\circ}$. (a). It follows from $10^{\circ}(7)$, that $i, j, k,-i,-j,-k$, denote six of the geometric square roots of negative unity, or,

$$
\begin{equation*}
i=j=k=\sqrt{-1}=-i=-j=-k \tag{8}
\end{equation*}
$$

In the present Calculus, therefore, the imaginary of Algebra, $\sqrt{-1}$ admits of a geometrically real interpretation as an indeterminate right versor. It is indeterminate, because its direction is indeterminate. In other words, the equation, $i^{2}+1=0$, has indefinitely many roots, all of which are geometric reals.

We have now reached the point which Sir W. R. Hamilton pronounced (' Life, \&c.,' III., 90) to be 'the difficulty in the theory of the geometrical interpretation of Quaternions'; namely, the two meanings of $i$, as a vector, and as a versor.

In the equation, $i j=k, j$ and $k$ are vectors, while $i$ is a versor. In fact we may regard $k$ as the vector generated, when the versor $i$ operates upon the vector $j$. Further, $i$ is a perfectly definite versor, operating in the plane of $j$ and $k$, to which it is perpendicular, so that rotation round it from $j$ to $k$ is positive.

In the equation, $i=\sqrt{-1}$, by analytically determining a value of $i$ independent of $j$ and $k$, we have abstracted from the conception of $i$ the idea of a plane in which, and consequently of a hand towards which, it operates. Equation (8) is a corollary of definition (c), $6^{\circ}$. It asserts that all right versors are equivalent in respect to angle; and it asserts no more.
(b). It may be said that equation (8) violates the definition of equal vectors. This is not so. The definition asserts that unit-vectors with given directions are only equal, as vectors, when those directions are similar. Equation (8) asserts that all unit-vectors in the first power are equal, as versors, in respect to angle.
(c). Again, it may be said that since $i=j k$, and also $i=k=j=\sqrt{-1}$; we must have, $\sqrt{-1}=\sqrt{-1} \cdot \sqrt{-1}=-1$, which is absurd.

We cannot substitute $\sqrt{-1}$ for $i$ and $k$ in the equation, $i=j k$; because $i$ and $k$ are vectors, and the symbol, $\sqrt{-1}$, represents them only in their character of indeterminate right versors. It would be a contradiction to write, $i=\sqrt{-1} . k$; for in this case $k$ and $i$ being given, the versor is not the indeterminate $\sqrt{-1}$, but the definite versor $j$.
$12^{\circ} . \operatorname{By} 9^{\circ}(3),(4)$,

$$
\frac{k}{j}=i ; \frac{j}{k}=-i .
$$

But $\frac{j}{k}=1: \frac{k}{j}$; therefore, $-i=\frac{1}{i}=i^{-1}$; or, the reciprocal of a unit-vector is its opposite. Hence,

$$
i^{-1} j=-i j=-k .
$$

In words, $j$ may be turned into the direction of $-k$, either by operating upon it with $-i$ and turning it through a positive quadrant, or by operating upon it with $i$ and turning it through a negative quadrant; definition (c), $6^{\circ}$. But $4^{\circ}(c),-i\left(\right.$ not $\left.i^{-1}\right)$ is the versor of the quaternion $\frac{-k}{j}$, because it operates positively.
$13^{\circ}$. By $12^{\circ}$ we obviously have,

$$
a^{-1}=\frac{1}{\alpha}=\frac{1}{\mathrm{~T} \alpha} \frac{1}{\mathrm{U} a}=\frac{1}{\mathrm{~T} \alpha}(-\mathrm{U} a)=\frac{-\mathrm{U} \alpha}{\mathrm{~T} \alpha} .
$$

To exhibit graphically a vector and its reciprocal: through any point C in the diameter $\mathrm{A}^{\prime} \mathrm{A}$ of a circle, fig. 13, draw ED perpendicular to $\mathrm{A}^{\prime} \mathrm{A}$; draw any chord FG through C ; and let CE, or CD, be the unit of length. Then,
$\mathrm{CF} . \mathrm{CG}=\mathrm{CD} . \mathrm{CE}=\mathrm{CD}^{2}=\mathrm{CE}^{2}=1$; and consequently, $\mathrm{CF}=\frac{1}{\mathrm{CG}}$.

Therefore, since T. $\overline{\mathrm{CF}}=\frac{1}{\mathrm{~T} \cdot \mathrm{CG}}$,


Fig. 1 and $\mathrm{U} \cdot \overline{\mathrm{CF}}=-\mathrm{U} \cdot \overline{\mathrm{CG}} ;$ if $\overline{\mathrm{CF}}=\rho$, then $\mathrm{CG}=\rho^{-1}$.
$14^{\circ}$. Since

$$
i i^{-1}=i(-i)=i k j=k j i,
$$

and also,
$i^{-1} i=(-i) i=k j i ;$
we have
$i i^{-1}=i^{-1} i ;$
or, a unit-vector and its reciprocal are commutative. But this only holds good for unit-vectors of the same name,

$$
i i^{-1}=i^{-1} i ; \text { but } k i^{-1} \neq i^{-1} k
$$

## CHAPTER III

## the various forms of a quaternion

## Section 1

A Quaternion as the Product of a Tensor and a Versor
$15^{\circ}$. A quaternion may be thrown into the form of the product of a tensor and a versor.

Let $q_{1}=\stackrel{a}{\beta^{\prime}}$, fig. 10. Then, resolving $a$ and $\beta$ into their tensors and unit-vectors, we have,

$$
q_{1}=\frac{\mathrm{T} a \mathrm{U} \alpha}{\mathrm{~T} \beta \mathrm{U} \beta}=\frac{\mathrm{T} \alpha}{\mathrm{~T} \beta} \frac{\mathrm{U} a}{\mathrm{U} \beta}=\frac{\mathrm{T} \alpha}{\mathrm{~T} \beta} \overline{\mathrm{OX}}_{\theta}, 4^{\circ}(c),(1)
$$

$\frac{\mathrm{T} a}{\mathrm{~T} \beta}$ is called the tensor, and $\frac{\mathrm{U} a}{\mathrm{U} \beta}$, or $\overline{\mathrm{OX}}_{\theta}$, the versor, of the quaternion $\frac{\alpha}{\beta}$. In symbols,

$$
\left.\begin{array}{rl}
\mathrm{T} q_{1} & =\mathrm{T} \frac{a}{\beta}=\frac{\mathrm{T} a}{\mathrm{~T} \beta} ; \mathrm{U} q_{1}=\mathrm{U} \frac{a}{\beta}=\frac{\mathrm{U} \alpha}{\mathrm{U} \beta}=\overline{\mathrm{OX}}{ }^{\theta} ;  \tag{1}\\
q_{1} & =\frac{a}{\beta}=\mathrm{T} \frac{a}{\beta} \mathrm{U} \frac{a}{\beta}=\mathrm{T} q_{\mathrm{I}} \mathrm{U} q_{1} .
\end{array}\right\}
$$

Similarly, if $q_{2}=\beta a$, we have

$$
\begin{aligned}
q_{2}=\beta a= & \frac{\beta}{\alpha^{-1}}=\frac{\mathrm{T} \beta}{\mathrm{~T} a^{-1}} \frac{\mathrm{U} \beta}{\mathrm{U} a^{-1}}=\mathrm{T} \beta \mathrm{~T} \alpha \cdot \mathrm{U} \beta \mathrm{U} \alpha \\
& =\mathrm{T} \beta \mathrm{~T} a \cdot \overline{\mathrm{OX}}_{\pi-\theta}, 4^{\circ}(c),(2)
\end{aligned}
$$

$\mathrm{T} \beta \mathrm{T}_{\alpha}$ is called the tensor, and $\mathrm{U} \beta \mathrm{U} \alpha$; or $\overline{\mathrm{OX}}_{\pi-\theta}$, the versor, of the quaternion $\beta a$. In symbols,

$$
\begin{align*}
\mathrm{T} q_{2} & \left.=\mathrm{T} \beta \alpha=\mathrm{T} \beta \mathrm{~T} a ; \mathrm{U} q_{2}=\mathrm{U} \beta \alpha=\overline{\mathrm{OX}}_{\pi-\theta} ;\right\}  \tag{2}\\
q_{2} & =\beta a=\mathrm{T} \beta \alpha \cdot \mathrm{U} \beta \alpha=\mathrm{T} q_{2} \mathrm{U} q_{2}
\end{align*}
$$

In general,

$$
\begin{equation*}
q=\mathrm{T}_{q} \mathrm{U} q \tag{3}
\end{equation*}
$$

## 44 A QUATERNION AS PRODUCT OF TENSOR AND VERSOR

In this equation, $\mathrm{T} q$ is the quotient or product of the two tensors, according as the quaternion is the quotient or product of the two vectors. In both cases Uq is a unit-vector drawn jrom the assumed origin, O , perpendicular to the plane of the quaternion, such that rotation round it, from the divisor to the dividend, or from the multiplier to the multiplicand, is positive.

As a quaternion is the product of a tensor and a versor, so, conversely, every product of a tensor and a versor is a quaternion. For if ( $\mathrm{T} q . \mathrm{U} q$ ) operate upon any vector at right angles to itself, it will obviously alter both its length and direction, that is, transform it into another vector, $1^{\circ}(a)$.
$16^{\circ}$. The versor of a versor is the versor itself :

$$
\mathrm{U}(\mathrm{U} \beta)=\mathrm{U} \beta ; \mathrm{U}(\mathrm{U} q)=\mathrm{U} q
$$

It may be observed that the value of a composite vector expression is not altered by altering the order of the numerical quantities it may contain : $\beta b \gamma f d \delta=b \beta f \gamma \delta d=b d f \beta \gamma \delta$.

## Section 2

A Quaternion as the sum of a Scalar and a Vector
17 ${ }^{\circ}$. We are now in a position to investigate an expression for a quaternion explicitly involving


Fig. 14. its angle.
(a). Let $\overline{\mathrm{OA}}(\mathrm{Ua})$ and $\overline{\mathrm{OB}}(\mathrm{U} \beta)$, fig. 14, be the unit-vectors of any two given vectors, $a, \beta$, inclined to one another at an angle $\theta$, different from zero, $\frac{1}{2} \pi$, and $\pi$; and draw OC, of unit length, perpendicular to OB in the plane AOB. Let fall perpendiculars from $A$ on $\mathrm{OB}, \mathrm{OC}$, cutting them in $\mathrm{A}^{\prime}, \mathrm{A}^{\prime \prime}$ respectively ; and draw from $O$, towards us, the unit-vector $\overline{\mathrm{OX}}$, perpendicular to the plane AOB. Then, $4^{\circ}(c),(1)$,

$$
\overline{\mathrm{OX}}_{\theta}=\frac{\mathrm{U} a}{\mathrm{U} \beta}=\frac{\mathrm{OA}}{\mathrm{OB}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}+\frac{\mathrm{A}^{\prime} \mathrm{A}}{\mathrm{OB}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}+\frac{\mathrm{OA}^{\prime \prime}}{\mathrm{OB}}
$$

Now, $\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}$ is a scalar-the ratio of the lengths of $\mathrm{OA}^{\prime}$ and
$\overline{\mathrm{OB}}$. The length of $\overline{\mathrm{OA}^{\prime}}=\mathrm{OA} \cos \theta=\cos \theta$, since $\mathrm{OA}=1:$ the length of OB is unity.

Therefore, $\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}=\cos \theta . \quad \overline{\mathrm{OA}^{\prime \prime}}=\mathrm{TOA}^{\prime \prime} . \mathrm{UOA}^{\prime \prime}$.
But $\overline{\mathrm{OA}}^{\prime \prime}=\mathrm{OA} \sin \theta=\sin \theta$, and $\overline{\mathrm{UA}^{\prime \prime}}=\overline{\mathrm{OC}}$.
Therefore, $\overline{\mathrm{OA}^{\prime \prime}}=\sin \theta \cdot \overline{\mathrm{OC}}$, and $\frac{\mathrm{OA}^{\prime \prime}}{\mathrm{OB}}=\sin \theta \underset{\mathrm{OB}}{\mathrm{OC}}$.
But $\overline{\mathrm{OC}}, \overline{\mathrm{OB}}$ are rectangular unit-vectors. Their quotient, therefore, is a versor in the first power in the direction of $\overline{O X}$, which we will call $\epsilon$. In symbols,

$$
\frac{\mathrm{OC}}{\mathrm{OB}}=\epsilon, \text { and } \frac{\mathrm{OA}^{\prime \prime}}{\mathrm{OB}}=\epsilon \sin \theta .
$$

Therefore,
or,

$$
\begin{equation*}
\overline{\mathrm{OX}}_{\theta}=\frac{\mathrm{U} a}{\overline{\mathrm{U}} \bar{\beta}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}+\frac{\mathrm{OA}^{\prime \prime}}{\mathrm{OB}}=\cos \theta+\epsilon \sin \theta \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{U}_{\frac{\alpha}{\beta}}^{a}=\cos \theta+\epsilon \sin \theta \tag{2}
\end{equation*}
$$

Equation (2) gives us an expression for the versor of the quaternion, $\frac{\alpha}{\beta}$, in terms of its angle, which will enable us for the future to discard the temporary symbol $\overline{\mathrm{OX}}_{\theta}$.

If $\theta=0$, we have $\frac{\mathrm{U} a}{\mathrm{U} \beta}=1$, or $\mathrm{U} \beta=\mathrm{U} a$.
If $\theta=\pi, \begin{aligned} & \mathrm{U} a \\ & \mathrm{U} \beta \\ & \text { 位 }\end{aligned}=-1$, or $\mathrm{U} \beta=-\mathrm{U} a$.
If $\theta=\frac{\pi}{2}, \frac{\mathrm{U} a}{\mathrm{U} \beta}=\epsilon$; which is merely the equation, $\frac{k}{j}=i$, with different symbols.

Multiplying equation (2) by $\frac{\mathrm{T} \alpha}{\mathrm{T} \beta}$, we get, $15^{\circ}$,

$$
\begin{align*}
& \frac{a}{\beta}=\frac{\mathrm{T} \alpha}{\mathrm{~T} \beta}(\cos \theta+\epsilon \sin \theta)  \tag{3}\\
& \frac{\alpha}{\beta}=\frac{\mathrm{T} a}{\mathrm{~T} \beta} \cos \theta+\frac{\mathrm{T} \alpha}{\mathrm{~T} \beta} \sin \theta . \epsilon \tag{4}
\end{align*}
$$

## 46 A QUATERNION AS SUM OF A SCALAR AND A VECTOR

Equation (3) gives us an expression for the quaternion $\frac{\alpha}{\beta}$ as the product of its tensor, $-\mathrm{T} a$, and its versor, $(\cos \theta+\epsilon \sin \theta)$, which turns $\beta$ into the direction of $a$ by positive rotation through the angle $\theta$.

Equation (4) gives us the expression for the quaternion $\frac{a}{\beta}$ as the sum of a scalar and a vector quantity. $\frac{\mathrm{T} \alpha}{\mathrm{T} \beta} \cos \theta$ is called the Scalar ; $\frac{\mathrm{T} \alpha}{\mathrm{T} \beta} \sin \theta . \epsilon$, the Vector, of the quaternion $\frac{a}{\beta}$. In symbols,

$$
\begin{gather*}
\mathrm{S}_{\frac{\alpha}{\beta}}^{\alpha} \frac{\mathrm{T} a}{\mathrm{~T} \beta} \cos \theta ; \mathrm{V}_{\frac{\alpha}{\beta}}^{\alpha}=\frac{\mathrm{T} a}{\mathrm{~T} \beta} \sin \theta . \epsilon  \tag{5}\\
\alpha=\mathrm{S}_{\beta}^{\alpha}+\mathrm{V}_{\bar{\beta}}^{a} . \tag{6}
\end{gather*}
$$

$\mathrm{T} \alpha$ $\mathrm{T} \bar{\beta}$ $\sin \theta,(5)$, is called the Tensor of the Vector; $\epsilon$, the Versor of the Vector, of the quaternion $\frac{a}{\beta}$. In symbols,

$$
\begin{equation*}
\mathrm{TV}_{\beta}^{\alpha}=\frac{\mathrm{T} \alpha}{\mathrm{~T} \beta} \sin \theta ; \mathrm{UV}_{\beta}^{\alpha}=\epsilon \tag{7}
\end{equation*}
$$

For shortness' sake the versor of the vector is often called the Axis of a quaternion. It is a unit-vector coincident with the versor of the quaternion, $\mathrm{U} q$; but the two are generally unequal versors, because although they produce rotation in the same direction they operate in general through different angles. $\mathrm{UV} q$, or $\mathrm{A} x . q$, is always a quadrantal versor: $\mathrm{U} q$ is a quadrantal versor only when $\angle q=\frac{\pi}{2}$.

The term, $\cos \theta(2)$, is called the Scalar of the Versor ; $\sin \theta, \epsilon$, the Vector of the Versor ; $\sin \theta$, the Tensor of the Vector of the Versor of the quaternion $\frac{\alpha}{\beta}$.

In symbols,

$$
\begin{equation*}
\mathrm{SU} \frac{a}{\beta}=\cos \theta ; \operatorname{VU} \frac{a}{\beta}=\epsilon \sin \theta ; \operatorname{TVU}_{\frac{\alpha}{\beta}}^{\alpha}=\sin \theta \tag{8}
\end{equation*}
$$ same angle, as until $\mathrm{OB}^{\prime}=\mathrm{O}_{-\mathrm{q}}(-\cos \theta+\epsilon \sin \theta)$ $\begin{aligned} & \text { unit length, } \mathrm{p} \epsilon \\ & \text { in the plane } \mathrm{A}\end{aligned}\left\{\begin{array}{l}\cos (\pi-\theta)+\epsilon \cos \theta+\epsilon \sin (\pi-\theta)\} \\ \text { in }\end{array}\right\}$. pendiculars frol ations of ( B ) and (D) express the versors of cutting them ir , s of $\theta$, the angle of the quotients $\frac{a}{\beta}$ and $\frac{\beta}{a}$; tively; and dra us, the unit-ve ns express them in terms of ( $\pi-\theta$ ), the pendicular to th themselves, $1^{\circ}(e)$.

Then, $4^{\circ}(c),(4), \quad w$ reached the remarkable result that a

$$
\overline{\mathrm{OX}}_{\pi-\theta}^{\prime}=\mathrm{U}_{a} \mathrm{U}^{\text {essed as the sum of a Number and a }}
$$

or,

$$
\begin{aligned}
& \text { " that a number and a line are hetero- } \\
& \text { an no more be added together than }
\end{aligned}
$$ $\mathrm{U} a \beta={ }^{\text {u }}$ ulty exactly analogous is presented Multiplying across by $\mathrm{Ta}_{-}$Tifferences by the symbol $1+\Delta$; $\alpha \beta=\operatorname{Tax} \beta$ to be added to the characteristic $\alpha \beta=\operatorname{TaI\beta }(-\cos \theta-\prime$ but the sign of the operation $"=-\mathrm{TaT} \beta \cos \theta-\mathrm{T} a_{,}, \Delta$ is, in fact,' the symbol of

In this case $(-\cos \theta-\epsilon \sin \theta)$, , unction of $x$ to the same the value of the versor $\overline{\mathrm{OX}}^{\prime}{ }_{\pi}-\theta$, which ${ }^{\text {at. Calculus, what the }}$ the angle ( $\pi-\theta$ ) positively, into the direction ${ }^{\text {'ose }}$ (Hamilton's

Equations (10) are expressed in terms of $\theta$, the ' $\dot{a} \Lambda_{b} \sin \theta$ ) the quaternion ${ }_{\beta}^{a}$. To express them in terms of $(\pi-\theta)$, the angle of $\alpha \beta$, we have merely to write,

$$
\begin{align*}
\alpha \beta & =\mathrm{T} a \mathrm{~T} \beta\{\cos (\pi-\theta)-\epsilon \sin (\pi-\theta)\}  \tag{11}\\
\mathrm{S} a \beta & =-\mathrm{T} a \mathrm{~T} \beta \cos \theta ; \mathrm{V} a \beta=-\mathrm{T} a \mathrm{~T} \beta \sin \theta \cdot \epsilon  \tag{12}\\
\alpha \beta & =\mathrm{S} a \beta+\mathrm{V} a \beta \quad \text {. . . . . . . . . } \tag{13}
\end{align*}
$$

$\mathrm{TV} a \beta=\mathrm{T} a \mathrm{~T} \beta \sin \theta ; \mathrm{UV} a \beta=-\epsilon$
$\mathrm{SU}_{a} \beta=-\cos \theta ; \mathrm{VU}_{a} \beta=-\epsilon \sin \theta ; \mathrm{TVU} a \beta=\sin \theta$.
(c). It may be similarly shown, by slight modifications of fig. 14 and 15 , that

$$
\begin{align*}
\frac{\beta}{a} & =\mathrm{T} \beta  \tag{16}\\
\mathrm{~T} a & \cos \theta-\epsilon \sin \theta) . \ldots  \tag{17}\\
\# & =\frac{\mathrm{T} \beta}{\mathrm{~T} a} \cos \theta-\frac{\mathrm{T} \beta}{\mathrm{~T} a} \sin \theta ; \ldots \cdot .  \tag{18}\\
\beta a & =\mathrm{T} \beta \mathrm{~T} a(-\cos \theta+\epsilon \sin \theta) .  \tag{19}\\
, & =-\mathrm{T} \beta \mathrm{~T} a \cos \theta+\mathrm{T} \beta \mathrm{~T} a \sin \theta . \epsilon .
\end{align*}
$$

Equation (3) gives us an expression for nion $\frac{a}{\beta}$ as the product of its tensor, $-\frac{\mathrm{T} \alpha}{\mathrm{T}} \beta^{\prime}$, a $(\cos \theta+\epsilon \sin \theta)$, which turns $\beta$ into thr $\alpha$ by positive rotation through the angle $\theta$. $\quad \therefore \beta$.

Equation (4) gives us the expression for $\mathrm{t}_{i} \cos \theta-\epsilon \sin \theta$. as the sum of a scalar and a vector quantity. $-\mathrm{T} \alpha \mathrm{T} \beta \cos \theta$. the Scalar $; \frac{\mathrm{T} a}{\mathrm{~T} \beta} \sin \theta . \epsilon$, the Vector, of thr $-\mathrm{T} \alpha \mathrm{T} \beta \sin \theta . \epsilon$. symbols,

$$
\begin{aligned}
& \mathrm{S}_{\bar{\beta}}^{a}=\frac{\mathrm{T} a}{\mathrm{~T} \beta} \cos \theta ; \mathrm{V}_{\bar{\beta}}^{a}=\frac{\mathrm{T} a}{\mathrm{~T}_{q}^{\prime}}=\mathrm{T} \alpha \mathrm{~T} \beta \sin \theta \\
& a \\
& \beta=\mathrm{S}_{\beta}^{a}+\mathrm{V}_{\mathrm{V}}^{\mathrm{SU} q}=-\cos \theta . \\
& \mathrm{VUq}=-\epsilon \sin \theta .
\end{aligned}
$$

T $a$ $\mathbf{T} \bar{\beta} \sin \theta,(5)$, is called the $\left.\mathrm{T}\right|^{\mathrm{TVU}} q=\sin \theta$. Versor of the Vector, of "'

$$
q=\beta \alpha
$$

$$
\begin{align*}
& \mathrm{T} q=\frac{\mathrm{T} \beta}{\mathrm{~T} \alpha} . \\
& \mathrm{U} q=\cos \theta-\epsilon \sin \theta \text {. } \\
& \mathrm{S} q=\frac{\mathrm{T} \beta}{\mathrm{~T} \alpha} \cos \theta \text {. } \\
& \mathrm{V} q=-\frac{\mathrm{T} \beta}{\mathrm{~T} \alpha} \sin \theta . \epsilon . \\
& \mathrm{TV} q=\frac{\mathrm{T} \beta}{\mathrm{~T} \alpha} \sin \theta . \\
& \mathrm{UV} q=-\epsilon . \\
& \mathrm{SU} q=\cos \theta \text {. } \\
& \mathbf{V U q}=-\epsilon \sin \theta . \\
& \mathrm{TVU} q=\sin \theta \text {. } \\
& \mathrm{T}_{q}=\mathrm{T} \beta \mathrm{~T} \alpha . \\
& \mathrm{U} q=-\cos \theta+\epsilon \sin \theta \text {. } \\
& \mathrm{S} q=-\mathrm{T} \beta \mathrm{~T} \alpha \cos \theta . \\
& \mathrm{V} q=\mathrm{T} \beta \mathrm{~T} \alpha \sin \theta . \epsilon . \\
& \mathrm{TV} q=\mathrm{T} \beta \mathrm{~T} a \sin \theta . \\
& \mathrm{UV} q=\epsilon . \\
& \mathrm{SU} q=-\cos \theta . \\
& \mathrm{VU} q=\boldsymbol{\epsilon} \sin \theta \text {. } \\
& \mathrm{TVU} q=\sin \theta \text {. } \\
& \frac{a}{\beta}=\frac{\mathrm{T} a}{\mathrm{~T} \beta}(\cos \theta+\epsilon \sin \theta) .  \tag{A}\\
& \alpha \beta=\mathrm{T} \alpha \mathrm{~T} \beta(-\cos \theta-\epsilon \sin \theta) \\
& "=\mathrm{T} a \mathrm{~T} \beta\{\cos (\pi-\theta)-\epsilon \sin (\pi-\theta)\} \tag{B}
\end{align*}
$$

$$
\begin{align*}
\frac{\beta}{a} & =\mathrm{T} \beta  \tag{C}\\
\mathrm{~T} a & (\cos \theta-\epsilon \sin \theta) \cdot \\
\beta a & =\mathrm{T} \beta \mathrm{~T} a(-\cos \theta+\epsilon \sin \theta)  \tag{D}\\
, & =\mathrm{T} \boldsymbol{T} \boldsymbol{T}\{\cos (\pi-\theta)+\epsilon \sin (\pi-\theta)\}
\end{align*}
$$

The first equations of (B) and (D) express the versors of ${ }_{\alpha} \beta$ and $\beta a$ in terms of $\theta$, the angle of the quotients $\frac{a}{\beta}$ and $\frac{\beta}{a}$; the second equations express them in terms of ( $\pi-\theta$ ), the angle of the products themselves, $1^{\circ}(e)$.
$19^{\circ}$. We have now reached the remarkable result that a versor may be expressed as the sum of a Number and a Vector.

It may be objected that a number and a line are heterogeneous quantities, and can no more be added together than a pint and a mile. A difficulty exactly analogous is presented in the Calculus of Finite Differences by the symbol $1+\Delta$; 'where the number 1 appears to be added to the characteristic $\Delta$, which is not a number at all, but the sign of the operation of taking a finite difference.' $1+\Delta$ is, in fact, ' the symbol of an operator which changes any given function of $x$ to the same function of $x+1$ '; and we learn, in that Calculus, what the proposed sum $1+\Delta$ is by learning what it does (Hamilton's 'Lectures, \&c.,' p. 388). In a similar way ( $\cos \theta+\epsilon \sin \theta$ ) is the symbol of an operator, a Versor, which has the power of turning any line upon which it operates in a plane perpendicular to itself, through an angle $\theta$, positively.

This symbol represents a unit-vector, as may be proved by taking its tensor,

$$
\mathrm{T}(\cos \theta+\epsilon \sin \theta)=\mathrm{T} \frac{\overline{\mathrm{OA}^{\prime}}+\overline{\mathrm{OA}^{\prime \prime}}}{\mathrm{OB}}=\mathrm{T} \frac{\mathrm{OA}}{\mathrm{OB}}=\frac{\mathrm{TU} a}{\mathrm{TU} \beta}=1 .
$$

Its square is not negative unity, as are the squares of $i, j, k$, because it is not in general a right versor. In the special case when $\theta=\frac{1}{2} \pi$, however, its square is negative unity.
$20^{\circ}$. It has been shown in $17^{\circ}$ that a quaternion is the sum of a scalar and a vector. It remains to prove the converse : the sum of a scalar and a vector is a quaternion.


Let $w$ and $\rho$ be any scalar and any vector
it is proposed to add together. Let $\overline{\mathrm{OA}}(a)$, fig. 16, be any assumed vector in the plane of the paper, to which plane $\rho$ is supposed to be perpendicular at $O$. Operating upon $a$ with $w$, we obtain a vector, $\overline{\mathrm{OB}}$, equal to wa. Operating upon $\alpha$ with $\rho$, we obtain a new vector, OC, equal to $p a$ at right angles to $a$. Completing the rectangle OBDC, and drawing the diagonal OD , we obtain $\mathrm{OD}=w \alpha+\rho \alpha$; hence,

$$
w+\rho=\frac{w a}{a}+\frac{\rho a}{a}=\frac{w a+\rho \alpha}{\alpha}=\frac{\mathrm{OD}}{\mathrm{OA}}=\text { a quaternion. }
$$

$21^{\circ}$. It is evident from equations (10), (18), and (19) of $17^{\circ}$ that the commutative law of multiplication does not hold good for vectors : $\beta \alpha \neq \alpha \beta$.
$22^{\circ}$. From equations B and $\mathrm{D}, 18^{\circ}$, we obtain, by adding and subtracting,

$$
\begin{align*}
\mathrm{S} \alpha \beta & =\mathrm{S} \beta a=\frac{1}{2}(a \beta+\beta a)  \tag{1}\\
\mathrm{V} \alpha \beta & =-\mathrm{V} \beta a=\frac{1}{2}(\alpha \beta-\beta \alpha) \tag{2}
\end{align*}
$$

$23^{\circ}$. If $\theta=0$ or $\pi$, the vector parts of (A), (B), (C), (D) vanish, and the quaternions degrade to scalars.

If $q$ be a product, and $\theta=0$, we have

$$
\beta a=-\mathrm{T} \beta \mathrm{~T} \alpha=-b a=\mathrm{a} \text { negative scalar } ;
$$

and for $\quad \theta=\pi, \beta a=\mathrm{T} \beta \mathrm{T} a=b a=$ a positive scalar.
Hence the product of two parallel vectors is a scalar which is negative when the vectors have similar, and positive when they have contrary, directions.

If $q$ be a quotient, and $\theta=0$, we have $\frac{\beta}{\alpha}=\frac{b}{a}$; and for $g=\pi,{ }_{\alpha}^{\beta}=-\frac{b}{a}$; results which confirm those of $19^{\circ}$, Part I.

Conversely, if $\mathrm{V} q=0$, the constituent vectors, $\alpha$ and $\beta$, are parallel, or $\alpha=x \beta$. For if $\mathrm{T} \alpha$ and $\mathrm{T} \beta$ have actual and real values, the vector of a quaternion can only vanish when $\theta=0$ or $\pi$.

It follows that if a quaternion degrade into a scalar, or if $q= \pm x$, then

$$
\mathrm{T} q=\mathrm{T}( \pm x)=x ; \mathrm{U} q=\mathrm{U}( \pm x)= \pm 1
$$

In words, the versor of a scalar, regarded as the limit of
a quaternion, is equal to positive or negative unity, according as the scalar itself is positive or negative (Hamilton).
$24^{\circ}$. For the future ( $\left.\mathrm{T} a\right)^{2}$ will generally be written $\mathrm{T}^{2} a$; $\mathrm{T}\left(a^{2}\right)$ will be written $\mathrm{T} a^{2} ;(\mathrm{V} q)^{2}$ will be written $\mathrm{V}^{2} q ; \mathrm{V}\left(q^{2}\right)$ will be written $\mathrm{V} q^{2}$, \&c., \&c.

$$
\begin{aligned}
& \text { If } \theta=\mathrm{o} \text { and } \mathrm{T} a=\mathrm{T} \beta \text {, then } \beta=\alpha \text { and } \\
& \begin{array}{l}
\beta a=\beta^{2}=(\mathrm{T} \beta \mathrm{U} \beta)^{2}=\mathrm{T} \beta \mathrm{U} \beta \mathrm{~T} \beta \mathrm{U} \beta=\mathrm{T}^{2} \beta \mathrm{U}^{2} \beta \\
\quad, \quad=\mathrm{T}^{2} \beta(-1)=-\mathrm{T}^{2} \beta=-b^{2} ;
\end{array}
\end{aligned}
$$

or, the square of a vector is a negative scalar, being the square of its tensor combined with the minus sign. It follows that the square of a vector must be considered as having no direction in space.

Since $\beta^{2}$ is a scalar,

$$
\mathrm{V} \beta^{2}=0 ; \mathrm{S} \beta^{2}=\beta^{2}=-b^{2}
$$

$25^{\circ}$. If $\theta=\frac{\pi}{2}$, the scalar parts of (A), (B), (C), (D) vanish, and the quaternions degrade to vectors. For example, $\beta a$ becomes T $\beta$ Ta. $\epsilon$, a vector which Sir W. R. Hamilton called the Index of the Right Quaternion $\beta a$, or IV $\beta a$. Conversely, if $q$ be any quaternion, and if $S q=0$, then the constituent vectors are at right angles to each other. For, provided that $\mathrm{T} \alpha$ and $\mathrm{T} \beta$ have real and actual values, the scalar of a quaternion can only vanish when $\theta=\frac{\pi}{2}$.

26 ${ }^{\circ}$. $\mathrm{S} \beta a$, or $-\mathrm{T} \beta \mathrm{T} a \cos \theta$, is (neglecting signs) the area of a parallelogram whose sides are equal to OB and OA, and whose angle is the complement of $\angle \mathrm{BOA}$.

TV $\beta a$, or $T \beta T a \sin \theta$, is the area of the parallelogram BOA.
$\mathrm{V} \beta a$, or $\mathrm{T} \beta \mathbf{T} a \sin \theta . \epsilon$, is the Vector-Area of the same parallelogram, $T \beta a \sin \theta$ representing its numerical value, and c indicating its sign, which is positive or negative according as the rotation of a particle round the periphery is positive or negative as seen from the term of $\epsilon$. Thus,

$$
\begin{aligned}
& \mathrm{V} \beta a=b a \sin \theta . \epsilon=\mathrm{OABC} \\
& \mathrm{~V} a \beta=a b \sin \theta(-\epsilon)=-a b \sin \theta . \epsilon=\mathrm{OCBA} .
\end{aligned}
$$

## Section 3

## A Quaternion as the Power of a Vector

$27^{\circ}$. Since $i$, or $i^{1}$, is a versor which turns any vector on which it operates, say $j$, through one right angle positively, it is natural to define $i^{2}$ to be a versor which turns the same vector through two right angles positively; $i^{3}$ through three right angles positively :. : $i^{m}$ through $m$ right angles positively, $m$ being a positive integer.

In the same way, since $i^{-1}$ is a versor which turns the vector upon which it operates through one right angle negatively, we define $i^{-2}$ to be a versor which turns the same vector through two right angles negatively, $i^{-3}$ through three right angles negatively $\ldots i^{-}$through $m$ right angles negatively, $m$ being still a positive integer.

In perfect consistency with the foregoing, we define $i^{\frac{1}{2}}$ to be a versor which turns the vector upon which it operates through one-half a right angle positively, $i^{\ddagger}$ through one-third of a right angle positively $\ldots i^{\frac{1}{m}}$ through one $m^{\text {th }}$ of a right angle positively.

Similarly, $i^{-\frac{1}{m}}$ is a versor which turns the vector upon which it operates through one $m^{\text {th }}$ of a right angle negatively.

Definition.-If $\eta$ is any unit-vector and $t$ any scalar, whole or fractional, positive or negative, $\eta^{t}$ is a versor which twists any vector at right angles to $\eta$ through an angle $t \times \frac{\pi}{2}$, the direction of rotation depending upon the sign of $t$.

Hence, every such power of a unit-vector is a versor ; and, conversely, every versor may be represented by such a power (Professor Hardy).

Since the angle of a quaternion has been defined to lie between $\circ$ and $\pi$, the value of $t$ must lie between $\circ$ and 2 .

If the angle of the versor in degrees be $\theta$, then $\theta=t \frac{\pi}{2}$, and $t=\frac{2}{\pi} \theta$, or (as it will for the future be written) $c \theta$. Hence $\eta^{ \pm t}=\eta^{ \pm \epsilon \theta}$.
$28^{\circ}$. It was shown in $17^{\circ}(a)$ that the value of the versor of $\frac{a}{\beta}$, which turns $\beta$ positively through the angle $\theta$, is

$$
\cos \theta+\epsilon \sin \theta
$$

## a QUATERNION AS THE POWER OF A VECTOR

But the versor $\epsilon^{c \theta}$ would turn $\beta$ positively through the same angle. Therefore,

$$
\begin{equation*}
\cos \theta+\epsilon \sin \theta=\epsilon^{c \theta} . \tag{1}
\end{equation*}
$$

Similarly, the value of the versor of $\frac{\beta}{a}$, which turns a positively through the angle $\theta$, is $\cos \theta-\varepsilon \sin \theta$. But the versor $(-\epsilon)^{c \theta}$ would turn a positively through the same angle. Therefore,

$$
\begin{equation*}
\cos \theta-\epsilon \sin \theta=(-\epsilon)^{c \theta} \tag{2}
\end{equation*}
$$

If it be desired to give the value of this versor in terms of $+\epsilon$, we have only to bear in mind that the effect of turning any vector through any angle negatively by means of a versor $O X$, is equivalent to the effect of turning the same vector through the same angle positively by means of the versor - OX, and vice versa. Hence, $(-\epsilon)^{c \theta}=\epsilon^{-c \theta}$, and consequently,

$$
\begin{equation*}
\cos \theta-\epsilon \sin \theta=(-\epsilon)^{c \theta}=\epsilon^{-c \theta} . \tag{3}
\end{equation*}
$$

$\operatorname{But}(-\epsilon)^{c \theta}$, not $\epsilon^{-c \theta}$, is the versor of $\frac{\beta}{\alpha}$, because it operates through $\theta$ positively, $4^{\circ}(c)$.

In precisely the same way, we have for the versor of $\beta \alpha$,

$$
\begin{equation*}
\cos (\pi-\theta)+\epsilon \sin (\pi-\theta)=\epsilon^{c(\pi-\theta)} \tag{4}
\end{equation*}
$$

and for the versor of $\alpha \beta$,

$$
\begin{equation*}
\cos (\pi-\theta)-\epsilon \sin (\pi-\theta)=(-\epsilon)^{c(\pi-\theta)} \tag{5}
\end{equation*}
$$

We may now discard the notion of two coincident versors, $\overline{\mathrm{OX}}_{\theta}$ and $\mathrm{O} \overline{\mathrm{X}}_{\pi-\theta}$, in the direction of $\overline{\mathrm{OX}}, 4^{\circ}(c)$, which was introduced merely for the purpose of explanation. The base OX may be considered as one and the same in both cases, being expressed by $\epsilon^{c \theta}$ when it operates through the angle $\theta$, and by $\epsilon^{c(\pi-\theta)}$ when it operates through the angle ( $\left.\pi-\theta\right)$, dc., \&c.
$29^{\circ}$. As in the case of quadrantal versors, $i^{-1}=\frac{1}{i}$, so in the case of non-quadrantal versors, $\epsilon^{-c \theta}=\frac{1}{\epsilon^{c \theta}}$. For,

$$
\mathrm{U}_{\alpha}^{\beta}=\frac{\mathrm{U} \beta}{\mathrm{U} a}=\frac{\mathrm{U} a}{\mathrm{Ua}} \cdot \frac{\mathrm{U} \beta}{\mathrm{U} \alpha}=\frac{\mathrm{U} \alpha}{\mathrm{U} a}: \frac{\mathrm{U} a}{\mathrm{U} \beta}=1: \frac{\mathrm{U} a}{\mathrm{U} \beta} .
$$

But $\mathrm{U}^{\frac{\beta}{\alpha}}=\cos \theta-\epsilon \sin \theta=(-\epsilon)^{c \theta}=\epsilon^{-c \theta} ;$
and

$$
\mathrm{U} \frac{\alpha}{\beta}=\cos \theta+\epsilon \sin \theta=\epsilon^{c \theta} .
$$

Therefore,

$$
\epsilon^{-c \theta}=\frac{1}{\epsilon^{c \theta}} .
$$

But although

$$
i^{-1}=-i \text {, yet } \epsilon^{-c \theta} \neq-\epsilon^{c \theta} \text {, and }-\epsilon^{c \theta} \neq(-\epsilon)^{c \theta} \text {. }
$$

For,

$$
\epsilon^{-c \theta}=(-\epsilon)^{c \theta}=\cos \theta-\epsilon \sin \theta
$$

and

$$
-\epsilon^{\epsilon \theta}=-\left(\epsilon^{c \theta}\right)=-\cos \theta-\epsilon \sin \theta ;
$$

and the right-hand members of these two equations can only be equal in the particular case when $\theta=\frac{\pi}{2}$, that is, when $t=1$. Therefore, in general,

$$
\epsilon^{-c \theta} \neq-\epsilon^{c \theta}, \text { and }-\epsilon^{c \theta} \neq(-\epsilon)^{c \theta} .
$$



$$
\begin{aligned}
& \mathrm{U} \\
& \frac{\alpha}{\beta}=\cos \phi+\epsilon \sin \phi=\epsilon^{\epsilon \phi}, \\
& \mathrm{U} \frac{\beta}{\gamma}=\cos \chi+\epsilon \sin \chi=\epsilon^{\epsilon x}, \\
& \mathrm{U} \frac{a}{\beta} \mathrm{U} \frac{\beta}{\gamma}=\frac{\mathrm{U} \alpha}{\mathrm{U} \beta} \cdot \frac{\mathrm{U} \beta}{\mathrm{U} \gamma}=(\cos \phi+\epsilon \sin \phi)(\cos \chi+\epsilon \sin \chi)=\epsilon^{c \phi} \cdot \epsilon^{\epsilon x} .
\end{aligned}
$$

Now,

$$
\begin{aligned}
\frac{\mathrm{Ua}}{\mathrm{U} \beta} \cdot \frac{\mathrm{U} \beta}{\mathrm{U} \gamma} & =\frac{\mathrm{Ua}}{\mathrm{U} \mathrm{\gamma}} ; \text { and }(\cos \phi+\epsilon \sin \phi)(\cos \chi+\epsilon \sin \chi) \\
& =\cos (\phi+\chi)+\epsilon \sin (\phi+\chi)=\epsilon^{c(\phi+\chi)} .
\end{aligned}
$$

Therefore,

$$
\epsilon^{\epsilon \phi} \cdot \epsilon^{c \alpha}=\mathrm{U}_{\frac{a}{\gamma}}^{\gamma}=\cos (\phi+\chi)+\epsilon \sin (\phi+\chi)=\epsilon^{c i \phi+x} \ldots(1)
$$

Suppose that $\gamma$ lies between $\alpha$ and $\beta$, fig. 17 (b), and consequently that the angle between $\alpha$ and $\gamma$ is $(\phi-\chi)$. Then,
$\mathrm{UV} \cdot \frac{\beta}{\gamma}=-\mathrm{UV} \frac{a}{\bar{\beta}}$, since the rotations from $\beta$ to $a$ and from $\gamma$ to $\beta$ are contrary in direction.

Hence,

$$
\begin{aligned}
& \mathrm{U}_{\bar{\beta}}^{\alpha}=\cos \phi+\epsilon \sin \phi=\epsilon^{\omega \phi}, \\
& \mathrm{U}_{\gamma}^{\beta}=\cos \chi-\epsilon \sin \chi=\epsilon^{-c x}=\stackrel{1}{\epsilon^{\boldsymbol{\beta}}}, \\
& \mathrm{U}{ }_{\beta}^{\alpha} \cdot \mathrm{U} \frac{\beta}{\gamma}=(\cos \phi+\epsilon \sin \phi)(\cos \chi-\epsilon \sin \chi)=\frac{\epsilon^{\epsilon \phi}}{\epsilon^{\epsilon}} . \\
& \text { Now, } \mathrm{U}_{\beta}^{\alpha} \mathrm{U}^{\beta}=\mathrm{U}^{\frac{\alpha}{\gamma}} ; \text { and }(\cos \phi+\epsilon \sin \phi)(\cos \chi-\epsilon \sin \chi) \\
& =\cos (\phi-\chi)+\epsilon \sin (\phi-\chi)=\epsilon^{\epsilon(\phi-x)} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\frac{\epsilon^{\epsilon^{\phi \phi}}}{\epsilon^{c} \epsilon^{c(\phi-x)} .} \tag{2}
\end{equation*}
$$

The meaning of $\left(\epsilon^{\varepsilon \theta}\right)^{m}$ may be investigated in the same way as that of $\eta^{t}$. $\epsilon^{\epsilon^{\circ}}$, or $\left(\epsilon^{\epsilon \circ}\right)^{\frac{1}{2}}$, is a versor which turns a vector at right angles to itself once through the angle $\theta$, positively ; $\left(\epsilon^{\oplus}\right)^{2}$ turns the vector twice through the angle $\theta ; \ldots\left(\epsilon^{\epsilon \theta}\right)^{m}$ turns it $m$ times through the angle $\theta$. And since the operation of turning a vector $m$ times through the angle $\theta$ is equivalent to the operation of turning it once through the angle $m \theta$, we have,

$$
\begin{equation*}
\left(\epsilon^{\epsilon \cdot}\right)^{n}=\epsilon^{c m \phi} . \tag{3}
\end{equation*}
$$

Hence, (1), (2), (3), the Algebraic Law of Indices holds good for versors :

$$
\rho^{m} \times \rho^{n}=\rho^{m+n} ; \frac{\rho^{m}}{\rho^{n}}=\rho^{m-n^{\prime}} ;\left(\rho^{m}\right)^{n}=\rho^{m n}
$$

$31^{\circ}$. Suppose that the plane of a quaternion is indeterminate, and consequently that the versor of its vector is $\sqrt{-1}$. Then the equation,

$$
\left(\epsilon^{g}\right)^{m}=\epsilon^{\epsilon m s} \text {, becomes }\left\{(\sqrt{-1})^{m}\right\}^{m}=(\sqrt{-1})^{m \theta} ;
$$

or, $\quad(\cos \theta+\sin \theta \cdot \sqrt{-1})^{m}=\cos m \theta+\sin m \theta \cdot \sqrt{-1}$,
which is Moivre's formula. This formula, then, admits of a real geometric interpretation when the symbol $\sqrt{-1}$ receives the interpretation assigned to it in this Calculus. According to that interpretation, Moivre's theorem asserts that the operation of turning a line $m$ times successively through any
angle $\theta$, is equivalent to the operation of turning it once through an angle $m \theta$.

Those who wish to go further into this matter are referred to Professor A. S. Hardy's 'Elements of Quaternions,' pp. 50-55.
$32^{\circ}$. If we assign any integer values to $t$, positive, negative, or null, it will be found that

| if | $\eta^{t}=1, t$ is an even multiple of $2 ;$ |
| :--- | :--- | :--- |
| if | $"=-1, \quad "$ odd $\quad " \quad " ;$ |
| if | $"= \pm \eta, \quad "$ odd number. |

In symbols,

$$
\eta^{2 t}= \pm 1 ; \eta^{2 t+1}= \pm \eta ;
$$

the upper or lower signs being taken according as the number $t$ (assumed to be a positive, negative, or nuil integer) is even or odd.
$33^{\circ}$. From the preceding considerations we are justified in defining, that if $\rho$ be any vector and $t$ any scalar,

$$
\begin{aligned}
& \rho^{t}=\mathrm{T}^{t} \rho \cdot \mathrm{U}^{t} \rho ; \cdot . \cdot \\
& "=\text { product of a tensor and a versor } ; \\
& "=\mathrm{a} \text { quaternion, } 15^{\circ} .
\end{aligned}
$$

From this equation we have at once

$$
\left.\begin{array}{rl}
\mathrm{T} \rho^{t} & =\mathrm{T}^{t} \rho ; \mathrm{U} \rho^{t}=\mathrm{U} \rho \\
\mathrm{U} \rho^{t} & =\mathrm{U} \rho^{c \theta}=\cos \theta+\sin \theta \mathrm{U} \rho ; \\
\mathrm{S} \rho^{t} & =\mathrm{S} \rho^{c \theta}=\mathrm{T} \rho^{c \theta} \cos \theta ; \\
\mathrm{V} \rho^{t} & =\mathrm{V} \rho^{c \theta}=\mathrm{T} \rho^{c \theta} \sin \theta \mathrm{U} \rho ;  \tag{2}\\
\mathrm{UV} \rho^{t} & =\mathrm{UV} \rho^{c \theta}= \pm \mathrm{U} \rho ; \\
\angle \rho^{t} & =\angle \rho^{c \theta}=2 n \pi \pm \theta ;
\end{array}\right\}
$$

the upper and lower signs accompanying each other, and $n$ being an integer, positive, negative, or null.

With regard to the expression for $\angle \rho^{c \theta}$, it must be borne in mind that the amount of rotation from $\mathrm{U} \beta$ to $\mathrm{U} a$, fig. 10 , admits of being increased or diminished by any whole number of circumferences, or of entire revolutions, without altering the final direction of $U \beta$. In symbols,

$$
\begin{equation*}
\eta^{c \theta}=\eta^{c(3 n \pi+\theta)} ;(-\eta)^{c \theta}=\eta^{c(2 n \pi-\theta)} \tag{3}
\end{equation*}
$$

$2 n \pi \pm \theta$ is the Amplitude, $\theta$ the Angle, of $\rho^{c \theta}$

## A QUATERNION AS THE POWER OF A VECTOR

In the particular case when $t=1, \rho$ is the representative of a right quaternion ; and since its angle is $\frac{\pi}{2}$, the general expression,

$$
\rho^{t}=\mathrm{T} \rho^{t}\left(\cos \frac{t \pi}{2}+\mathrm{U} \rho \cdot \sin \frac{t \pi}{2}\right)
$$

becomes

$$
\rho=\mathrm{T} \rho \mathrm{U}_{\rho}
$$

$34^{\circ}$. It is now clear that any quaternion may be reduced to the form $\rho^{t}$ by a suitable choice of the base, $\rho$, and of the scalar index, $t$. The conditions are,

$$
\begin{equation*}
\left.t=\frac{2 \theta}{\pi} ; \mathrm{T} \rho=\mathrm{T} q^{\frac{1}{t}} ; \mathrm{U} \rho=\mathrm{U} \mathrm{~V}_{q} ;\right\} \tag{4}
\end{equation*}
$$

## Section 4

## A Quaternion in the form of a Quadrinomial

$35^{\circ}$. Let XY, YZ, ZX, fig. 18, be three rectangular coordinate planes, and let $i, j, k$ be unit-vectors along the three axes $O X, O Y, O Z$ respectively. Let $\overline{\mathrm{OP}}=\rho$ be any vector; from its term let fall perpendiculars $\mathrm{PL}^{\prime}, \mathrm{PM}^{\prime}, \mathrm{PN}^{\prime}$, on the three planes; and complete the rectangular parallelopiped LL'.
Then T. $\overline{\mathrm{OL}}, \mathrm{T} . \overline{\mathrm{OM}}, \mathrm{T} . \overline{\mathrm{ON}}$


Fig. 18.
are the Cartesian coordinates, $x, y, z$, of P , the term of $\rho$. Consequently, $\overline{\mathrm{OL}}=x i, \overline{\mathrm{OM}}=y j, \overline{\mathrm{ON}}=z k$; and the equa. tion of $\overline{\mathrm{OP}}$ is, Part I., $37^{\circ}$,

$$
\begin{equation*}
\rho=x i+y j+z k . \cdot \tag{1}
\end{equation*}
$$

If the coordinate planes are not rectangular, and if $a, \beta, \gamma$ are unit-vectors along $\mathrm{OX}, \mathrm{OY}, \mathrm{OZ}$, the equation of OP becomes,

$$
\begin{equation*}
\rho=x \alpha+y \beta+z \gamma, \tag{2}
\end{equation*}
$$

where $x, y, z$ are the Cartesian coordinates of P , referred to oblique axes.

Since a quaternion is the sum of a scalar and a vector; if $w$ be a scalar, any quaternion may be represented by an equation of the form,

$$
\begin{equation*}
q=w+x i+y j+z k ; \tag{3}
\end{equation*}
$$

which, depending as it does upon the values of the four scalars, $w, x, y, z$, furnishes a new reason for calling the complex quantity, $q$, a quaternion.

From the last equation,

$$
\begin{equation*}
q^{2}=\left(w^{2}-x^{2}-y^{2}-z^{2}\right)+2 w(x i+y j+z k) \tag{4}
\end{equation*}
$$

If $\angle q=\frac{\pi}{2}, w=0$ in equation (3), and

$$
\begin{gather*}
q=x i+y j+z k,  \tag{5}\\
q^{2}=-\left(x^{2}+y^{2}+z^{2}\right) . \tag{6}
\end{gather*}
$$

$36^{\circ}$. (a). Suppose we have any two vectors,

$$
\begin{aligned}
& a=m_{1} i+m_{2} j+m_{3} k \\
& \beta=n_{1} i+n_{2} j+n_{3} k
\end{aligned}
$$

Multiplying, first $\alpha$ into $\beta$, and then $\beta$ into $\alpha$, we have

$$
\left.\begin{array}{l}
\alpha \beta=-\left(m_{1} n_{1}+m_{2} n_{2}+m_{3} n_{3}\right)+\left|\begin{array}{c}
i, j, k \\
m_{1}, m_{2}, m_{3} \\
n_{1}, n_{2}, n_{3}
\end{array}\right|  \tag{1}\\
\beta \alpha=-\left(m_{1} n_{1}+m_{2} n_{2}+m_{3} n_{3}\right)-\left|\begin{array}{c}
i, j, k \\
m_{1}, m_{2}, m_{3} \\
n_{1}, n_{2}, n_{3}
\end{array}\right|
\end{array}\right\}
$$

Hence, we see again that the commutative law of multiplication does not hold good for vectors. ${ }^{1}$
(b). The multiplication of vectors, however, obeys the distributive law.

Let,

$$
\begin{aligned}
& a=l_{1} i+l_{2} j+l_{3} k, \\
& \beta=m_{1} i+m_{2} j+m_{3} k, \\
& \gamma=n_{1} i+n_{2} j+n_{3} k
\end{aligned}
$$

be any three vectors.

1 This section was written a considerable time before I saw Herr Dillner's article on quaternions in the 'Mathematische Annalen,' vol. xi., for 1877.

## A QUATERNION IN THE FORM OF A QUADRINOMIAL 59

Then,

$$
\alpha+\beta=\left(l_{1}+m_{1}\right) i+\left(l_{2}+m_{2}\right) j+\left(l_{3}+m_{3}\right) k ;
$$

and ( $a$ ),

$$
(\alpha+\beta) \gamma=-\left\{\left(l_{1}+m_{1}\right) n_{1}+\left(l_{2}+m_{2}\right) n_{2}+\left(l_{3}+m_{3}\right) n_{3}\right\}
$$

$$
+\left|\begin{array}{ccc}
i & j & j \\
l_{1}+m_{1}, & l_{2}+m_{2}, & k \\
n_{1}, & +m_{3} \\
n_{2}, & n_{3}
\end{array}\right| ;
$$

$$
"=-\left(l_{1} n_{1}+l_{2} n_{2}+l_{3} n_{3}\right)+\left|\begin{array}{lll}
i, & j, & k \\
l_{1}, & l_{2}, & l_{3} \\
n_{1}, & n_{2}, & n_{3}
\end{array}\right|
$$

$$
-\left(m_{1} n_{1}+m_{2} n_{2}+m_{3} n_{3}\right)+\left|\begin{array}{ccc}
i, & j, & k \\
m_{1}, & m_{2}, & m_{3} \\
n_{1}, & n_{2}, & n_{3}
\end{array}\right| ;
$$

, $\quad=a \gamma+\beta \gamma$.
It can be proved in the same way that

$$
\gamma(\alpha+\beta)=\gamma^{\alpha}+\gamma \beta
$$

Therefore the multiplication of vectors is a doubly distributive operation in the case of three vectors.
(c). The associative law of multiplication also holds good for vectors.

Taking the vectors $a, \beta, \gamma$ of $(b)$, we have,

Expanding the three determinants and rearranging the terms of the whole, we get

$$
\begin{aligned}
a \beta \cdot \gamma & =-l_{1} i \Sigma m n-l_{2} j \Sigma m n-l_{3} k \Sigma m n \\
& +l_{1}\left|\begin{array}{l}
-1, k,-j \\
m_{1}, m_{2}, m_{3} \\
n_{1}, n_{2}, n_{3}
\end{array}\right|+l_{2}\left|\begin{array}{c}
-k,-1, i \\
m_{1}, m_{2}, m_{3} \\
n_{1}, \\
n_{2}, n_{3}
\end{array}\right|+l_{3}\left|\begin{array}{c}
j,-i,-1 \\
m_{1}, m_{2}, m_{3} \\
n_{1}, n_{2}, n_{3}
\end{array}\right| ;
\end{aligned}
$$

$$
\begin{aligned}
& a \beta \cdot \gamma=\left\{-\Sigma l m+\left|\begin{array}{ccc}
i, & j, & k \\
l_{1}, & l_{2}, & l_{3} \\
m_{1}, & m_{2}, & m_{3}
\end{array}\right|\right\}\left(n_{1} i+n_{2} j+n_{3} k\right) \text {; } \\
& =-n_{1} i \Sigma l m-n_{2} j \Sigma l m-n_{3} k \Sigma l m \\
& +\left|\begin{array}{ccc}
i, & j, & k \\
l_{1}, & l_{2}, & l_{3} \\
m_{1}, & m_{2}, & m_{3}
\end{array}\right|\left(n_{1} i+n_{2} j+n_{3} k\right) ; \\
& =-n_{1} i \Sigma l m-n_{2} j \Sigma l m-n_{3} k \Sigma l m \\
& +n_{1}\left|\begin{array}{cc}
-1, & -k, \\
l_{1}, & l_{2}, \\
m_{1}, & m_{2}, m_{3}
\end{array}\right|+n_{2}\left|\begin{array}{cc}
k, & -1,-i \\
l_{1}, & l_{2}, l_{3} \\
m_{1}, & m_{2}, \\
m_{3}
\end{array}\right|+n_{3}\left|\begin{array}{cc}
-j, & i, \\
l_{1}, & l_{2}, \\
m_{1}, & m_{2}, \\
m_{3}
\end{array}\right| .
\end{aligned}
$$

$$
a B \cdot \gamma=-l_{1} i \Sigma m n-l_{2} j \Sigma m n-l_{3} k \Sigma m n
$$

$$
\begin{aligned}
& +l_{1} i\left|\begin{array}{c}
i, j, k \\
m_{1}, m_{2}, m_{3} \\
n_{1}, n_{2}, n_{3}
\end{array}\right|+l_{2} j\left|\begin{array}{c}
i, j, k \\
m_{1}, m_{2}, m_{3} \\
n_{1}, n_{2}, n_{3}
\end{array}\right|+l_{3} k\left|\begin{array}{c}
i, j, k \\
m_{1}, m_{2}, m_{3} \\
n_{1}, n_{2}, n_{3}
\end{array}\right| \text {; } \\
& =\left(l_{1} i+l_{2} j+l_{3} k\right)\left\{-\Sigma m n+\left|\begin{array}{ccc}
i, & j, & k \\
m_{1}, & m_{2}, & m_{3} \\
n_{1}, & n_{2}, & n_{3}
\end{array}\right|\right\} \text {; } \\
& \text { " }=\alpha \cdot \beta \gamma \text {. }
\end{aligned}
$$

The multiplication of vectors, therefore, is an associative operation in the case of three vectors.

The method by which it has been proved that the distributive and associative laws apply to three vectors can obviously be extended to the multiplication of any number of vectors.
$37^{\circ}$. By the aid of the distributive principle we can now find the values of

$$
\begin{align*}
& (\alpha+\beta)^{2},(\alpha-\beta)^{2},(\alpha+\beta)(\alpha-\beta) \text {, and } \alpha \beta . \beta \alpha . \\
& (\alpha+\beta)^{2}=(\alpha+\beta)(\alpha+\beta)=\alpha^{2}+\alpha \beta+\beta a+\beta^{2}=\alpha^{2}+2 \mathrm{~S} a \beta+\beta^{2} \text {. }  \tag{2}\\
& (\alpha-\beta)^{2}=\alpha^{2}-2 \mathrm{~S} a \beta+\beta^{2} \\
& (\alpha+\beta)(\alpha-\beta)=\alpha^{2}-\alpha \beta+\beta a-\beta^{2}=\alpha^{2}-(a \beta-\beta a)-\beta^{2} \\
& =\alpha^{2}-2 \mathrm{~V} \alpha \beta-\beta^{2} \text {. }  \tag{4}\\
& a \beta \cdot \beta a=(\mathrm{S} a \beta+\mathrm{V} a \beta)(\mathrm{S} a \beta-\mathrm{V} \alpha \beta) ; \\
& \text { " }=\mathbf{S}^{2} a \beta-\mathrm{S} a \beta \mathrm{~V} a \beta+\mathrm{S} a \beta \mathrm{~V} a \beta-\mathrm{V}^{2} a \beta ; \\
& , \quad=\mathbf{S}^{2} \alpha \beta-\mathrm{V}^{2} \alpha \beta  \tag{5}\\
& "=(-\mathrm{T} a \mathrm{~T} \beta \cos \theta)^{2}-(-\mathrm{T} a \mathrm{~T} \beta \sin \theta . \epsilon)^{2} ; \\
& =\mathrm{T}^{2} a \beta \tag{6}
\end{align*}
$$

By the associative law,
$a \beta \cdot \beta a=\alpha \cdot \beta^{2} \alpha=\alpha \cdot \alpha \beta^{2}$ (since $\beta^{2}$ is a scalar, $24^{\circ}$ );

$$
\begin{equation*}
"=a^{2} \beta^{2} \tag{7}
\end{equation*}
$$

but this last expression is not to be confounded with $(a \beta)^{2}$.
$38^{\circ}$. If $a, \beta, \gamma$ be any three vectors, in general,

$$
\frac{a}{\beta} \gamma \neq \frac{a \gamma}{\beta}
$$

For

$$
\frac{a}{\beta} \gamma=\alpha \beta^{-1} \gamma,
$$

and

$$
\frac{a \gamma}{\beta}=a \gamma \beta^{-1} .
$$

But

$$
\beta^{-1} \gamma \neq \gamma \beta^{-1}
$$
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$$
a \beta^{-1} \gamma \neq a \gamma \beta^{-1}
$$

or,

$$
\frac{a}{\beta} \gamma \neq \frac{\alpha \gamma}{\beta} .
$$

If, however,

$$
\gamma=\beta
$$

$$
\frac{\alpha}{\beta} \beta=\frac{\alpha \beta}{\beta}
$$

$$
\frac{\alpha}{\beta} \beta=a \beta^{-1} \beta=\left(14^{\circ}\right) a \beta \beta^{-1}=\frac{\alpha \beta}{\beta}
$$

Again,

$$
\frac{a}{\gamma} \cdot \frac{\gamma}{\beta} \neq \frac{a \gamma}{\gamma \beta} ;
$$

for
$\frac{a}{\gamma} \cdot \frac{\gamma}{\beta}=a \gamma^{-1} \cdot \gamma \beta^{-1}=, 36^{\circ}, \alpha \cdot \gamma^{-1} \gamma \cdot \beta^{-1}=\alpha \beta^{-1}=\frac{\alpha}{\beta}=\frac{\alpha \gamma}{\beta \gamma}$.
But

$$
\beta \gamma \neq \gamma \beta
$$

therefore,

$$
\frac{a \gamma}{\beta \gamma} \neq \frac{a \gamma}{\gamma \beta}
$$

and

$$
\frac{\alpha}{\gamma} \cdot \frac{\gamma}{\beta} \neq \frac{\alpha \gamma}{\gamma \beta} .
$$

In such an expression as $\frac{\alpha \gamma}{\gamma \beta}$, the denominator must be treated as one quaternion ; so that, if we equate the fraction to $q$, we have

$$
\begin{aligned}
\alpha \gamma & =q \gamma \beta, \\
q & =a \gamma \beta^{-1} \gamma^{-1} \quad \text { (Prof. Tait). }
\end{aligned}
$$

$39^{\circ}$. From equations (1), $36^{\circ}(a)$,

$$
\begin{aligned}
& \mathrm{S} a \beta=\mathrm{S} \beta \alpha=-\left(m_{1} n_{1}+m_{2} n_{2}+m_{3} n_{3}\right) ; \\
& \left.\begin{aligned}
& \mathrm{V} \alpha \beta=-\mathrm{V} \beta \alpha=\left\lvert\, \begin{array}{c}
i, \\
m_{1}, \\
n_{1}, \\
n_{2}, \\
,
\end{array}\right., m_{2}, m_{3} \\
& n_{3}
\end{aligned} \right\rvert\, ; \\
& " \\
& =\left(m_{2} n_{3}-m_{3} n_{2}\right) i+\left(m_{3} n_{1}-m_{1} n_{3}\right) j \\
& \\
&
\end{aligned}
$$

Returning to the simpler form,

$$
q=w+x i+y j+z k
$$

we have at once

$$
\begin{align*}
& \mathrm{S} q=w  \tag{1}\\
& \mathrm{~V} q=x i+y j+z k \tag{2}
\end{align*}
$$
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$$
\begin{align*}
\text { Also, since }(\mathrm{TV} q)^{2} & =-(\mathrm{V} q)^{2}=x^{2}+y^{2}+z^{2} \\
\mathrm{TV} q & =\sqrt{x^{2}+y^{2}+z^{2}}  \tag{3}\\
\mathrm{UV} q & =\frac{\mathrm{V} q}{\mathrm{TV} q}=\frac{x i+y j+z k}{\sqrt{x^{2}+y^{2}+z^{2}}} \\
\text { Further, since } \mathrm{T}^{2} q & =\mathrm{S}^{2} q-\mathrm{V}^{2} q, 37^{\circ}(5) \text { and }(6),  \tag{5}\\
\mathrm{T} q & =\sqrt{w^{2}+x^{2}+y^{2}+z^{2}} \cdot  \tag{6}\\
\mathrm{U} q=\frac{q}{\mathrm{~T} q} & =\frac{w+x i+y j+z k}{\sqrt{w^{2}+x^{2}+y^{2}+z^{2}}} \tag{7}
\end{align*} .
$$

## CHAPTER IV

## EqUALITY AND INEQUALITY OF QUATERNIONS

$40^{\circ}$. (a). Definition. If the tensors and versors, or the scalars and vectors, of two quaternions are respectively equal, the two quaternions are equal. And the converse. In symbols,

$$
\left.\begin{array}{r}
q^{\prime}=q, \quad \text { if } \mathrm{T} q^{\prime}=\mathrm{T} q, \text { and } \mathrm{U} q^{\prime}=\mathrm{U} q ; \\
\neq ", \quad " \mathrm{~S} q^{\prime}=\mathrm{S} q, \quad " \mathrm{~V} q^{\prime}=\mathrm{V} q \tag{2}
\end{array}\right\} .
$$

(b). On the equality of the tensors of two such quaternions as $\beta a=\delta \gamma, \frac{a}{\beta}=\frac{\sigma}{\tau}$, there is nothing to be said; the tensors are positive numbers obedient to the rules of Arithmetic.
(c). Definition. Two versors are equal, and only equal, if the rotations they communicate to the vectors on which they operate, in planes perpendicular to themselves, are similar in direction and equal in amount. And the converse.

As in the case of vectors, Part I., $7^{\circ}$, the phrase 'similar directions,' was defined to mean ' parallel directions with the same sense'; so in the case of versors the phrase is defined to mean 'in coincident, or parallel, planes towards the same hand, as seen from the same side of the two planes.' The phrase 'equal in amount' means 'through angles equal in magnitude.'

This definition may be expressed in symbols as follows:
if

$$
\begin{align*}
& \mathrm{U} q=\mathrm{U} q^{\prime},  \tag{1}\\
& \angle q=\angle q^{\prime}, \text { and }, \mathrm{UV} q=\mathrm{UV} q^{\prime}
\end{align*}
$$

If $\angle q=\theta, \mathrm{UV} q=\epsilon ; \angle q^{\prime}=\phi, \mathrm{UV} q^{\prime}=\eta ;(1)$ becomes,

$$
\left.\begin{array}{rl}
\epsilon^{\epsilon \theta} & =\eta^{c \phi},  \tag{2}\\
\theta & =\phi, \text { and } \epsilon=\eta
\end{array}\right\}
$$

$41^{\circ}$. If $\zeta_{\eta}$ and $\nu \mu$ are coplanar quaternions, and if $\zeta_{\eta}=\nu \mu$, then, obviously, $\eta \zeta=\mu \nu$, for their tensors and angles are equal, and the direction of rotation is the same for both quaternions.

For the same reasons, if $\frac{\beta}{\alpha}=\frac{\delta}{\gamma}$, then $\frac{a}{\beta}=\frac{\gamma}{\delta}$.
Further, $\frac{\delta}{\beta}=\frac{\gamma}{\alpha}$. For, let $\frac{\beta}{\alpha}$ be made to slide and revolve in the common plane until its origin coincides with that of $\frac{\delta}{\gamma}$, and $\alpha$ and $\gamma$ are collinear. Then, $\beta$ and $\delta$ will be collinear, and since $\frac{d}{c}=\frac{b}{a}, \frac{d}{b}=\frac{c}{a}$; or, Part I., $20^{\circ}, \frac{\delta}{\beta}=\frac{\gamma}{a}$.
$42^{\circ}$. Any two quaternions, considered as geometric fractions, may be reduced to a common denominator. Let the two quaternions be $\frac{O B}{O A}$ in the plane LMQP, and $\frac{O D}{O C}$ in the plane PQSR, fig. 19. Whatever be the planes of the


Fig. 19.
quaternions, or however they may be posited in these planes, by causing the quaternions to slide about and rotate in their own planes (without turning them over), they can be made to assume the positions shown in the figure, where their origins are coincident, and the divisor vectors are collinear, in the line of intersection of the two planes, PQ. Let E be any point in that line. Produce $O B$, and draw EF and EG parallel respectively to AB and CD. Then,

$$
\frac{O F}{O E}=\frac{O B}{O A} ; \frac{O G}{O E}=\frac{O D}{O C}
$$

Let another vector, $\overline{\mathrm{OH}}$, be drawn in the plane LMQP, making the angle $\mathrm{HOE}=\mathrm{EOF}$, and of such a length that OF : OE:: OE : OH. Then we have,

$$
\frac{\mathrm{OE}}{\mathrm{OH}}=\frac{\mathrm{OF}}{\mathrm{OE}}=\frac{\mathrm{OB}}{\mathrm{OA}} ;
$$

and, therefore,

$$
\begin{align*}
& \frac{O D}{O C} \pm \frac{O B}{O A}=\frac{O G}{O E} \pm \frac{O F}{O E}=\frac{O G \pm O F}{O E} ; . .  \tag{1}\\
& \frac{O D}{O C}: \frac{O B}{O A}=\frac{O G}{O E} \cdot \frac{O E}{O F}=\frac{O G}{O F} ; . . . .  \tag{2}\\
& \frac{O D}{O C} \cdot \frac{O B}{O A}=\frac{O G}{O E} \cdot \frac{O F}{O E}=\frac{O G}{O E} \cdot \frac{O E}{O H}=\frac{O G}{O H} \tag{3}
\end{align*}
$$

Any two quaternions, then, such as $\frac{O B}{O A}$ and $\frac{O D}{O C}$ may be reduced to the form $\frac{O F}{O E}$ and $\frac{O G}{O E}$, or to the form $\frac{O E}{O H}$ and $\frac{O G}{O E}$, without undergoing any change in value.
$43^{\circ}$. It follows that no two diplanar quaternions can be equal. For suppose $\frac{O B}{O A}=\frac{O D}{O C}$. Then $\frac{O F}{O E}=\frac{O G}{O E}$, and conse. quently $\overline{\mathrm{OF}}=\overline{\mathrm{OG}}$, which is contrary to definition, since the two vectors have not similar directions.

Conversely, if two quaternions are equal, they are coplanar.
$44^{\circ}$. If $q$ and $q^{\prime}$ are equal quaternions, so that

$$
\mathrm{S} q+\mathrm{V} q=\mathrm{S} q^{\prime}+\mathrm{V} q^{\prime}
$$

then, by definition,

$$
\mathrm{S} q=\mathrm{S} q^{\prime}, \text { and } \mathrm{V} q=\mathrm{V} q^{\prime}
$$

More generally, if an equation involves any number of scalar and vector quantities, the sums of the scalars and of the vectors on either side are respectively equal. For example, let

$$
\begin{aligned}
& x+m a+n \beta=y+z+t \gamma . \\
& m a+n \beta=(\text { say }) l \delta, \\
& x+l \delta=(y+z)+t \gamma .
\end{aligned}
$$

Then,
and
But $(x+l \delta)$ and $\{(y+z)+t \gamma\}$ are quaternions, $20^{\circ}$.
Therefore, $40^{\circ}$,

$$
\begin{aligned}
& \qquad \begin{array}{l}
\mathrm{S}(x+l \delta), \text { or } \mathrm{S}(x+m a+n \beta)=\mathrm{S}\{(y+z)+t \gamma\} \\
\mathrm{V}(x+m a+n \beta)=\mathrm{V}\{(y+z)+t \gamma\} ; \\
\text { therefore, }
\end{array} \quad x=y+z ; m \alpha+n \beta=t \gamma .
\end{aligned}
$$

## CHAPTER V

## THE VARIOUS KINDS OF QUATERNIONS

$45^{\circ}$. Collinear Quaternions.
Quaternions whose planes intersect in, or are parallel to, a common line are said to be Collinear. For example, the quaternions $\overline{\mathrm{OB}} \cdot \overline{\mathrm{OA}}$ and $\overline{\mathrm{OD}} . \overline{\mathrm{OC}}$, fig. $19,4 \AA^{\circ}$, are collinear ; and $\overline{\mathrm{OL}} . \overline{\mathrm{ON}}, \overline{\mathrm{OM}} . \overline{\mathrm{ON}}$, fig. $18,35^{\circ}$, are also collinear, whatever be the angles YZ, ZX, ZY.

Since the versors of collinears are each perpendicular to the common vector, it follows that if $q, q^{\prime}, q^{\prime \prime}, \& c$., be collinear, $\mathrm{U} q, \mathrm{U} q^{\prime}, \mathrm{U} q^{\prime \prime}$, dr., are coplanar ; and the converse.

Coplanar quaternions are always collinear (or can be made so by sliding and rotation in the plane), but the converse is not true. Collinears are not always coplanar.
$46^{\circ}$. Reciprocal Quaternions.
The Reciprocal of a quaternion in the form of a fraction is obtained by interchanging its divisor and dividend vectors. Thus, $\frac{\beta}{\alpha}$ is the reciprocal of $\frac{\alpha}{\beta}$.

Since $1: \frac{a}{\beta}=\frac{\beta}{\alpha}, 1^{\circ}(i)$, and $\frac{a}{\beta} \frac{\beta}{a}=\frac{a}{a}=1$, it follows that either of two reciprocals is equal to unity divided by the other, and that the product of the two is positive unity. In symbols, if $q$ and $q^{\prime}$ be reciprocal,

$$
\left.\begin{array}{rl}
q & =\frac{1}{q^{\prime}}=q^{\prime-1} ; q^{\prime}=\frac{1}{q}=q^{-1}  \tag{1}\\
q q^{\prime} & =q^{\prime} q=1=q^{-1} q=q q^{-1}
\end{array}\right\}
$$

Reciprocal quaternions have, obviously, a common plane and angle, reciprocal tensors, and opposite axes-rotation from $a$ to $\beta$ being contrary to rotation from $\beta$ to $a$; or,

$$
\left.\begin{array}{rl}
\angle q^{-1} & =\angle q ; \mathrm{T} q^{-1}=\frac{1}{\mathrm{~T} q}  \tag{2}\\
\mathrm{UV} q^{-1} & =-\mathrm{UV} q=\frac{1}{\mathrm{UV} q}
\end{array}\right)
$$

Hence, if

$$
q=\frac{\alpha}{\beta}=\mathrm{T}_{\bar{\beta}}^{\alpha}(\cos \theta+\epsilon \sin \theta)=\mathrm{T}_{\frac{\alpha}{\beta}}^{\alpha} \cdot \epsilon^{\epsilon \theta},
$$

then,

$$
\begin{equation*}
q^{-1}=\frac{\beta}{\alpha}=\mathrm{T} \frac{\beta}{a}(\cos \theta-\epsilon \sin \theta)=\mathrm{T} \frac{\beta}{a} \cdot(-\epsilon)^{c \theta}=\mathrm{T}_{\alpha}^{\beta} \cdot \epsilon^{-c \theta} \ldots \tag{3}
\end{equation*}
$$

The versors of reciprocals are reciprocal, $\epsilon^{c \theta}$ and $\epsilon^{-c \theta}$ being reciprocal,

$$
\begin{equation*}
\mathrm{U} \frac{1}{q}=\mathrm{U}_{q^{-1}}=\frac{1}{\mathrm{U} q}, \text { and } \mathrm{U}_{q^{-1}} \mathrm{U} q=\mathrm{U} q \mathrm{U}_{q^{-1}}=1 ; \tag{4}
\end{equation*}
$$

or, the versor of the reciprocal is equal to the reciprocal of the versor.
$47^{\circ}$. Opposite Quaternions.
If any two opposite vectors, $\beta$ and $-\beta$, be divided by any one common vector, a, the two unequal quotients thus formed, $\frac{\beta}{\alpha}$ and $\frac{-\beta}{\alpha}$, are called opposite quaternions. Accordingly, $-q$ is the opposite of $q$.

Since, $1^{\circ}(i)$,

$$
\frac{-\beta}{a}+\frac{\beta}{\alpha}=\frac{-\beta+\beta}{\alpha}=\frac{0}{\alpha}=0
$$

and

$$
\frac{-\beta}{a}: \frac{\beta}{\alpha}=\frac{-\beta}{a} \cdot \frac{a}{\beta}=\frac{-\beta}{\beta}=-1
$$

the sum of any two opposite quaternions is zero, and their quotient is negative unity,

$$
\begin{equation*}
-q+q=0 ; \frac{q}{-q}=-1 \tag{1}
\end{equation*}
$$

Opposite quaternions, fig. 20, have a common plane, equal tensors, supplementary angles, and opposite axes,

$$
\left.\begin{array}{rl}
\mathrm{T}(-q) & =\mathrm{T} q ; \angle(-q)=\pi-\angle q ; \\
\mathrm{UV}(-q) & =-\mathrm{UV} q=\frac{1}{\mathrm{UV} q}
\end{array}\right\} \ldots(2)
$$



Fig. 20.

Hence, if $q=\frac{a}{\beta}=\mathrm{T}_{\bar{\beta}}^{a}(\cos \theta+\epsilon \sin \theta)=\mathrm{T}_{\underset{\beta}{a}}^{a} \cdot \epsilon^{\mathrm{co}}$, then,
$-q=\frac{-a}{\beta}=\mathrm{T}_{\frac{a}{\beta}}^{a}\{\cos (\pi-\theta)-\epsilon \sin (\pi-\theta)\}=\mathrm{T}_{\beta}^{\alpha} \cdot \epsilon^{-c(\pi-)} \ldots$
$48^{\circ}$. Let $\overline{\mathrm{OA}}, \overline{\mathrm{OB}}$, fig. 21, be any two vectors. From O draw $\mathrm{OB}^{\prime}=\mathrm{OB}$ in the plane AOB , making $\angle \mathrm{AOB}^{\prime}=\angle \mathrm{AOB}$; and draw $\mathrm{BB}^{\prime}$, cutting OA produced in $\mathrm{A}^{\prime}$. Let $\mathrm{OB}^{\prime}=\beta^{\prime}$.
(a). The unequal quotients, $\frac{\beta}{a}$ and $\frac{\beta^{\prime}}{a}$, are called Conjugate Quaternions, and if $\frac{\beta}{a}=q, \frac{\beta^{\prime}}{a}=\mathrm{K} q$, read 'conjugate of $q$.' Conjugate quaternions have a common plane, equal angles and tensors, and opposite axes:

$$
\left.\begin{array}{rl}
\angle \mathrm{K} q & =\angle q ; \mathrm{TK} q=\mathrm{T} q  \tag{1}\\
\mathrm{UVK} q & =-\mathrm{UV} q=\overline{\mathrm{U}} \mathrm{~V}_{q}^{-}
\end{array}\right\}
$$

Hence, if $q=\frac{\alpha}{\beta}=\mathrm{T}_{\bar{\beta}}^{\alpha}(\cos \theta+\epsilon \sin \theta)=\mathrm{T}_{\bar{\beta}}^{\alpha} \cdot \epsilon^{r \theta}$,
then, $\quad \mathrm{K} q=\mathrm{K}_{\bar{\beta}}^{\alpha}=\mathrm{T}_{\bar{\beta}}^{a}(\cos \theta-\epsilon \sin \theta)=\mathrm{T}_{\bar{\beta}}^{a} \cdot \epsilon^{-c \theta}$.
The versors of conjugates are reciprocal, since $\epsilon^{\epsilon \theta}$ and $\epsilon^{-\epsilon}$ are reciprocal, and the product of the versors is positive unity :

$$
\left.\begin{array}{rl}
\mathrm{UK} q & =\frac{1}{\mathrm{U}_{q}}=\mathrm{U} \frac{1}{q} ;  \tag{3}\\
q \cdot \mathrm{U} q & =\mathrm{U} q \cdot \mathrm{UK}_{q}=1
\end{array}\right\}
$$

From the foregoing it is evident that $\alpha \beta$ and $\beta a$ are conjugate quaternions.
(b). Since $\quad a \beta=\mathrm{T} a \beta(-\cos \theta-\epsilon \sin \theta)$, and $\quad \mathrm{K} a \beta=\beta a=\mathrm{T} \beta a(-\cos \theta+\epsilon \sin \theta)$, we evidently have

$$
\left.\begin{array}{rl}
\mathrm{SK}_{q} & =\mathrm{S} q  \tag{4}\\
\mathrm{VK} q & =-\mathrm{v}_{q}
\end{array}\right\}
$$

Hence, we have as general expressions for a quaternion and its conjugate,

$$
\begin{align*}
q & =\mathrm{S} q+\mathrm{V}_{q},  \tag{5}\\
\mathrm{~K}_{q} & =\mathrm{S} q-\mathrm{V}_{q} ;
\end{align*}
$$

whence,

$$
\begin{align*}
& q+\mathrm{K} q=2 \mathrm{~S} q,  \tag{7}\\
& q-\mathrm{K} q=2 \mathrm{~V} q .
\end{align*}
$$

(c). If $\angle q=0, \mathrm{~V}_{q}$ vanishes in (5), $q$ degrades to a positive scalar, say $x$, and (6) becomes

$$
\begin{equation*}
\mathrm{K} x=x \tag{9}
\end{equation*}
$$

- Similarly, if $\angle q=\pi, q$ in (5) degrades to a negative scalar, say $-x$, and ( 6 ) becomes

$$
\begin{equation*}
\mathbf{K}(-x)=-x \tag{10}
\end{equation*}
$$

If $\angle q=\frac{\pi}{2}, S_{q}$ vanishes in (5), $q$ degrades to a positive vector, say $\gamma$, and (6) becomes

$$
\begin{equation*}
\mathrm{K} \gamma=-\gamma \tag{11}
\end{equation*}
$$

Since, $47^{\circ}(3)$,

$$
\begin{align*}
(-q) & =-\mathrm{S} q-\mathrm{V} q  \tag{12}\\
\mathrm{~K}(-q) & =-\mathrm{S} q+\mathrm{V} q \tag{13}
\end{align*}
$$

If, therefore, $\angle q=\frac{\pi}{2},-S q$ vanishes in (12), $-q$ degrades to a negative vector, say $-\gamma$, and (13) becomes

$$
\begin{equation*}
\mathrm{K}(-\gamma)=\gamma \tag{14}
\end{equation*}
$$

From (9), (10), (11), and (14), it is clear that,
(1) The conjugate of a scalar is the scalar itself ;
(2) "

$$
\begin{gather*}
", \text { vector is its opposite : } \\
\mathrm{K}( \pm x)= \pm x ; \mathrm{K}( \pm \delta)=\mp \delta \tag{15}
\end{gather*}
$$

(d). By adding and subtracting equations (5) and (6), it is seen that while the sum of a quaternion and its conjugate is a scalar, their difference is a vector.
(e). The most important formulæ of the last three sections are collected here for facility of reference :

Quaternion $=q=\frac{a}{\beta}=\frac{\mathrm{T} \boldsymbol{a}}{\mathrm{T} \beta}(\cos \theta+\epsilon \sin \theta) \cdot=\mathrm{T} \frac{\boldsymbol{a}}{\beta} \cdot \epsilon^{\epsilon \theta} \ldots(\mathrm{J})$
Reciprocal $=q^{-1}=\frac{\beta}{\alpha}=\frac{\mathrm{T} \beta}{\mathrm{T} \alpha}(\cos \theta-\epsilon \sin \theta)=\mathrm{T} \frac{\beta}{\alpha} \cdot \epsilon^{-c \theta} \ldots(\mathrm{~L})$
Opposite $=-q=\frac{-\alpha}{\beta}=\frac{T \alpha}{T \beta}\{\cos (\pi-\theta)-\epsilon \sin (\pi-\theta)\}=\frac{T \alpha}{T \beta} \cdot \epsilon-c(\pi-\theta) .$. (M)
Conjugate $=\mathrm{K} q=\mathrm{K} \frac{\alpha}{\beta}=\frac{\mathrm{T} \alpha}{\mathrm{T}}(\cos \theta-\epsilon \sin \theta)=\mathrm{T}_{\frac{\beta}{\beta}}^{\alpha} \cdot \epsilon^{-c \theta} . .(\mathrm{N})$
49 ${ }^{\circ}$. Miscellaneous Theorems.
(a). The reciprocal of the reciprocal, the opposite of the
opposite, or the conjugate of the conjugate, of a quaternion is the quaternion itself :

$$
1: \frac{1}{q}=q ;-(-q)=q ; \mathrm{KK} q=q .
$$

(b). Let $\eta$ be any versor. Then, since

$$
\mathrm{K}(\eta)=-\eta, \mathrm{K}\left(\eta^{c \theta}\right)=(-\eta)^{c s}=\eta^{-\infty} ;
$$

or, the conjugate of the versor of any quaternion is equal to versor of the conjugate ( $\mathbf{v}$ ). Hence,

$$
\begin{equation*}
\mathrm{KU}_{q}=\mathrm{UK} q=\mathrm{U} \frac{1}{q}=\frac{1}{\mathrm{U} q}, 46^{\circ}(4) \tag{1}
\end{equation*}
$$

Since $\quad \mathrm{TK} q=\mathrm{T} q$, and $\mathrm{UK} q=1: \mathrm{U} q$, we have

$$
\begin{equation*}
q=\mathrm{T} q \cdot \mathrm{U} q ; \mathrm{K} q=\mathrm{T} q: \mathrm{U} q ; \tag{2}
\end{equation*}
$$

whence, by multiplication and division,

$$
\begin{equation*}
q \mathrm{~K} q=\mathrm{T}^{2} q ; q: \mathrm{K} q=\mathrm{U}^{2} q \tag{3}
\end{equation*}
$$

(c). $\mathrm{K} \frac{\beta}{\alpha}=\frac{\mathrm{T} \beta}{\mathrm{T} a} \cdot \frac{\mathrm{U} a}{\mathrm{U} \beta}=\frac{-\mathrm{U} a}{\mathrm{~T} a} \cdot \frac{\mathrm{~T} \beta}{-\mathrm{U} \beta}=\frac{-\mathrm{U} a}{\mathrm{~T} \alpha}: \frac{-\mathrm{U} \beta}{\mathrm{T} \beta}=\frac{\alpha^{-1}}{\beta^{-1}}$.

Hence,

$$
\begin{equation*}
\mathrm{K} a \beta=\beta a=\frac{\beta}{a^{-1}}=\mathrm{K} \frac{a}{\beta^{-1}} \tag{5}
\end{equation*}
$$

(d). The conjugates of opposite quaternions are themselves opposite ; or,

$$
\mathrm{K}(-q)=-\mathrm{K} q ;
$$

an equation which is a particular case of a more general formula,

$$
\begin{equation*}
\mathrm{K} x q=x \mathrm{~K} q \tag{6}
\end{equation*}
$$

where $x$ is any scalar.
This may be proved by supposing that the vectors $\overline{\mathrm{OB}}, \overline{\mathrm{OB}}{ }^{\prime}$, fig. 21 , are multiplied by any common scalar ; or, that both are cut by any parallel to the line $\mathrm{BB}^{\prime}$.
(e). The conjugates of reciprocals are reciprocal ; or,

$$
\mathbf{K} \frac{1}{q}=\frac{1}{\mathrm{~K} q} .
$$

For, suppose the two triangles $\mathrm{AOB}, \mathrm{AOB}^{\prime}$, fig. 21, to revolve inwards round $O$ in the plane $B^{\prime} O B$ until the points $\mathrm{B}, \mathrm{B}^{\prime}$, coincide in D, a point in the line OA produced. Then FOD and EOD represent respectively the two triangles after the revolution. From B and $\mathrm{B}^{\prime}$ draw lines parallel to ED
and FD, cutting OD produced in $\mathbf{C}$; circumscribe a circle to the triangle ABC ; and with O as centre and OB as radius describe the circle $\mathrm{BDB}^{\prime}$.


Fig. 21.
Let $q=\frac{O B}{O A}$. Then

$$
\begin{align*}
\mathrm{K} \frac{1}{q}=\mathrm{K} \frac{\mathrm{OA}}{\mathrm{OB}}= & \mathrm{K} \frac{\mathrm{OF}}{\mathrm{OD}}=\mathrm{K} \frac{\mathrm{OB}^{\prime}}{\mathrm{OC}}=\frac{\mathrm{OB}}{\mathrm{OC}}\left(48^{\circ}(a)\right)=\frac{\mathrm{OE}}{\mathrm{OD}} \\
& =\frac{\mathrm{OA}}{\mathrm{OB}^{\prime}}=1: \frac{\mathrm{OB}^{\prime}}{\mathrm{OA}^{-}}=\frac{1}{\mathrm{~K} q} \cdot \ldots . . \tag{7}
\end{align*}
$$

$(f)$. If we are given such an equation as

$$
\frac{\gamma}{\alpha}=\mathrm{K} \frac{\beta}{\alpha} ; \text { or, } \frac{a}{\gamma}=\mathrm{K} \frac{a}{\beta},
$$

we can infer-first, that $\alpha, \beta, \gamma$ are coinitial and coplanar ; secondly, that $\mathrm{T} \gamma=\mathrm{T} \beta$; and thirdly, that a bisects the angle between $\beta$ and $\gamma$, or, that a (produced either way if necessary) bisects the join of the terms of $\beta$ and $\gamma$ at right angles ; or, again, since the angles of incidence and reflexion of a ray of light are equal, that the ray $\gamma$ is the reflexion of the ray $-\beta$ ( O being supposed to be a point on a plane mirror whose surface is perpendicular to $a$ ).
$(g)$. Since $\angle \mathrm{OBA}=\angle \mathrm{OB}^{\prime} \mathrm{A}=\angle \mathrm{ODE}=\angle \mathrm{OCB}$, fig. 21, it follows-first, that AB and BC are antiparallel, or that the triangles AOB and COB are inversely similar (the triangles DOE and COB are directly similar) ; and, secondly, that OB is a tangent to the circle ABC at the point B. Hence, the circles $\mathrm{BDB}^{\prime}$ and ABC are orthogonal, because a tangent
to $\mathrm{BDB}^{\prime}$ at B would be perpendicular to OB , which is a tangent to ABC .
(h). Again,

$$
\mathrm{OA}: \mathrm{OB}:: \mathrm{OB}: \mathrm{OC} .
$$

Therefore, OB or OD is a mean proportional between OC and $O A$, and $C$ and $A$ are inverse points with respect to the circle $\mathrm{BDB}^{\prime}$. If, therefore,

$$
\overline{\mathrm{OD}}=v \overline{\mathrm{OA}}=v a
$$

where $v$ is a scalar $>0$; then,

$$
\mathrm{OC}=\frac{\mathrm{OD}^{2}}{\mathrm{OA}}=\frac{v^{2} \mathrm{OA}^{2}}{\mathrm{OA}}=v^{2} \mathrm{OA}
$$

Consequently, the equation,

$$
\frac{\mathrm{OC}}{\mathrm{OB}}=\mathrm{K} \frac{\mathrm{OB}}{\mathrm{OA}},(7)
$$

may be written,

$$
\begin{equation*}
\frac{v^{2} a}{\beta}=\mathrm{K} \frac{\beta}{a} \tag{8}
\end{equation*}
$$

an equation which expresses that AB and BC are antiparallel, or that the triangles $A O B$ and $C O B$ are inversely similar, but expresses nothing more. Now, in order that this relation should hold good, it is only necessary either that (1) T. $\overline{\mathrm{OB}}$ should be a geometric mean between T. OA and T. OC; or, that (2) T. $\overline{\mathrm{OB}}=\mathrm{T} . \overline{\mathrm{OD}}$. If, then, $\mathrm{O}, \mathrm{A}, \mathrm{D}, \mathrm{C}$ be fixed points, while B is a variable point and $\overline{\mathrm{OB}}=\overline{\mathrm{OP}}=\rho$, it is evident that the locus of $P$ is the surface of a sphere with centre O and radius $\mathrm{T} . \mathrm{OD}=v \mathrm{~T} a . \quad$ Equation (8) then becomes

$$
\begin{equation*}
\frac{v^{2} \alpha}{\rho}=\mathrm{K}_{\alpha}^{\rho} ; \text { or, }{ }_{\alpha}^{\rho} \mathrm{K}_{\alpha}^{\rho}{ }^{\rho}=v^{2} . \tag{9}
\end{equation*}
$$

(i). If, then, we meet with an equation of this form, we can infer that the locus of P is the surface of a sphere with centre O and radius $v \mathrm{~T} a$. Further, if we take a point C such that $\overline{\mathrm{OC}}=v^{2} a$, the sphere will be a common orthogonal to all the circles APC that pass through the fixed points A and C; because every radius of the sphere is a tangent, at the variable point P, to the circle APC, AP and PC being antiparallel.
( $j$ ). Since

$$
q \mathrm{~K} q=\mathrm{T}^{2} q, v^{2}=\mathrm{T}^{2} \frac{\rho}{a}
$$

and the first equation of (9) becomes

$$
\mathrm{T}^{2} \frac{\rho}{\alpha} \cdot \frac{\alpha}{\rho}=\mathrm{K} \frac{\rho}{a},
$$

$$
\mathrm{T}^{2} \frac{\rho}{a} \cdot \mathrm{~T} \frac{\alpha}{\rho} \mathrm{U} \frac{\alpha}{\rho}=\mathrm{TK} \frac{\rho}{a} \mathrm{UK} \frac{\rho}{\alpha}=\mathrm{T} \stackrel{\rho}{a} \mathrm{~K} \mathrm{U}^{\frac{\rho}{a}},(b)(1) ;
$$

or,

$$
\mathrm{U}_{\frac{a}{\rho}}=\mathrm{KU}^{\frac{\rho}{a}}
$$

(k). Since, fig. 21,

$$
\frac{\mathrm{BC}}{\mathrm{AB}}=\frac{\mathrm{BC}}{\mathrm{ED}}=\frac{\mathrm{OB}}{\mathrm{OA}}=\frac{\mathrm{OD}}{\mathrm{OA}}=\frac{v}{1},
$$

we have

$$
\begin{equation*}
\mathrm{OB}=\mathrm{OP}=v \mathrm{OA} ; \mathrm{BC}=v \mathrm{AB} \tag{10}
\end{equation*}
$$

From the first equation we have at once,

$$
\begin{equation*}
\mathrm{T} \rho=v \mathrm{~T} \alpha \tag{11}
\end{equation*}
$$

From the second,

$$
\begin{equation*}
\mathrm{T}\left(\rho-v^{2} \alpha\right)=v \mathrm{~T}(\rho-a) \tag{12}
\end{equation*}
$$

Since,
$\overline{\mathrm{AB}}=\rho-a$, and $\mathrm{T}(\overline{\mathrm{BC}})=\mathrm{T}(-\overline{\mathrm{BC})}=\mathrm{T}(\overline{\mathrm{CB}})=\mathrm{T}(\overline{\mathrm{OB}}-\overline{\mathrm{OC}})$.
(l). Article ( $h$ ) contains the solution of the problem of Apollonius of Perga : given any two points, C and A , in a plane, and a ratio of inequality, $1: v$; to construct a circle BDB' in the plane such that the lengths of the two straight lines $A B$ and $C B$, or $A P$ and $C P$, which are inflected from the two given points to any common point, B or P , of its circumference, shall be to each other in the given ratio.

Cut AC externally at $O$ in the duplicate of the given ratio of sides, so as to have $\mathrm{OC}=v^{2} \mathrm{OA}$. Take OD, a geometric mean, to $\mathrm{OA}, \mathrm{OC}$; and, with O as centre and OD as radius, describe a circle. This is the locus of all points for which

$$
\mathrm{CP}=v \mathrm{AP}
$$

Paragraphs (e) to ( $l$ ) are chiefly from Sir W. R. Hamilton's 'Elements.'

## CHAPTER VI

## the powers of quaternions

$50^{\circ}$. Let $q=\rho^{t}, \angle q=\theta$, and $\mathrm{UV} q=\epsilon$. Then, by $33^{\circ}$ (2), we have $\mathrm{U}^{t} \rho=\epsilon^{t}$, and

$$
\begin{align*}
& q^{n}=\left(\rho^{t}\right)^{n}=\left(\mathrm{T}^{t} \rho \cdot \mathrm{U}^{t} \rho\right)^{n}=\left(\mathrm{T} q \cdot \epsilon^{t}\right)^{n}=\mathrm{T}^{n} q \cdot \epsilon^{n t}=\mathrm{T}^{n} q \cdot \epsilon^{c n \theta} \\
& q^{n}=\mathrm{T}^{n} q(\cos n \theta+\epsilon \sin n \theta) \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot(1) \tag{1}
\end{align*}
$$

From this equation we have at once, $\left.\begin{array}{l}\mathrm{T} q^{n}=\mathrm{T}^{n} q ; \mathrm{U} q^{n}=\epsilon^{c n \theta}=\left(\epsilon^{c \theta}\right)^{n}=\mathrm{U}^{n} q ; \angle q^{n}=n \angle q ; \\ \mathrm{S} q^{n}=\mathrm{T}^{n} q \cdot \cos n \theta ; \nabla q^{n}=\mathrm{T}^{n} q \cdot \sin n \theta \cdot \epsilon .\end{array}\right\}$.

$$
\begin{align*}
& 51^{\circ} . \text { If } n=2,  \tag{2}\\
& q^{2}=\mathrm{T}^{2} q(\cos 2 \theta+\epsilon \sin 2 \theta) \tag{3}
\end{align*}
$$

As this is the only power of a quaternion with which we will have to do in the following pages, it is desirable to inquire particularly into its nature.

The first question that arises is, has $q^{2}$ two square roots


Fig. 22. like an ordinary algebraic quantity?

Let $\overline{O A}, \overline{O B}$, fig. 22 (1) and (2), be the unit-vectors of any two vectors $a$ and $\beta$, inclined to each other at an acute angle $\phi$ in (1), and at an obtuseangle $\chi$ in (2). Draw OC making $\angle \mathrm{COA}=\phi$ in (1), and $=x$ in (2) ; and produce AO to meet the circle in $A^{\prime}$. Then, if

$$
\mathrm{U} q=\frac{\mathrm{OA}}{\mathrm{OB}}, \mathrm{U}(-q)=\frac{-\mathrm{OA}}{\mathrm{OB}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}
$$

Since $q^{2}=\mathrm{T}^{2} q \cdot \mathrm{U}^{2} q$, if $q^{2}$ has two square roots, either $\mathrm{T}^{2} q$ or $\mathrm{U}^{2} q$ must have two square roots. But as $\mathrm{T} q$ is always
positive, $\mathrm{T}^{2} q$ can have only one square root, namely $+\mathrm{T} q$. If, therefore, $q^{2}$ has two square roots, $\mathrm{U}^{2} q$ must have two square roots. What is $\mathrm{U}^{2} q$ ?

Since

$$
\begin{aligned}
\mathrm{U} q & =\frac{\mathrm{OC}}{\mathrm{OA}}=\frac{\mathrm{OA}}{\mathrm{OB}} \\
\mathrm{U}^{2} q & =\frac{\mathrm{OC}}{\mathrm{OA}} \frac{\mathrm{OA}}{\mathrm{OB}}=\frac{\mathrm{OC}}{\mathrm{OB}}
\end{aligned}
$$

Now, $\frac{\mathrm{OC}}{\mathrm{OB}}$ has two geometric square roots. For, first,

$$
\frac{\mathrm{OC}}{\mathrm{OB}}=\frac{\mathrm{OC}}{\mathrm{OA}} \cdot \frac{\mathrm{OA}}{\mathrm{OB}}=\frac{\mathrm{OA}}{\mathrm{OB}} \cdot \frac{\mathrm{OA}}{\mathrm{OB}}=\left(\frac{\mathrm{OA}}{\mathrm{OB}}\right)^{2} .
$$

Secondly,

$$
\frac{\mathrm{OC}}{\mathrm{OB}}=\frac{\mathrm{OC}}{\mathrm{OA}^{\prime}} \cdot \frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}} \cdot \frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}=\left(\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}}\right)^{2}=\left(-\frac{\mathrm{OA}}{\mathrm{OB}}\right)^{2}
$$

Therefore,

$$
\sqrt{\mathrm{U}^{2}} q=\sqrt{\frac{\mathrm{OC}}{\mathrm{OB}}}= \pm \frac{\mathrm{OA}}{\mathrm{OB}}= \pm \mathrm{U} q
$$

Therefore, $q^{2}$ has twc square roots; or,

$$
\sqrt{q}^{2}= \pm q=\mathrm{T} q \cdot \mathrm{U} q \text { or } \mathrm{T} q(-\mathrm{U} q)
$$

whatever be the form of $q$.
Were the angle of a quaternion unlimited in magnitude, either of these real and unequal square roots might be used at will in calculation. But as the angle is defined to lie between the limits 0 and $\pi$, we must discriminate between them, and select as the square root (or the principal square root) of the quaternion, $q^{2}$, that one of the two which enables us to confine the angle of $q^{2}$ within the prescribed limits. If $\angle q$ is acute, fig. $22(1), \angle(-q)\left(=\pi-\angle q, 47^{\circ}\right)$ is obtuse; $-q$, therefore, cannot be regarded as the square root of $q^{2}$; for, were it so, $\angle q^{2}(=2 \angle(-q))$ would be $>\pi$. In this case, consequently, $\sqrt{\bar{q}^{2}}=+q$. For a similar reason, if $\angle q$ is obtuse, fig. $22(2), \sqrt{ } \bar{q}^{2}=-q$.

That one, therefore, of the two opposite quaternions, $q$ and $-q$, whose angle is acute is the square root of $q^{2}$.

In symbols,
$\angle q^{2}=2 \angle q ; \mathrm{UV} q^{2}=\mathrm{UV} q ; q^{2}=\mathrm{T}^{2} q \cdot \mathrm{\epsilon}^{2 c \phi} ;$ if $\angle q=\phi<\frac{\pi}{2}$.
$\left.\begin{array}{l}\angle q^{2}=2(\pi-\angle q) ; \mathrm{UV} q^{2}=-\mathrm{UV} q ; q^{2}=\mathrm{T}^{2} q \cdot(-\epsilon)^{2 c(\pi-x)} ; \\ \left.\text { if } \begin{array}{c}\angle q=x>\frac{\pi}{2}\end{array}\right\} \\ \angle \sqrt{q^{2}}=\frac{1}{2} \angle q^{2} ; \mathrm{UV} \sqrt{q^{2}}=\mathrm{UV} q^{2} .\end{array}\right\}, ~$

If $\angle q$ is $\circ$ or $\pi, \mathrm{UV} q$ is indeterminate.
If $\angle q=\frac{\pi}{2}, \mathrm{U} q^{2}=\epsilon^{ \pm 2}$, and $q^{2}=\mathrm{T}^{2} q \cdot \epsilon^{ \pm 2}=-\left(\mathrm{T}^{2} q\right)$, a scalar.
If $q^{2}=-1$, we have $\frac{\mathrm{OC}}{\mathrm{OA}} \cdot \frac{\mathrm{OA}}{\mathrm{OB}}=\frac{\mathrm{OC}}{\mathrm{OB}}=-1$;
or,

$$
\overline{\mathrm{OC}}=-\overline{\mathrm{OB}}
$$

Therefore, $T \cdot \overline{\mathrm{OC}}=\mathrm{T} \cdot \overline{\mathrm{OB}}$, and $\mathrm{U} \cdot \overline{\mathrm{OC}}=-\mathrm{U} \cdot \overline{\mathrm{OB}}$, whatever be the length of the radii of the circles, fig. 22.

Consequently, $\angle q^{2}=\pi ; \quad \angle q=\frac{1}{2} \angle q^{2}=\frac{\pi}{2},(4) ;$ or, $q$ is a right quaternion whose constituent vectors are of equal length.

By (3),

$$
\begin{equation*}
\mathrm{SU} q^{2}=\cos 2 \angle q=2 \cos ^{2} \angle q-1=2 \mathrm{SU}^{2} q-1, \ldots \tag{5}
\end{equation*}
$$

where $\mathrm{SU}^{2} q$ represents ( $\left.\mathrm{SU} q\right)^{2}$.

$$
\begin{array}{r}
\mathrm{S}^{2}=\mathrm{T} q^{2} \mathrm{SU} q^{2}=\mathrm{T}^{2} q\left(2 \mathrm{SU}^{2} q-1\right)=2 \mathrm{~T}^{2} q \mathrm{SU}^{2} q-\mathrm{T}^{2} q \\
=2 \mathrm{~S}^{2} q-\mathrm{T}^{2} q \tag{6}
\end{array}
$$

Again,

$$
\mathrm{S} q^{2}+\mathrm{V} q^{2}=q^{2}=(\mathrm{S} q+\mathrm{V} q)^{2}=\mathrm{S}^{2} q+2 \mathrm{~S} q \mathrm{~V} q+\mathrm{V}^{2} q
$$

Therefore, equating the scalar and vector parts, $4^{\circ}$,

$$
\left.\begin{array}{l}
\mathrm{S}^{2} q^{2}=\mathrm{S}^{2} q+\mathrm{V}^{2} q ;  \tag{7}\\
\mathrm{V} q^{2}=2 \mathrm{~S} q \mathrm{~V} q .
\end{array}\right\}
$$

$\mathrm{T} q^{2}=\mathrm{T}^{2} q=q \mathrm{~K} q=(\mathrm{S} q+\mathrm{V} q)(\mathrm{S} q-\mathrm{V} q)=\mathrm{S}^{2} q-\mathrm{V}^{2} q$.
Finally, if we meet with an equation of the form

$$
\frac{\delta}{\beta}=\sqrt{\hat{\beta}^{\prime}}
$$

we know that $\delta$ bisects the angle between $\beta$ and $\gamma$.
This equation may be written,

$$
\begin{equation*}
\delta^{2}=\gamma \beta \tag{9}
\end{equation*}
$$

where $\delta$ is called the Mean Proportional between $\beta$ and $\gamma$.

## CHAPTER VII

## addition and subtraction of quaternions

$52^{\circ}$. The sum or difference of any two quaternions is a quaternion. For $q \pm q^{\prime}=\left(\mathrm{S} q \pm \mathbf{S} q^{\prime}\right)+\left(\mathrm{V} q \pm \mathrm{V} q^{\prime}\right)=$ the sum of a Scalar and Vector $=$ a quaternion. Since this process can be carried on to any extent with the same result, we may conclude that the sum, or difference, of any number of quaternions is a quaternion.

In symbols, if $\Sigma q=\left(q_{1}+q_{2}+\ldots q_{n}\right)$,
and

$$
\begin{align*}
& \Delta q=\left(q_{1}-q_{2}-\ldots q_{n}\right) ; \\
& \Sigma q=\text { a quaternion, }  \tag{1}\\
& \Delta q=, \quad " \quad .
\end{align*}
$$

The commutative and associative laws of addition and subtraction apply to quaternions.

For the sum or difference of $n$ quaternions is the sum or difference of $n$ scalars and $n$ vectors; and it has been already shown, Part I., $20^{\circ}$, that the subtraction and addition of vectors are associative and commutative operations. Therefore \&c.
$53^{\circ}$. Let the quaternion $Q$ be the sum of $n$ quaternions,

$$
\begin{aligned}
& q_{1}=\mathrm{S} q_{1}+\mathrm{V} q_{1}, \\
& q_{2}=\mathrm{S} q_{2}+\mathrm{V} q_{2}, \\
& \cdot \cdot \dot{\cdot} \cdot \dot{\mathrm{~V}} q_{n} . \\
& \underline{q}_{n}=\mathrm{S} q_{n} .
\end{aligned}
$$

Then,
$\mathrm{Q}=\left(\mathrm{S} q_{1}+\mathrm{S} q_{2}+\ldots \mathrm{S} q_{n}\right)+\left(\mathrm{V} q_{1}+\mathrm{V} q_{2}+\ldots \mathrm{V} q_{n}\right)=\mathrm{S} \mathrm{S} q+\mathrm{\Sigma} \mathbf{V} q ;$
But

$$
\begin{aligned}
\mathrm{Q}=\mathrm{SQ}+\mathrm{VQ} & =\mathrm{S}\left(q_{1}+q_{2}+\ldots q_{n}\right)+\mathrm{V}\left(q_{1}+q_{2}+\ldots \boldsymbol{q}_{n}\right) ; \\
" \Rightarrow & =\mathrm{S} \Sigma q+\mathrm{V} \Sigma q .
\end{aligned}
$$

Therefore, $44^{\circ}$,

$$
\begin{align*}
& \left(\mathrm{S} q_{1}+\mathrm{S} q_{2}+\ldots \mathrm{S} q_{n}\right)=\mathrm{S}\left(q_{1}+q_{2}+\ldots q_{n}\right) ; \\
& \left(\mathrm{V} q_{1}+\mathrm{V} q_{2}+\ldots \mathrm{V} q_{n}\right)=\mathrm{V}\left(q_{1}+q_{2}+\ldots q_{n}\right) ; \\
& \text { or, }  \tag{1}\\
& \mathbf{\Sigma} \mathbf{S} q=\mathrm{S} \Sigma q ; \Sigma \mathrm{V} q=\mathrm{V} \Sigma q . \\
& \text { Similarly, }  \tag{2}\\
& \Delta \mathrm{S} q=\mathrm{S} \Delta q ; \Delta \mathrm{V} q=\mathrm{V} \Delta q .
\end{align*}
$$

In words, S and V are distributive symbols.
Taking the conjugates of the constituent quaternions above,

$$
\begin{align*}
& \mathrm{K} q_{1}=\mathrm{S} q_{1}-\mathrm{V} q_{1}, \\
& \mathrm{~K} q_{2}=\mathrm{S} q_{2}-\mathrm{V} q_{2}, \\
& \mathrm{~K} \dot{q}_{n}=\mathbf{S} \dot{\mathrm{q}}_{n}-\dot{\mathrm{V}} q_{n}, \tag{3}
\end{align*}
$$

we have
$\Sigma \mathrm{K} q=\Sigma \mathrm{S} q-\Sigma \mathrm{V} q=\mathrm{S} \Sigma q-\mathrm{V} \Sigma q=\mathrm{SQ}-\mathrm{VQ}=\mathrm{K} \mathrm{Q}=\mathrm{K} \Sigma q$.
Similarly,
$\Delta \mathrm{K} q=\mathrm{K} \Delta q$
Therefore, $K$ is a distributive symbol.
Also, since

$$
\begin{equation*}
\mathrm{KS} q=\mathrm{S} q=\mathrm{SK}_{q} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{KV} q=-\mathrm{V} q=\mathrm{VK} q \tag{6}
\end{equation*}
$$

it follows that K is commutative with S and V .


Fig. 23.
$54^{\circ}$. Let any two quaternions, $q_{1}=\frac{\zeta}{\mu}, q_{2}=\frac{\eta}{\nu}$, be reduced to a common denominator, $\overline{\mathrm{OA}}$, fig. 23 , $\overline{\mathrm{OA}}$ not lying in the plane OBC, but being drawn towards us from O. Let the reduced quaternions be $\frac{\mathrm{OB}}{\mathrm{OA}}$ and $\frac{\mathrm{OC}}{\mathrm{OA}}$ or $\frac{\beta}{\alpha}$ and $\frac{\gamma}{\alpha}$. Complete the parallelogram OCDB; draw the diagonals $\overline{\mathrm{CB}}$ and $\overline{\mathrm{OD}}=\delta$; and draw,

$$
\overline{\mathrm{OF}}=\overline{\mathrm{CB}}=\overline{\mathrm{CO}}+\overline{\mathrm{OB}}=\beta-\gamma
$$

Then,
$\mathrm{T}\left(q_{1}+q_{2}\right)=\mathrm{T}\left(\frac{\beta}{\alpha}+\frac{\gamma}{\alpha}\right)=\mathrm{T} \frac{\beta+\gamma}{\alpha}=\mathrm{T} \frac{\delta}{\alpha}=\frac{\mathrm{T} \cdot \mathrm{OD}}{\mathrm{T} \cdot \mathrm{OA}}$,
$\mathrm{T}_{q_{1}}+\mathrm{T} q_{2}=\mathrm{T} \frac{\beta}{\alpha}+\mathrm{T}_{\alpha}^{\gamma}=\frac{\mathrm{T} \beta+\mathrm{T} \gamma}{\mathrm{T} \alpha}=\frac{\mathrm{T} \cdot \mathrm{OB}+\mathrm{T} \cdot \mathrm{OC}}{\mathrm{T} \cdot \mathrm{OA}}=\frac{\mathrm{T} \cdot \mathrm{OB}+\mathrm{T} \cdot \mathrm{BD}}{\mathrm{T} \cdot \mathrm{OA}}$.

Consequently,

$$
\mathrm{T} q_{1}+\mathrm{T} q_{2}=\mathrm{T}\left(q_{1}+q_{2}\right), \text { if, } \mathrm{T} \cdot \overline{\mathrm{OB}}+\mathrm{T} \cdot \overline{\mathrm{BD}}=\mathrm{T} \cdot \overline{\mathrm{OD}} .
$$

But $\quad \mathrm{T} . \overline{\mathrm{OB}}+\mathrm{T} . \overline{\mathrm{BD}}>\mathrm{T} . \overline{\mathrm{OD}}$, Euclid I., 20.
Therefore, $\quad \mathrm{T} q_{1}+\mathrm{T} q_{2}>\mathrm{T}\left(q_{1}+q_{2}\right)$.
Let $q_{1}+q_{2}=w$, and let $q_{3}$ be any third quaternion.
Then, similarly,

$$
\mathrm{T} w+\mathrm{T} q_{3}>\mathbf{T}\left(w+q_{3}\right)=\mathbf{T}\left(q_{1}+q_{2}+q_{3}\right) .
$$

But

$$
\mathrm{T} q_{1}+\mathrm{T} q_{2}>\mathrm{T} w .
$$

Therefore, a fortiori,

$$
\mathrm{T} q_{1}+\mathrm{T} q_{2}+\mathrm{T} q_{3}>\mathrm{T}\left(q_{1}+q_{2}+q_{3}\right) .
$$

As this process may be carried on to any extent with similar results, we may infer that, generally,

$$
\begin{equation*}
\mathrm{T} \Sigma q \neq \Sigma \mathrm{I} q . \tag{1}
\end{equation*}
$$

It may be similarly proved that

$$
\begin{equation*}
\mathrm{T} \Delta q \neq \Delta \mathrm{T} q \tag{2}
\end{equation*}
$$

If $\angle \mathrm{BOC}=0$, that is, if $\mathrm{U}_{\gamma}=\mathrm{U} \beta$; then $\mathrm{T}\left(\frac{\gamma}{a}+\frac{\beta}{a}\right)=\mathrm{T}_{a}^{\gamma}+\mathrm{T} \frac{\beta}{a}$. If $\angle \mathrm{BOC}=\pi \quad " \quad$, $\mathrm{U} \gamma=-\mathrm{U} \beta ; \quad$, $\mathrm{T}\left(\frac{\gamma}{a}+\frac{\beta}{a}\right)=\underset{a}{\mathrm{~T}} \underset{\sim}{\sim} \sim \underset{a}{\underline{\beta}}$.

In general, if the quaternions, $q_{1}, q_{2} \ldots q_{n}$, bear scalar and positive ratios to each other, i.e., if they are coplanar, with versors similarly directed ; then, $\mathrm{T} \mathbf{\Sigma} q=\Sigma \mathbf{\Sigma} \mathbf{T}$.

55 ${ }^{\circ}$. In fig. 23, let the angles
$\mathrm{AOB}=\phi, \mathrm{AOC}=\chi, \mathrm{AOD}=\theta, \mathrm{BOD}=\sigma_{1}, \mathrm{DOC}=\sigma_{2}, \mathrm{BOC}=\sigma$. Then, for the three trihedral angles,
or,
and
Therefore, and
or,

$$
\begin{gathered}
0-\mathrm{BAD}, \mathrm{O}-\mathrm{CDA}, \mathrm{O}-\mathrm{CBA}, \\
\phi+\sigma_{1}>\theta, \\
x+\sigma_{2}>\theta, \\
(\phi+\chi)+\sigma>2 \theta ; \\
\phi+\chi>\sigma . \\
2(\phi+\chi)+\sigma>2 \theta+\sigma, \\
\phi+\chi>\theta ; \\
\angle q_{1}+\angle q_{2}>\angle\left(q_{1}+q_{2}\right) .
\end{gathered}
$$

If $q_{3}$ be any other quaternion, it may be proved in a similar way that

$$
\begin{gathered}
\angle\left(q_{1}+q_{2}\right)+\angle q_{3}>\angle\left(q_{1}+q_{2}+q_{3}\right) . \\
\angle q_{1}+\angle q_{2}>\angle\left(q_{1}+q_{2}\right) ;
\end{gathered}
$$

therefore, a fortiori,

$$
\angle q_{1}+\angle q_{2}+\angle q_{3}>\angle\left(q_{1}+q_{2}+q_{3}\right) .
$$

As this process may be carried on to any extent with similar results, we may infer that

$$
\begin{equation*}
\Sigma \angle q \neq \angle \Sigma q \tag{l}
\end{equation*}
$$

It may be similarly proved that

$$
\begin{equation*}
\Delta \angle q \neq \angle \Delta q \tag{2}
\end{equation*}
$$

$56^{\circ}$. Let $\angle \mathrm{BOC}=\theta$, fig. 23. Then,

$$
\frac{\mathrm{OD}}{\mathrm{OA}}=\frac{\mathrm{OB}}{\mathrm{OA}}+\frac{\mathrm{OC}}{\mathrm{OA}}=q+q^{\prime},
$$

and

$$
\mathrm{T}\left(q+q^{\prime}\right) \mathrm{U}\left(q+q^{\prime}\right)=\mathrm{T} q \mathrm{U} q+\mathrm{T} q^{\prime} \mathrm{U} q^{\prime}
$$

If, therefore, $\mathrm{U}\left(q+q^{\prime}\right)=\mathrm{U} q+\mathrm{U} q^{\prime}$, we must have

$$
\mathbf{T}\left(q+q^{\prime}\right)=\mathbf{T} q=\mathbf{T} q^{\prime} ;
$$

$\mathrm{OD}=\mathrm{OB}=\mathrm{OC}$.
Let $O B=O C$, and we have

$$
\begin{aligned}
\mathrm{OD}^{2} & =2 \mathrm{OB}^{2}(1+\cos \theta), \\
\mathrm{OD} & =2 \mathrm{OB} \cdot \cos \frac{\theta}{2}
\end{aligned}
$$

and
In order, therefore, that $\mathrm{OD}=\mathrm{OB}$, we must have

$$
\cos \frac{\theta}{2}=\frac{1}{2} ; \text { or, } \theta=120^{\circ} .
$$

Evidently, then,

$$
\mathrm{U}\left(q+q^{\prime}\right)=\mathrm{U} q+\mathrm{U} q^{\prime}
$$

only when $\mathrm{T} q=\mathrm{T} q^{\prime}$, and $\angle \theta=\mathrm{BOC}=\frac{2 \pi}{3}$, i.e., in a special case. In general, therefore,

$$
\mathrm{U}\left(q+q^{\prime}\right) \neq \mathrm{U} q+\mathrm{U} q^{\prime}
$$

More generally still,

$$
\begin{align*}
& \mathrm{U} \mathrm{\Sigma} q \neq \mathrm{\Sigma} \mathrm{U} q  \tag{1}\\
& \Delta \mathrm{U} q \neq \mathrm{U} \Delta q . \tag{2}
\end{align*}
$$

Similarly,
The result of $53^{\circ}$ to $56^{\circ}$ is, that the symbols $\mathrm{S}, \mathrm{V}$, and K are, while $T, \angle$, and $U$ are not, distributive in the addition and subtraction of quaternions.

## CHAPTER VIII

## MULTIPLICATION AND DIVISION OF TWO QUATERNIONS

## Section 1

Diplanar Quaternions
$57^{\circ}$. Before proceeding further it is necessary to explain the meaning of certain forms of expression that will be met with in the present and succeeding chapters. $\mathrm{S} q_{1} q_{2}$ means the scalar of the product $q_{1} q_{2}$. Similarly, $\mathrm{K} q_{1} q_{2}$ means the conjugate of the product $q_{1} q_{2}$. It does not mean the conjugate of $q_{1}$ multiplied into $q_{2}$, which will be written $\mathrm{K} q_{1} \cdot q_{2}$, or, $\mathrm{K} q_{1}\left(q_{2}\right)$, or $\left(\mathrm{K} q_{1}\right) q_{2}$. And so on for the other symbols.

Points and brackets should never be omitted if their omission is likely to lead to any misapprehension.

The product of any two quaternions is a quaternion.
For, let the quaternions be thrown into the form,

$$
q_{1}=\frac{\alpha}{\beta}, q_{2}=\frac{\beta}{\gamma}
$$

Then,

$$
\begin{equation*}
q_{1} q_{2}=\frac{\alpha}{\beta} \cdot \frac{\beta}{\gamma}=\frac{\alpha}{\gamma}=a \text { quaternion } \tag{1}
\end{equation*}
$$

The quotient of any two quaternions is a quaternion. For, let the two quaternions be reduced to the form,

$$
\begin{equation*}
q_{1}=\frac{\sigma}{\lambda}, q_{2}=\frac{\tau}{\lambda} \tag{2}
\end{equation*}
$$

Then, $\quad \frac{q_{1}}{q_{2}}=\frac{\sigma}{\lambda}: \frac{\tau}{\lambda}=\frac{\sigma}{\lambda} \cdot \frac{\lambda}{\tau}=\frac{\sigma}{\tau}=$ a quaternion . .
$58^{\circ}$. The tensor of the quotient (or product) of any two quaternions is equal to the quotient (or product) of the tensors of the two quaternions

For, let the two quaternions, reduced to a comme denominator, be

$$
q_{1}=\frac{\gamma}{\alpha}, q_{2}=\underset{\alpha}{\beta}
$$

Then,

$$
\begin{equation*}
\mathrm{T}_{q_{2}}^{q_{1}}=\mathrm{T} \frac{\gamma}{\beta}=\frac{\mathrm{T} \gamma}{\mathrm{~T} \beta}=\frac{\mathrm{T} \gamma}{\mathrm{~T} \alpha} \cdot \frac{\mathrm{~T} \alpha}{\mathrm{~T} \beta}=\frac{\mathrm{T} \gamma}{\mathrm{~T} \alpha}: \frac{\mathrm{T} \beta}{\mathrm{~T} \alpha}=\frac{\mathrm{T} q_{1}}{\mathrm{~T} q_{2}} \tag{1}
\end{equation*}
$$

Again, if the two quaternions be reduced to the forms

Then,

$$
q_{1}=\underset{\alpha}{\gamma}, q_{2}=\frac{a}{\delta}
$$

$\mathrm{T} q_{1} q_{2}=\mathrm{T}\left(\frac{\gamma}{\alpha} \cdot \frac{a}{\delta}\right)=\mathrm{T} \frac{\gamma}{\delta}=\frac{\mathrm{T} \gamma}{\mathrm{T} \delta}=\frac{\mathrm{T} \gamma}{\mathrm{T} \alpha} \cdot \frac{\mathrm{T} \alpha}{\mathrm{T} \delta}=\mathrm{T} q_{1} \mathrm{~T} q_{2}=\mathrm{T} q_{2} \mathrm{~T} q_{1}$. .(6)
Equation (2) embodies Euler's theorem, that the sum of four squares may be resolved into two factors, each of which is the sum of four squares.

For the tensors of the quaternions $q_{1}, q_{2}$, may, $39^{\circ}(5)$, be thrown into the form,
and

$$
\begin{aligned}
& \sqrt{w_{1}{ }^{2}+x_{1}{ }^{2}+y_{1}{ }^{2}+z_{1}{ }^{2}} \\
& \sqrt{w_{2}{ }^{2}+x_{2}{ }^{2}+y_{2}{ }^{2}+z_{2}{ }^{2}}
\end{aligned}
$$

respectively ; and the product, $q_{1} q_{2}$, is some quaternion, say.

$$
\mathrm{W}+\mathrm{X} i+\mathrm{Y} j+\mathrm{Z} k
$$

whose tensor is $\quad \sqrt{ } \mathrm{W}^{2}+\mathrm{X}^{2}+\mathrm{Y}^{2}+\mathrm{Z}^{2}$.
Hence, by squaring the equation,

$$
\mathrm{T} q_{1} q_{2}=\mathrm{T} q_{1} \cdot \mathrm{~T} q_{2}
$$

we have at once

$$
\left(\mathrm{W}^{2}+\mathrm{X}^{2}+\mathrm{Y}^{2}+\mathrm{Z}^{2}\right)=\left(w_{1}^{2}+x_{1}^{2}+y_{1}^{2}+z_{1}^{2}\right)\left(w_{2}^{2}+x_{2}^{2}+y_{2}^{2}+z_{2}^{2}\right) .
$$

$59^{\circ}$. The versor of the product (or quotient) of any two quaternions is equal to the product (or quotient) of the versors of the two quaternions.

For, let

$$
q=q_{1} q_{2}
$$

Then
But

$$
\mathrm{T} q \mathrm{U} q=\mathrm{T} q_{1} \mathrm{~T} q_{2} \mathrm{U} q_{1} \mathrm{U} q_{2}
$$

$$
\mathbf{T} q=\mathbf{T} q_{1} q_{2}=\mathbf{T} q_{1} \mathbf{T} q_{2}
$$

and

$$
\mathrm{U} q=\mathrm{U} q_{1} q_{2}
$$

therefore,
or,
Similarly,

$$
\left.\begin{array}{rl}
\mathrm{T} q_{1} \mathrm{~T} q_{2} \mathrm{U} q_{1} q_{2} & =\mathrm{T} q_{1} \mathrm{~T} q_{2} \mathrm{U} q_{1} \mathrm{U} q_{2} \\
\mathrm{U} q_{1} q_{2} & =\mathrm{U} q_{1} \mathrm{U} q_{2} .  \tag{1}\\
\mathrm{U} q_{1} & =\frac{\mathrm{U} q_{1}}{q_{2}}
\end{array}\right\}
$$

$60^{\circ}$. Let $q(=\mathrm{S} q+\mathrm{V} q)$ and $r(=\mathrm{S} r+\mathrm{V} r)$ be any two uaternions.

Then, $\quad q r=\mathrm{S} q \mathrm{~S} r+\mathrm{S} r \mathrm{~V} q+\mathrm{S} q \mathrm{~V} r+\mathrm{V} q \mathrm{~V} r$,

$$
r q=\mathrm{S} r \mathrm{~S} q+\mathrm{S} r \mathrm{~V} q+\mathrm{S} q \mathrm{~V} r+\mathrm{V} r \mathrm{~V} q ;
$$

or, resolving the quaternions $\mathrm{V} q \mathrm{~V} r$ and $\mathrm{V} r \mathrm{~V} q$,
$q r=(\mathrm{S} q \mathrm{~S} r+\mathrm{S} . \mathrm{V} q \mathrm{~V} r)+(\mathrm{S} r \mathrm{~V} q+\mathrm{S} q \mathrm{~V} r+\mathrm{V} . \mathrm{V} q \mathrm{~V} r) . .(1)$ $r q:=(\mathrm{S} r \mathrm{~S} q+\mathrm{S} \cdot \mathrm{V} r \mathrm{~V} q)+(\mathrm{S} r \mathrm{~V} q+\mathrm{S} q \mathrm{~V} r+\mathrm{V} \cdot \mathrm{V} r \mathrm{~V} q) . .(2)$

Since the right hand member of both of these two equation: is the sum of a scalar and a vector, we have a fresh proos that the product of any two quaternions is a quaternion.
(a). From (1) and (2) we have

$$
\begin{aligned}
& \mathrm{S} q r=\mathrm{S} q \mathrm{~S} r+\mathrm{S} \cdot \mathrm{~V} q \mathrm{~V} r \\
& \mathrm{~S} r q=\mathrm{S} r \mathrm{~S} q+\mathrm{S} \cdot \mathrm{~V} r \mathrm{~V} q .
\end{aligned}
$$

Now, obviously,

$$
\mathrm{S} r \mathrm{~S} q=\mathrm{S} q \mathrm{~S} r
$$

and, $22^{\circ}(1)$,

$$
\mathrm{S} \cdot \mathrm{~V} r \mathrm{~V}_{q}=\mathrm{S} . \mathrm{V}_{q} \mathrm{Vr}
$$

therefore,

$$
\begin{gather*}
\mathrm{S} r q=\mathrm{S} q r  \tag{3}\\
\mathrm{~S} q r \neq \mathrm{S} q \mathrm{~S} r \\
\mathrm{~S} \cdot \mathrm{~V} q \mathrm{~V} r=0,
\end{gather*}
$$

unless
i.e. unless the planes of the two quaternions are at right angles.
(b). From (1) and (2) we also have

$$
\begin{aligned}
& \mathrm{V} q r=\mathrm{S} r \mathrm{~V} q+\mathrm{S} q \mathrm{~V} r+\mathrm{V} \cdot \mathrm{~V} q \mathrm{~V} r \\
& \mathrm{~V} r q=\mathrm{S} r \mathrm{~V} q+\mathrm{S} q \mathrm{~V} r+\mathrm{V} \cdot \mathrm{~V} r \mathrm{~V} q .
\end{aligned}
$$

But, $22^{\circ}(2)$,

$$
\mathrm{V} \cdot \mathrm{~V} r \mathrm{~V} q=-\mathrm{V} \cdot \mathrm{~V} q \mathrm{~V} r
$$

Therefore,

$$
\left.\begin{array}{l}
\mathrm{V} q_{q}=\mathrm{S} r \mathrm{~V}_{q}+\mathrm{S} q \mathrm{~V} r+\mathrm{V} \cdot \mathrm{~V}_{q} \mathrm{~V} r,  \tag{1}\\
\mathrm{~V}_{r q}=\mathrm{S} r \mathrm{~V}_{q}+\mathrm{S} q \mathrm{~V} r-\mathrm{V} \cdot \mathrm{~V} q \mathrm{~V} r \cdot
\end{array}\right\}
$$

Therefore,

$$
\begin{equation*}
V_{q r} \neq V_{r q} \tag{5}
\end{equation*}
$$

unless,

$$
\mathrm{V} \cdot \mathrm{~V}_{q} \mathrm{~V} r=0
$$

i.e. unless the quaternions are coplanar.

Hence, in general,

$$
\begin{equation*}
q r \neq r q \tag{i}
\end{equation*}
$$

Adding and subtracting the equations of (4),

$$
\begin{align*}
& \mathrm{V}_{q} r+\mathrm{V}_{r q}=2\left(\mathrm{~S}_{r} \mathrm{~V} q_{q}+\mathrm{S}_{q} \mathrm{~V}_{r}\right) \\
& \mathrm{V}_{q r}-\mathrm{V}_{r q}=2 \mathrm{~V} \cdot \mathrm{~V}_{q} \mathrm{~V}^{\prime}, \tag{i}
\end{align*}
$$

$61^{\circ}$. $(a)$.
But
therefore, and
$\mathrm{S} q r=\mathrm{T} q r . \mathrm{SUq}$,
$\mathrm{S} r q=\mathrm{T} r q . \mathrm{SU} r q$.
$\mathrm{S} q r=\mathrm{S} r q ; \mathrm{T} q r=\mathrm{T} r q ;$
$\mathrm{SU} q r=\mathrm{SU} q q$,
$\angle q r=\angle r q$.
(b). Further, since $\mathrm{S} q r \neq \mathrm{S} q \mathrm{~S} r$;
$\mathrm{T} q r . \mathrm{SUq} \neq \mathrm{F} q \mathrm{~T} r \mathrm{SU} q \mathrm{SU} r$,
and $\mathrm{SU} q r \neq \mathrm{SU} q \mathrm{SU} r$.
$62^{\circ}$. (a). From (1) of $60^{\circ}$,

$$
\begin{align*}
\mathrm{K} q r & =(\mathrm{S} q \mathrm{~S} r+\mathrm{S} \cdot \mathrm{~V} q \mathrm{~V} r)-(\mathrm{S} r \mathrm{~V} q+\mathrm{S} q \mathrm{~V} r+\mathrm{V} \cdot \mathrm{~V} q \mathrm{~V} r) \\
" & =\mathrm{S} q \mathrm{~S} r-\mathrm{S} r \mathrm{~V} q-\mathrm{S} q \mathrm{~V} r+(\mathrm{S} \cdot \mathrm{~V} r \mathrm{~V} q+\mathrm{V} \cdot \mathrm{~V} r \mathrm{~V} q) \\
" & =\mathrm{S} q \mathrm{~S} r-\mathrm{S} r \mathrm{~V} q-\mathrm{S} q \mathrm{~V} r+\mathrm{V} r \mathrm{~V} q \\
" & =(\mathrm{S} r-\mathrm{V} r)(\mathrm{S} q-\mathrm{V} q) \\
" & =\mathrm{K} r \mathrm{~K} q \text {. . . . . . . . . . . . . (1) } \tag{1}
\end{align*}
$$

(b). Let $q r=s$. Then, $48^{\circ}(b),(7)$,

$$
s+\mathbf{K} s=2 \mathrm{~S} s
$$

$$
\begin{equation*}
q r+\mathrm{K} q r=2 \mathrm{~S} q r=2\left(\mathrm{~S} q \mathrm{~S} r+\mathrm{S} \cdot \mathrm{~V}_{q} \mathrm{~V} r\right) \tag{2}
\end{equation*}
$$

(c). $\mathrm{S} . q \mathrm{~K} r=\mathrm{S} .(\mathrm{S} q+\mathrm{V} q)(\mathrm{S} r-\mathrm{V} r)=\mathrm{S} q \mathrm{~S} r-\mathrm{S} . \mathrm{V} q \mathrm{~V} r$; $\mathrm{S}(\mathrm{K} q \cdot r)=\mathrm{S} .(\mathrm{S} q-\mathrm{V} q)(\mathrm{S} r+\mathrm{V} r)=\mathrm{S} q \mathrm{~S} r-\mathrm{S} . \mathrm{V} q \mathrm{~V} r ;$ therefore, $\mathrm{S} \cdot q \mathrm{~K} r=\mathrm{S}(\mathrm{K} q \cdot r)$.
$63^{\circ}$. (a). Since $q r \neq r q, 60^{\circ}(6)$, it follows that the multiplication of diplanar quaternions does not obey the commutative law.
(b). The distributive law applies to the multiplication of quaternions. For, if we take four quaternions, $p, q, r, s$, in the quadrinomial form, $35^{\circ}$, it will be found by actual multiplication that

$$
(p+q)(r+s)=p r+q r+p s+q s=p r+p s+q r+q s=\& c
$$

The distributive law, therefore, applies to four quaternions.
(c). If we actually multiply the product $p q$ into $r$, the result will be found to be equal to the result of multiplying $p$ into the product $q r$. The associative law, therefore, applies to three quaternions.

It may be similarly shown that the multiplication of any number of quaternions is distributive and associative.

## Section 2

## Coplanar Quaternions

$64^{\circ}$. The multiplication of diplanar quaternions is not commutative : the multiplication of coplanar quaternions is commutative.

For, if two quaternions, $q$ and $r$, are coplanar, $\mathrm{V} q$ and $\mathrm{V} r$ are parallel ; and, consequently, $\mathrm{V} . \mathrm{V} q \mathrm{~V} r=0=\mathrm{V} . \mathrm{V} r \mathrm{~V} q, 23^{\circ}$.

Therefore the two equations of $60^{\circ}(4)$ are equal, and

$$
q r=r q .
$$

(35 ${ }^{\circ}$. Hence, any quaternion, its reciprocal, its opposite, its conjugate, and any power of the quaternion, all of which are coplanar, are commutative ; or, $q \mathrm{~K} q=\mathrm{K} q \cdot q ; q^{-1}(-q)=-q \cdot q^{-1} ; \mathrm{K} q \cdot q^{n}=q^{n} \mathrm{~K} q$, , $\varepsilon c .$, \&c.

## Section 3

## Right Quaternions

$66^{\circ}$. Let $v_{1}, v_{2}$ be any two right quaternions, with axes $\epsilon$ and $\eta$ respectively. Then,

$$
\begin{gathered}
\mathrm{S} v_{1}=0 ; \mathrm{V} v_{1}=v_{1} ; \mathrm{U} v_{1}=\mathrm{A} x . v_{1}=\epsilon ; \\
\mathrm{K} v_{1}=\mathrm{KV} v_{1}=-\mathrm{V} v_{1}=-v_{1} ;
\end{gathered}
$$

with corresponding values for $v_{2}$.
Consequently, equations ( 1 ) and (2) of $60^{\circ}$ become,
$v_{1} v_{2}=\mathrm{S} . \mathrm{V} v_{1} \mathrm{~V} v_{2}+\mathrm{V} \cdot \mathrm{V} v_{1} \mathrm{~V} v_{2}=\mathrm{S} v_{1} v_{2}+\mathrm{V} v_{1} v_{2} ;$,
$\left.v_{2} v_{1}=\mathrm{S} . \mathrm{V} v_{1} \mathrm{~V} v_{2}+\mathrm{V} . \mathrm{V} v_{2} \mathrm{~V} v_{1}=\mathrm{S} v_{1} v_{2}-\mathrm{V} v_{1} v_{2}.\right\}$.
Adding and subtracting,

$$
\left.\begin{array}{l}
\mathrm{S} v_{1} v_{2}=\frac{1}{2}\left(v_{1} v_{2}+v_{2} v_{1}\right), \\
\mathrm{V} v_{1} v_{2}=\frac{1}{2}\left(v_{1} v_{2}-v_{2} v_{1}\right)
\end{array}\right\}
$$

Again, $62^{\circ}(a)$,

$$
\begin{equation*}
\mathrm{K} v_{1} v_{2}=\mathrm{K} v_{2} \mathrm{~K} v_{1}=\left(-v_{2}\right)\left(-v_{1}\right)=v_{2} v_{1} \tag{3}
\end{equation*}
$$

$67^{\circ}$. Suppose the plane of $v_{1}$ to be at right angles to the plane of $v_{2}$, and the direction of rotation to be such that

Then,

$$
v_{1}=\mathrm{T} v_{1} \cdot i ; v_{2}=\mathrm{T} v_{2} . j
$$

$$
\begin{gather*}
v_{1} v_{2}=\mathrm{T} v_{1} \mathrm{~T} v_{2} \cdot i j=\mathrm{T} v_{1} \mathrm{~T} v_{2} \cdot k, .  \tag{1}\\
v_{2} v_{1}=\mathrm{T} v_{2} \mathrm{~T} v_{1} \cdot j i=-\mathrm{T} v_{1} \mathrm{~T} v_{2} \cdot k \cdot .  \tag{2}\\
v_{2} v_{1}=-v_{1} v_{2} ; \cdot \cdot \cdot  \tag{3}\\
\angle v_{2} v_{1}=\angle v_{1} v_{2}=\frac{\pi}{2}, 25^{\circ}, \text { and (1) and (2). }
\end{gather*}
$$

Therefore,
and

Further, the versors of $v_{1} v_{2}$ and $v_{2} v_{1}(k$ and $-k)$ are perpendicular to the versors of both $v_{1}$ and $v_{2}(i$ and $j)$; or, the plane of $v_{1} v_{2}$ (and consequently the plane of its opposit' , $v_{0} v_{1}$, or $-v_{1} v_{2}$ ) is perpendicular to the plane of $v_{1}$ and to the plane of $v_{2}$.

Hence, the product of any two right quaternions in rectangular planes is a third right quaternion $\left(v_{1} v_{2}\right)$ in a plane rectangular to both, which is changed to its own opposite ( $-v_{1} v_{2}$ ) by reversing the order of the factors (Hamilton). In symbols,

$$
\mathrm{V} v_{1} v_{2}=\mathrm{V} v_{1} \mathrm{~V} v_{2}
$$

## Section 4

## On Circular Vector-Arcs

$68^{\circ}$. Let $O$ be the centre of a sphere of unit-radius. Then any arc $A B$ of any great circle of the sphere may be regarded as the representative of the versor $\overline{O B}$. For the plane of the versor is the plane of the arc ; the angle of the versor is measured by the length of the arc ; and the direction of rotation is indicated by the direction in which the arc $A B$ is drawn-from $A$ to $B$, fig. 24.

Definition.-Tuo vector-arcs are equal, and only equal, when the origin and term of the first can be brought to coincide simultaneously with the origin and term of the second, by sliding the first backwards or forwards on its own great circle.


Fig. 24. Thus, if on sliding (either way) the arc $A B$ round the great circle of a unit-sphere, shown in fig. 24, the point $B$ coincides with $D$ when $A$ coincides with C ; then,

$$
\overparen{A B}=\overparen{C D}
$$

Two consequences follow from this definition. First, no two vector-arcs of the same great circle are equal, unless the direction of both, as seen from either pole of the common great circle, is towards the same hand. Secondly, whatever their length, no two vector-arcs of different great circles can be equal, except in one particular case. This case occurs when both the arcs are great semi-
circles. All great semicircles are equal vector-ares, since they all represent versors of the form $\frac{\mathrm{OA}}{-\mathrm{OA}}=-1$, and the plane of -1 is indeterminate.
$69^{\circ}$. Let any two arcs, $\mathrm{C}^{\prime} \mathrm{C}$ and $\mathrm{AA}^{\prime}$, of different great circles bisect each other in B, fig. 25. Join A and $\mathrm{C}, \mathrm{C}^{\prime}$ and $\mathrm{A}^{\prime}$, by arcs of great circles, and let the versors of any two quaternions, reduced to the form

$$
q=\frac{\beta}{a}, q^{\prime}=\frac{\gamma}{\beta}, \mathrm{be}
$$

$$
\mathrm{U} q=\frac{\mathrm{OB}}{\mathrm{OA}}=\overparen{\mathrm{AB}} ; \mathrm{U} q^{\prime}=\frac{\mathrm{OC}}{\mathrm{OB}}=\overparen{\mathrm{BC}} .
$$



Fig. 25.

Then,

$$
\begin{equation*}
\mathrm{U} q^{\prime} \mathrm{U} q=\frac{\mathrm{OC}}{\mathrm{OB}} \cdot \frac{\mathrm{OB}}{\mathrm{OA}}=\frac{\mathrm{OC}}{\mathrm{OA}}=\overparen{\mathrm{AC}}=\overparen{\mathrm{BC}}+\overparen{\mathrm{AB}} \ldots \tag{1}
\end{equation*}
$$

where $\overparen{\mathrm{BC}}$ is said to be added to $\overparen{\mathrm{AB}}$.
Similarly,
$\mathrm{U}_{q} \mathrm{U} q^{\prime}=\frac{\mathrm{OB}}{\mathrm{OA}} \cdot \frac{\mathrm{OC}}{\mathrm{OB}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OB}} \cdot \frac{\mathrm{OB}}{\mathrm{OC}^{\prime}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OC}^{\prime}}=\overparen{\mathrm{C}^{\prime} \mathrm{A}^{\prime}}=\overparen{\mathrm{BA}^{\prime}}+\overparen{\mathrm{C}^{\prime} \mathrm{B}} .$. (2)
The multiplication of versors is thus reduced to the addition of circular vector ares.
$70^{\circ}$. Unlike the addition of rectilinear vectors, and of quaternions, the addition of diplanar vector-ares is not commutative ;

$$
\overparen{\mathrm{BC}}+\overparen{\mathrm{AB}} \neq \overparen{\mathrm{AB}}+\overparen{\mathrm{BC}} .
$$

For $\overparen{B C}+\overparen{A B}=\overparen{A C}$; and $\overparen{A B}+\overparen{B C}=\widehat{\mathrm{BA}^{\prime}}+\overparen{\mathrm{C}^{\prime} \mathrm{B}}=\overparen{\mathrm{C}^{\prime} \mathrm{A}^{\prime}}$. But $\overparen{\mathrm{AC}} \neq \overparen{\mathrm{CA}^{\prime}}$, although the two ares are of equal length. For, if $\overparen{\mathrm{CO}^{\prime} \mathrm{C}}$ and $\widehat{A A}^{\prime}$ are both less than great senicircles (as shown in fig. 25), or if one of the two is a semictrcle and the other less than a semicircle, in both cases $\overparen{A C}$ and $\widehat{\mathrm{C}^{\prime} \mathrm{A}^{\prime}}$ belong to two distinct great circles, and are therefore unequal by definition. Were $\overparen{C C}$ and $\overparen{\mathrm{AA}^{\prime}}$ both semicircles, $\overparen{\mathrm{AC}}$ and
$\widetilde{C N A}^{\prime \prime} \mathrm{A}^{\prime}$ would both belong to the same great circle, of which E would be a pole ; but they would have contrary directions. and wouid therefore be unequal by definition. In every case, therefore, $\overparen{A C} \neq \overparen{\mathrm{C}^{\prime} \mathrm{A}^{\prime}}$, and, consequently,

$$
\overparen{\mathrm{AB}}+\overparen{\mathrm{BC}} \neq \overparen{\mathrm{BC}}+\overparen{\mathrm{AB}} ;
$$

or, the addition of diplanar vector-ares is not commutative.
$71^{\circ}$. We now see why (in general)

For

$$
\begin{gathered}
q^{\prime} q \neq q q^{\prime}, 60^{\circ}(6) . \\
\widehat{\mathrm{C}^{\prime} \mathrm{A}^{\prime}} \neq \widehat{\mathrm{AC}} ;
\end{gathered}
$$

therefore, $\mathrm{U} q \cup q^{\prime} \neq \mathrm{U} q^{\prime} \mathrm{U} q$; therefore, $q q^{\prime} \neq q^{\prime} q$.
We also see why $\angle q q^{\prime}=\angle q^{\prime} q, 61^{\circ}(1)$.
For $\quad \angle \mathrm{U} q q^{\prime}=\angle\left(\mathrm{U} q \mathrm{U}^{\prime}\right)=\angle \frac{\mathrm{OA}^{\prime}}{\mathrm{OC}^{\prime}}=\angle \mathrm{COA}^{\prime}$;

$$
\angle \mathrm{U} q^{\prime} q=\angle\left(\mathrm{U} q^{\prime} \mathrm{U} q\right)=\angle \frac{\mathrm{OC}}{\mathrm{OA}}=\angle \mathrm{AOC} .
$$

But $\angle \mathrm{C}^{\prime} \mathrm{OA}^{\prime}=\angle \mathrm{AOC}$, because $\mathrm{O}^{\prime} \mathrm{A}^{\prime}$ and $\overparen{\mathrm{AC}}$ are equally long. Therefore, $\angle U q q^{\prime}=\angle U q^{\prime} q$; or,

$$
\angle q q^{\prime}=\angle q^{\prime} q .
$$

$72^{\circ}$. The addition of coplanar vector-arcs, however, is commutative ; for, evidently, fig. 25,

$$
\begin{equation*}
\overparen{\mathrm{BC}}+\overparen{\mathrm{C}^{\prime} \mathrm{B}}=\overparen{\mathrm{C}^{\prime} \mathrm{C}}=\overparen{\mathrm{C}^{\prime} \mathrm{B}}+\widehat{\mathrm{BC}} . \tag{1}
\end{equation*}
$$

These equations show that the multiplication of coplanar quaternions is commutative, since they are equivalent to

$$
\begin{equation*}
\frac{\mathrm{OC}}{\mathrm{OB}} \cdot \frac{\mathrm{OB}}{O \mathrm{C}^{\prime}}=\frac{\mathrm{OB}}{O \mathrm{OC}^{\prime}} \cdot \frac{\mathrm{OC}}{\mathrm{OB}} ; \tag{}
\end{equation*}
$$

or,

$$
\mathrm{U}^{\prime} \cdot \mathrm{U} q=\mathrm{U}_{q} \cdot \mathrm{U}_{q^{\prime}} .
$$

Hence,

$$
q q^{\prime}=q^{\prime} q,
$$

a confirmation of $64^{\circ}$.
$73^{\circ}$. For the same reason that $\overparen{A B}$ represents the versor $O B, \overparen{O A}, \overparen{B A}$ represents the versor $\frac{\mathrm{OA}}{\mathrm{OB}}$. But, if

$$
\frac{\mathrm{OB}}{\mathrm{OA}}=\mathrm{U} q, \frac{\mathrm{OA}}{\mathrm{OB}}=\frac{1}{\mathrm{U} q}=\dot{\mathrm{U}} \frac{1}{q}=\mathrm{UK} q, 48^{\circ}(3) .
$$

Hence, if a vector-arc represents the versor of any quaternion, the revector-arc (or the arc reversed) represents the versor of the reciprocal, or of the conjugate, of the quaternion. Consequently, fig. 25,

$$
\overparen{\mathrm{CA}} \text { represents } \mathrm{U} \frac{1}{q^{\prime} q}=\mathrm{UK} q^{\prime} q
$$

$$
\overparen{B A} \quad, \quad \mathrm{U} \frac{1}{q}=\mathrm{UK}_{q} ;
$$

$$
\overparen{\mathrm{CB}} \quad " \quad \mathrm{U} \frac{1}{q^{\prime}}=\mathrm{UK} q^{\prime}
$$

But

$$
\overparen{C A}=\overparen{B A}+\overparen{C B}
$$

therefore,

$$
\begin{aligned}
\frac{1}{q^{\prime} q} & =\frac{1}{q} \cdot \frac{1}{q^{\prime \prime}} \\
\mathrm{K} q^{\prime} q & =\mathrm{K} q \mathrm{~K} q^{\prime}
\end{aligned}
$$

a confirmation of $62^{\circ}$.
$74^{\circ}$. If $\overparen{\mathrm{C}^{\prime} \mathrm{C}}$ and ${\overparen{\mathrm{AA}^{\prime}}}^{\prime}$, fig. 25, are both great semicircles, $\overparen{A B}(=\mathrm{U} q)$ and $\overparen{B C}\left(=\mathrm{U} q^{\prime}\right)$ will be quadrants, i.e. $q$ and $q^{\prime}$ will be right quaternions; and $\overparen{\mathrm{C}^{\prime} A^{\prime}}$ and $\overparen{A C}$ will belong to the same great circle, but will have contrary directions. Therefore, since $\overparen{\mathrm{C}^{\prime} \mathrm{A}^{\prime}}$ and $\overparen{A C}$ are equally long, $\overparen{\mathrm{C}^{\prime} \mathrm{A}^{\prime}}$ is the revector of $\overparen{A C}$; and since $\overparen{A C}=U q^{\prime} q$,

$$
\begin{align*}
\mathrm{U} q q^{\prime}=\overparen{\mathrm{C}^{\prime} \mathrm{A}^{\prime}} & =\mathrm{U} \frac{1}{q^{\prime} q}=\mathrm{UK} q^{\prime} q ; \\
q q^{\prime} & =\mathrm{K} q^{\prime} q ; \quad \ldots .  \tag{1}\\
" & =\frac{1}{q^{\prime} q} .
\end{align*}
$$

Equation (1) is simply equation (3) of $66^{\circ}$, in different symbols,

$$
v_{2} v_{1}=\mathrm{K} v_{1} v_{2}
$$

If the semicircles $\overparen{C C}$ and $\overparen{A A A^{\prime}}$ cut each other at right angles, $\overparen{\mathrm{C}^{\prime} \mathrm{A}^{\prime}}$ and $\overparen{\mathrm{AC}}$ will be quadrants of the same great circle with contrary directions, i.e. $q q^{\prime}$ and $q^{\prime} q$ will be right quaternions, and, consequently,
or,

$$
\mathrm{U} q q^{\prime}=\mathrm{UK}_{q^{\prime}} q=\mathrm{KU} q^{\prime} q=-\mathrm{VU} q^{\prime} q, 66^{\circ} ;
$$

which is a confirmation of (3) of $67^{\circ}, v_{2} v_{1}=-v_{1} v_{2}$.
$75^{\circ}$. It remains to show how either of the two unequal quaternions, $q^{\prime} q$ and $q q^{\prime}$, may be geometrically transformed into the other.

Let ABC be any spherical triangle, $O$ being the centre of the unit-sphere; and let the versors of any two quaternions, reduced to the form $\frac{\beta}{\alpha}$ and $\frac{\gamma}{\beta}$, be $\mathrm{U} q=\frac{\mathrm{OB}}{\mathrm{OA}}, \mathrm{U} q^{\prime}=\frac{\mathrm{OC}}{\mathrm{OB}}$. Let P be the Positive Pole of $\overparen{\mathrm{AB}}$, i.e. that one of its two poles round which rotation from A to B , or OA to OB , would appear to be right-handed to an observer standing upon the surface of the sphere at P . Let Q be the positive pole of $\overparen{B C}$, and $S$ the positive pole of $\overparen{C A} ; S$ being, consequently, the negative pole of $\overparen{A C}$. Then, joining the points $P, Q$, and $S$ by ares of great circles, we have

$$
\begin{equation*}
\overline{\mathrm{OP}}=\frac{\mathrm{OB}}{\mathrm{OA}}=\mathrm{U} q ; \overline{\mathrm{OQ}}=\frac{\mathrm{OC}}{\mathrm{OB}}=\mathrm{U} q^{\prime} ; \overline{\mathrm{OS}}=\frac{\mathrm{OA}}{\mathrm{OC}}=\mathrm{UK} q^{\prime} q, 73^{\circ} ; \ldots \tag{1}
\end{equation*}
$$ and, from the known properties of the polar triangle, $\angle q=\mathrm{AOB}=\mathrm{APB}=\pi-\mathrm{QPS} ;$ or, $\angle \mathrm{QPS}=\pi-\angle q, \ldots(2)$

$\angle q^{\prime}=\mathrm{BOC}=\mathrm{BQC}=\pi-\mathrm{SQP} ;$ or, $\angle \mathrm{SQP}=\pi-\angle q^{\prime} \ldots(3)$

Further, since the angle of a quaternion is equal to the angle of its conjugate, or, $\angle \frac{\mathrm{OA}}{\mathrm{OC}}=\angle \mathrm{OC}=\angle \mathrm{OA}^{\prime} q$, $\angle q^{\prime} q=\mathrm{COA}=\mathrm{CSA}=\pi-\mathrm{PSQ}$; or, $\angle \mathrm{PSQ}=\pi-\angle q^{\prime} q \ldots$ ( $\left.{ }^{( }\right)$

Let us now pass from the triangle PQS to a third triangle, PQR , where R is the point upon the sphere diametrically opposite to S , and is consequently the positive pole of $\overparen{\mathrm{AC}}$. Then, since the versors of conjugate quaternions are opposite unit-vectors, and since $\mathrm{OS}=\mathrm{UK} q^{\prime} q$, (1),

$$
\begin{equation*}
\overline{\mathrm{OR}}=\mathrm{U} q^{\prime} q \tag{5}
\end{equation*}
$$

Calling the angles of the triangle $\mathrm{PQR}, \mathrm{P}, \mathrm{Q}, \mathrm{R}$, we have $\angle \mathrm{P}=\pi-\mathrm{QPS}=\angle q,(2) ; \angle \mathrm{Q}=\pi-\mathrm{SQP}=\angle q^{\prime},(3) ;$
$\angle \mathrm{R} \stackrel{\mathrm{PSQ}}{=}=\pi-\angle q^{\prime} q,(4)$.

In fig. 26 the arcs $\mathrm{C}^{\prime} \mathrm{C}$ and $\mathrm{AA}^{\prime}$ bisect each other in B , as in tig. 25 , and the triangle PQR is derived from the original tri angle ABC in the manner just described. Let $R^{\prime}$ be the positive pole of $\mathrm{C}^{\prime} \mathrm{A}^{\prime}$; join $\mathrm{R}^{\prime}$ with $P$ and $Q$ by arcs of great $C$ circles; and draw OR'. Then,

$$
\begin{equation*}
\overline{\mathrm{OR}^{\prime}}=\frac{\mathrm{OA}^{\prime}}{\mathrm{OC}^{\prime}}=\mathrm{U} q q^{\prime}, 69^{\circ}(2) \ldots( \tag{7}
\end{equation*}
$$

Since the angle between the


Fig. 26. perpendiculars to two planes is the supplement of the angle between the planes,

$$
\begin{aligned}
& \angle \mathrm{QOR}=\pi-\angle \mathrm{C}=\pi-\angle \mathrm{C}^{\prime}=\angle \mathrm{QOR}^{\prime} \\
& \angle \mathrm{POR}=\pi-\angle \mathrm{A}=\pi-\angle \mathrm{A}^{\prime}=\angle \mathrm{POR}^{\prime} .
\end{aligned}
$$

Therefore, $\mathrm{QR}=\mathrm{QR}^{\prime}$, and $\mathrm{PR}=\mathrm{PR}^{\prime}$ (in length) ; and from the equality of the triangles $\mathrm{PQR}, \mathrm{PQR}$, it follows that

$$
\begin{align*}
\angle \mathrm{QPR} & =\angle \mathrm{QPR}^{\prime} \\
\prime & =\angle \mathrm{P}=\angle q \\
\angle \mathrm{RPR}^{\prime} & =2 \angle q \tag{8}
\end{align*}
$$

But, (6),

Since $\mathrm{PR}=\mathrm{PR}^{\prime}$, a small circle, described with P as its positive pole, which passes through $R$, will also pass through $\mathrm{R}^{\prime}$. Therefore, $\overline{\mathrm{OR}}\left(=\mathrm{U} q^{\prime} q\right)$ may be transformed into $\overline{\mathrm{OR}^{\prime}}\left(=\mathrm{U} q q^{\prime}\right)$ by the Conical Rotation of OR round OP through the angle $\mathrm{RPR}^{\prime}=2 \angle q$.

In symbols,

$$
\mathrm{U} q q^{\prime}=\frac{\mathrm{OB}}{\mathrm{OA}} \frac{\mathrm{OC}}{\mathrm{OB}}=\frac{\mathrm{OB}}{\mathrm{OA}} \mathrm{OC} \frac{\mathrm{OA}}{\mathrm{OA}} \mathrm{OB}=\mathrm{U} q\left(\mathrm{U} q^{\prime} q\right) \mathrm{U} q^{-1} ;
$$

or,

$$
\begin{equation*}
q\left(q^{\prime} q\right) q^{-1}=q q^{\prime} \tag{9}
\end{equation*}
$$

It is evident that the symbol $q(\quad) q^{-1}$ is an operator which produces a positive conical rotation of the versor, or axis, of the operand quaternion (which is written within the parentheses) round the versor, or axis, of the operating quaternion, $q$, through an angle $=2 \angle q$, without altering the angle or tensor of the operand $q^{\prime} q$ (since $\mathrm{T} q q^{\prime}=\mathrm{T} q^{\prime} q$, and
$\left.\angle q q^{\prime}=\angle q^{\prime} q\right)$. This rotation is positive, because it is righthanded as seen from P , the term of Uq. Were it negative, the operator would be written $q^{-1}(\quad) q$. Thus,

$$
\mathrm{U} q^{\prime} q=\frac{\mathrm{OC}}{\mathrm{OB}} \frac{\mathrm{OB}}{\mathrm{OA}}=\frac{\mathrm{OA}}{\mathrm{OB}} \frac{\mathrm{OB}}{\mathrm{OA}} \frac{\mathrm{OC}}{\mathrm{OB}} \frac{\mathrm{OB}}{\mathrm{OA}}=\mathrm{U} q^{-1}\left(\mathrm{U} q q^{\prime}\right) \mathrm{U} q ;
$$

or,

$$
\begin{equation*}
q^{-1}\left(q q^{\prime}\right) q=q^{\prime} q \tag{10}
\end{equation*}
$$

Regarding vectors as right quaternions, it follows from the preceding argument that, if

$$
\begin{equation*}
q \beta q^{-1}=\beta^{\prime} ; \tag{11}
\end{equation*}
$$

then $\beta^{\prime}$ is the vector generated by the positive conical rotation of $\beta$ round the axis of $q$ through $2 \angle q$. Evidently $\mathrm{T} \beta^{\prime}=\mathrm{T} \beta$.

Finally, if

$$
\begin{equation*}
\alpha \beta a^{-1}=\beta^{\prime} ; \tag{12}
\end{equation*}
$$

then $\beta^{\prime}$ or $\overline{\mathrm{OB}^{\prime}}$, fig. 21 , is the vector generated by the positive conical rotation of $\beta$ round $U a$ through twice the angle of $\alpha$ considered as a right quaternion, that is, through $\pi$.

## CHAPTER IX

## FORMULE

$76^{\circ}$. Let $a_{i}, \alpha_{2} \ldots a_{n}$ be any coinitial vectors. $\mathrm{V} \gamma \beta \alpha=\mathrm{V}(\mathrm{S} \gamma \beta+\mathrm{V} \gamma \beta) \alpha=\mathrm{V} . \alpha \mathrm{S} \beta \gamma-\mathrm{V} . a \mathrm{~V} \gamma \beta=\mathrm{V} . \alpha \mathrm{S} \beta \gamma+\mathrm{V} . a \mathrm{~V} \beta \gamma$ $=\mathrm{V} . \alpha(\mathrm{S} \beta \gamma+\mathrm{V} \beta \gamma)=\mathrm{V} \alpha \beta \gamma$.
By extending this process we obtain

$$
\begin{equation*}
\mathrm{V}\left(a_{1} a_{2} \ldots \alpha_{n}\right)=\mp \mathrm{V}\left(\alpha_{n} \alpha_{n-1} \ldots a_{1}\right), \ldots \tag{1}
\end{equation*}
$$

according as $n$ is even or odd. For example,

$$
\begin{gathered}
\mathrm{V} a \beta=-\mathrm{V} \beta a . \\
\mathrm{S} a \beta \gamma=\mathrm{S} \cdot a(\mathrm{~S} \beta \gamma+\mathrm{V} \beta \gamma)=\mathrm{S} \cdot \alpha \mathrm{~V} \beta \gamma=\mathrm{S} \cdot \mathrm{~V} \beta \gamma(a) \\
=\mathrm{S}(\mathrm{~S} \beta \gamma+\mathrm{V} \beta \gamma) a=\mathrm{S} \beta \gamma a .
\end{gathered}
$$

By extending this process we obtain

$$
\begin{equation*}
\mathrm{S}\left(\alpha_{1} a_{2} \ldots a_{n}\right)=\mathrm{S}\left(\alpha_{2} \alpha_{3} \ldots a_{n} a_{1}\right)=\mathrm{S}\left(\alpha_{3} a_{4} \ldots \alpha_{n} a_{1} a_{2}\right)=\delta c . . \tag{2}
\end{equation*}
$$

$\mathrm{S} \alpha \beta \gamma=\mathrm{S} \gamma \alpha \beta=\mathrm{S}_{\gamma}(\mathrm{S} \alpha \beta+\mathrm{V} \alpha \beta)=\mathrm{S} \cdot \gamma \mathrm{S} \alpha \beta+\mathrm{S} \gamma \mathrm{V} \alpha \beta ;$
therefore,

$$
\mathrm{S} a \beta \gamma=\mathrm{S} \gamma \mathrm{~V} a \beta
$$

And

$$
\begin{aligned}
\mathrm{S}_{\gamma \beta} \beta a=\mathrm{S}_{\gamma} \mathrm{V} \beta a & =-\mathrm{S} \gamma \mathrm{~V} a \beta \\
\mathrm{~S}_{\gamma} \beta a & =-\mathrm{S} a \beta \gamma .
\end{aligned}
$$

therefore,
By extending this process we obtain

$$
\begin{equation*}
\mathrm{S}\left(a_{1} a_{2} \ldots \alpha_{n}\right)= \pm \mathrm{S}\left(\alpha_{n} \alpha_{n-1} \ldots a_{1}\right) \tag{3}
\end{equation*}
$$

according as $n$ is even or odd. For example,

$$
\mathrm{S} \beta a=\mathrm{S} \alpha \beta
$$

It is unnecessary to write $\mathrm{S} \cdot \gamma \mathrm{V} a \beta$ above, instead of $\mathrm{S}_{\gamma} \mathrm{V} \alpha \beta$; for, if the expression has a value different from zero, it cannot mean $\mathrm{S}_{\gamma} . \mathrm{V}_{\alpha} \beta$, because $\mathrm{S}_{\gamma}=0$.

The product of any number of vectors in space is generally a quaternion; for $\alpha \beta \gamma \delta=\alpha \beta \cdot \gamma \delta=q_{1} q_{2}=q_{3}$. If the number of vectors be odd, one of them may be treated as the representative of a right quaternion.

The product of any even number of coplanar vectors is generally a quaternion whose axis is perpendicular to their plane.

The product of any odd number of coplanar vectors is always a vector in the same plane.

Since cyclical permutation is permitted under the signs S and T , it is obviously permitted under the signs SU and $\angle$;
or, $\quad \operatorname{SU}\left(a_{1} a_{2} \ldots a_{n}\right)=\operatorname{SU}\left(a_{2} a_{3} \ldots a_{n} a_{1}\right)=\&{ }^{2}$.

$$
\begin{equation*}
\angle\left(a_{1} a_{2} \ldots a_{n}\right)=\angle\left(a_{2} a_{3} \ldots a_{n} a_{1}\right)=d c . \tag{4}
\end{equation*}
$$

77. . By $22^{\circ}, \quad 2 \mathrm{~V} \beta \gamma=\beta \gamma-\gamma \beta$.

Multiplying both sides by $a$ and taking the vectors,

$$
\begin{align*}
2 \mathrm{~V} \cdot a \mathrm{~V} \beta \gamma & =\mathrm{V} \cdot a(\beta \gamma-\gamma \beta)=\mathrm{V}(a \beta \gamma-a \gamma \beta), \\
& =\mathrm{V}(a \beta \gamma-a \gamma \beta+\beta a \gamma-\beta a \gamma), \\
" & =\mathrm{V} \cdot(a \beta+\beta a) \gamma-\mathrm{V} \cdot(a \gamma+\gamma a) \beta, \\
& =2 \gamma \mathrm{~S} \alpha \beta-2 \beta \mathrm{~S} \gamma a \tag{1}
\end{align*}
$$

or, $\quad \mathrm{V} . a \mathrm{~V} \beta \gamma=\gamma \mathrm{S} \alpha \beta-\beta \mathrm{S} \gamma a$
From a mere inspection of (1) it is evident that $\mathrm{V} . a \mathrm{~V} \beta \gamma$ is perpendicular to $a$ and coplanar with $\beta$ and $\gamma$. If equation (1) be given in the form

$$
\delta=\gamma \operatorname{Sa} \alpha-\beta \mathrm{S} \gamma a,
$$

it is easy to show that $a$ is at right angles to $\delta$. For, multiplying both sides of the equation by $a$, and taking scalars, we get, $\mathrm{S}_{\mathrm{a}}^{\AA}=\mathrm{S} a \gamma \mathrm{~S} \alpha \beta-\mathrm{S} \alpha \beta \mathrm{S} a \gamma=0$.
Therefore, $a$ and $\delta$ are at right angles.
$78^{\circ}$.

$$
\beta \gamma=\mathrm{S} \beta \gamma+\mathrm{V} \beta \gamma .
$$

Multiplying a into this equation, and taking the vectors,

$$
\begin{align*}
\mathrm{V}_{a \beta \gamma} & =a \mathrm{~S} \beta \gamma+\mathrm{V} \cdot a \mathrm{~V} \beta \gamma \\
" & =a \mathrm{~S} \beta \gamma-\beta \mathrm{S} \gamma \alpha+\gamma \mathrm{S} \alpha \beta . \tag{1}
\end{align*}
$$

This equation is of the form,

$$
\delta=l a+m \beta+n \gamma .
$$

$\mathrm{V}_{a} \beta_{\gamma}$, therefore, is the intermediate diagonal of the parallelopiped of which the three coinitial edges are $a \mathrm{~S} \beta \gamma,-\beta \mathrm{S} \gamma \mathrm{\gamma}$; and $\gamma \mathrm{Sa} \beta$, Pt. I., $37^{\circ}$.
$79^{\circ} . \quad \mathrm{V} . \sigma \mathrm{V} \gamma \delta=\delta \mathrm{S} \sigma \gamma-\gamma \mathrm{S} \delta \sigma$.
Let $\sigma=\mathrm{V} \alpha \beta$, and

$$
\mathrm{V} . \mathrm{V} a \beta \mathrm{~V} \gamma \delta=\delta \mathrm{S}(\mathrm{~V} a \beta) \gamma-\gamma \mathrm{S} \delta \mathrm{~V} a \beta .
$$

Introducing the null terms $\mathrm{S} \gamma \mathrm{S} a \beta$ and $\mathrm{S} \delta \mathrm{S} a \beta$,

$$
\begin{align*}
\mathrm{V} \cdot \mathrm{~V} a \beta \mathrm{~V} \gamma \delta & =\delta \mathrm{S}\{(\mathrm{~S} a \beta) \gamma+(\mathrm{V} a \beta) \gamma\}-\gamma \mathrm{S}(\delta \mathrm{~S} a \beta+\delta \mathrm{V} a \beta) \\
" \quad & =\delta \mathrm{S}(\mathrm{~S} a \beta+\mathrm{V} a \beta) \gamma-\gamma \mathrm{S} . \delta(\mathrm{S} a \beta+\mathrm{V} a \beta) \\
& =\delta \mathrm{S} a \beta \gamma-\gamma \mathrm{S} \alpha a \beta \tag{1}
\end{align*}
$$

It is evident from inspection that $\mathrm{V} . \mathrm{V} \alpha \beta \mathrm{V} \gamma \delta$ is coplanar with $\gamma$ and $\delta$. Further,

$$
\mathrm{V} \cdot \mathrm{~V} a \beta \mathrm{~V} \gamma \delta=\mathrm{V} \cdot \mathrm{~V} \delta \gamma \mathrm{~V} a \beta=\beta \mathrm{S} \delta \gamma a-a \mathrm{~S} \beta \delta \gamma .
$$

Therefore, $\mathrm{V}, \mathrm{V}_{\alpha} \beta \mathrm{V} \gamma \delta$ is also coplanar with $\alpha$ and $\beta$. Therefore, $\mathrm{V} . \mathrm{V} \alpha \beta \mathrm{V} \gamma \delta$ must lie along the only line which the plane containing $\alpha$ and $\beta$ and the plane containing $\gamma$ and $\delta$ have in common-their line of intersection.
$80^{\circ}$.

$$
\mathrm{V} \cdot \sigma \mathrm{~V} \beta \gamma=-\gamma \mathrm{S} \sigma \beta-\beta \mathrm{S} \gamma \sigma .
$$

Let $\sigma=\mathrm{V} a \beta$, and

$$
\begin{aligned}
\mathrm{V} \cdot \mathrm{~V} a \beta \mathrm{~V} \beta \gamma & =\gamma \mathrm{S} \cdot(\mathrm{~V} a \beta) \beta-\beta \mathrm{S} \cdot \gamma \mathrm{~V} a \beta \\
" & =\gamma \mathrm{S} \beta \mathrm{~V} \alpha \beta-\beta \mathrm{S} \gamma a \beta .
\end{aligned}
$$

But $\mathrm{S} \beta \mathrm{V} a \beta=0$, because $\beta$ and $\mathrm{V} \alpha \beta$ are at right angles. Therefore,

$$
\begin{equation*}
\mathrm{V}: \mathrm{V} a \beta \mathrm{~V} \beta \gamma=-\beta \mathrm{S} \gamma \mathrm{a} \beta \tag{1}
\end{equation*}
$$

We have, therefore,

$$
\begin{align*}
& a \mathrm{~S} a \beta \gamma=\mathrm{V} . \mathrm{V} \beta a \mathrm{~V} a \gamma ; \beta \mathrm{S} a \beta \gamma=\mathrm{V} . \mathrm{V} \gamma \beta \mathrm{~V} \beta a ; \\
& { }_{\gamma} \mathrm{S} a \beta \gamma=\mathrm{V} \cdot \mathrm{~V}_{a \gamma} \mathrm{~V}_{\gamma} \beta \tag{2}
\end{align*}
$$

$81^{\circ}$.

$$
V \cdot v \alpha \beta \gamma \gamma \rho=\rho \bar{\gamma} \alpha \gamma-\gamma \mathcal{N}
$$

$$
\begin{align*}
& \text { V. VaßV } \gamma \rho=\rho \mathrm{V}^{2} \mathrm{~V}_{\gamma \rho}-\gamma \beta \alpha \beta \text {, } \\
& -\mathrm{V} . \mathrm{V}_{a} \beta \mathrm{~V} \gamma \rho=\mathrm{V} . \mathrm{V}_{\gamma \rho} \mathrm{V} a \beta=\beta \mathrm{S} \gamma \rho a-a \mathrm{~S} \beta \gamma \rho . \tag{1}
\end{align*}
$$

Adding $\quad \rho \mathrm{S} a \beta \gamma=\alpha \mathrm{S} \beta \gamma \rho+\beta \mathrm{S} \gamma a \rho+\gamma \mathrm{Sa} \beta \rho$,
a formula expressing a vector, $\rho$, in terms of three given diplanar vectors, $a, \beta, \gamma$.
$p \mathrm{~S} \alpha \beta \gamma$ is the intermediate diagonal of the parallelopiped of which the three coinitial edges are $\alpha \mathrm{S} \beta \gamma \rho, \beta \mathrm{S}_{\gamma} \alpha \rho$, and $\gamma \mathrm{S} \alpha \beta \rho$.

82 ${ }^{\circ}$. Assume,

$$
\rho \mathrm{S} a \beta \gamma=x \mathrm{~V} \beta \gamma+y \mathrm{~V} \gamma \alpha+z \mathrm{~V} a \beta
$$

it is required to determine the values of $x, y, z$.
Multiplying $a$ into the equation, and taking scalars,

$$
\begin{aligned}
\mathrm{S} a \rho \mathrm{~S} a \beta \gamma & =x \mathrm{SaV} \beta \gamma+y \mathrm{~S} \alpha \mathrm{~V} \alpha a+z \mathrm{~S} a \mathrm{~V} a \beta \\
" & =x \mathrm{~S} a \beta \gamma+y \mathrm{~S} \gamma \alpha^{2}+z \mathrm{Sa}^{2} \beta \\
" & =x \mathrm{~S} a \beta \gamma .
\end{aligned}
$$

Therefore,

$$
x=\mathrm{S} \rho a
$$

Similarly,

$$
\begin{equation*}
y=\mathrm{S} \rho \beta ; z=\mathrm{S} \rho \gamma . \tag{1}
\end{equation*}
$$

Therefore, $\quad \rho \mathrm{S} a \beta \gamma=\mathrm{S} \rho a \mathrm{~V} \beta \gamma+\mathrm{S}_{\rho} \beta \mathrm{V} \gamma \alpha+\mathrm{S}_{\rho} \gamma \mathrm{V} \alpha \beta$. .
$83^{\circ} . \quad \mathrm{S} a \beta \gamma \delta=\mathbf{S} \cdot(\mathrm{S} a \beta \gamma+\mathrm{V} a \beta \gamma) \delta$

$$
\begin{align*}
\prime & =\mathrm{S} \cdot(\mathrm{~V} a \beta \gamma) \\
", & =\mathrm{S} \cdot(a \mathrm{~S} \beta \gamma-\beta \mathrm{S} \gamma \alpha+\gamma \mathrm{S} a \beta) \delta \\
& =\mathrm{Sa} \mathrm{~S} \beta \gamma-\mathrm{S} a \gamma \mathrm{~S} \beta \delta+\mathrm{S} a \beta \mathrm{~S} \gamma \delta . \tag{1}
\end{align*}
$$

84․ $\mathrm{S} \cdot \mathrm{V} \alpha \beta \mathrm{V} \gamma \delta=\mathrm{S} \cdot(\alpha \beta-\mathrm{S} a \beta)(\gamma \delta-\mathrm{S} \gamma \delta)$

$$
\begin{align*}
& =\mathrm{S} a \beta \gamma \delta-\mathrm{S} a \beta \mathrm{~S} \gamma \delta \\
& =\mathrm{S} a \delta \mathrm{~S} \beta \gamma-\mathrm{S} a \gamma \mathrm{~S} \beta \delta \tag{1}
\end{align*}
$$

85 ${ }^{\circ} . \mathrm{S}\left(\mathrm{V} a \beta \mathrm{~V} \beta \gamma \mathrm{~V} \gamma^{\alpha}\right)=\mathrm{S}\left\{\mathrm{V} a \beta . \mathrm{V}\left(\mathrm{V} \beta \gamma \mathrm{V} \gamma^{\alpha}\right)\right\}$

$$
\begin{aligned}
& =-\mathrm{S}(\mathrm{~V} a \beta \cdot \gamma \mathrm{~S} a \beta \gamma), \\
& =-\mathrm{S}(\gamma \mathrm{~V} a \beta \cdot \mathrm{Sa} \mathrm{\beta} \mathrm{\gamma}) \\
& =-\mathrm{S} \gamma a \beta \cdot \mathrm{~S} \alpha \beta \gamma \\
& =-(\mathrm{S} a \beta \gamma)^{2} .
\end{aligned}
$$

$86^{\circ}$. By $54^{\circ}$,

$$
\begin{aligned}
& \mathrm{V} a \beta \gamma=a \mathrm{~S} \beta \gamma-\beta \mathrm{S} \gamma a+\gamma^{\mathrm{S}} \mathrm{~S} \beta=\text { (say) } a^{\prime}-\beta^{\prime}+\gamma^{\prime} . \\
& \mathrm{V} \beta \gamma a=\beta \mathrm{S}_{\gamma \alpha}-\gamma \mathrm{S} \alpha \beta+a \mathrm{~S} \beta \gamma=\quad a^{\prime}+\beta^{\prime}-\gamma^{\prime} . \\
& \mathrm{V} \gamma a \beta=\gamma \mathrm{S} a \beta-a \mathrm{~S} \beta \gamma+\beta \mathrm{S} \gamma \mathrm{a}=-a^{\prime}+\beta^{\prime}+\gamma^{\prime} .
\end{aligned}
$$

Therefore,

$$
\mathrm{S} . \mathrm{V} a \beta \gamma \mathrm{~V} \beta_{\gamma} \mathrm{V} \gamma \alpha \beta=\mathrm{S}\left(\alpha^{\prime}-\beta^{\prime}+\gamma^{\prime}\right)\left(a^{\prime}+\beta^{\prime}-\gamma^{\prime}\right)\left(-\alpha^{\prime}+\beta^{\prime}+\gamma^{\prime}\right)
$$



In expanding the determinant, the cyclical order, $\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}$, must be preserved.
$87^{\circ}$. Let $a$ be any vector, $q(=\beta \gamma)$ any quaternion, and let $\mathrm{V} q=\delta$. Then,
$a q+q \alpha=a(\mathrm{~S} q+\mathrm{V} q)+(\mathrm{S} q+\mathrm{V} q) \alpha=2 \alpha \mathrm{~S} q+a \mathrm{~V} q+\mathrm{V} q \cdot \alpha$

$$
\begin{aligned}
& "=2 a \mathrm{~S} q+a \delta+\delta a=2 a \mathrm{~S} q+2 \mathrm{Sa} \mathrm{\delta} \\
& ", \quad=2(a \mathrm{~S} q+\mathrm{S} . a \mathrm{~V} \beta \gamma)=2(a \mathrm{~S} q+\mathrm{S} a \beta \gamma) \\
& =2(a \mathrm{~S} q+\mathrm{S} \beta \gamma \alpha) \\
& "=2(a \mathrm{~S} q+\mathrm{S} . q a)
\end{aligned}
$$

88. $\quad a q a=a(\mathrm{~S} q+\mathrm{V} q) a=a^{2} \mathrm{~S} q+a V q . a$

$$
\begin{aligned}
& "=a^{2} S q-a^{2} V q+a^{2} V q+a \mathrm{~V} q \cdot a \\
& "=a^{2} \mathrm{~K} q+a(a \mathrm{~V} q+\mathrm{V} q \cdot a) \\
& "=a^{2} \mathrm{~K} q+2 a \mathrm{~S} \cdot q a .
\end{aligned}
$$

$89^{\circ}$. Let OBCA be any parallelogram, and draw the diagonals $\mathrm{OC}, \mathrm{AB}$. Let $\frac{\mathrm{OB}}{\mathrm{OA}}=q ; \angle \mathrm{AOB}$ being thus $\angle q$.
Then,
$(\mathrm{T} \cdot \overline{\mathrm{AB}})^{2}=(\mathrm{T} \cdot \overline{\mathrm{OB}})^{2}+(\mathrm{T} \cdot \overline{\mathrm{OA}})^{2}-2(\mathrm{~T} \cdot \overline{\mathrm{OB}})(\mathrm{T} \cdot \overline{\mathrm{OA}}) \cos \angle \varphi$,
$(\mathrm{T} \cdot \overline{\mathrm{OC}})^{2}=(\mathrm{T} \cdot \overline{\mathrm{OB}})^{2}+(\mathrm{T} \cdot \overline{\mathrm{OA}})^{2}+2(\mathrm{~T} \cdot \overline{\mathrm{OB}})(\mathrm{T} \cdot \overline{\mathrm{OA}}) \cos \angle \varphi$.
Dividing both these equations by (T. $\overline{\mathrm{OA}})^{2}$,

$$
\begin{aligned}
& \left(\mathrm{T}_{\mathrm{OA}}^{\mathrm{AB}}\right)^{2}=\left(\mathrm{T}_{\left.\frac{\mathrm{OB}}{\mathrm{OA}}\right)^{2}+1-2 \mathrm{~T} \frac{\mathrm{OB}}{\mathrm{OA}} \cos \angle q}\right. \\
& \left(\mathrm{T}_{\frac{\mathrm{OC}}{\mathrm{OA}}}\right)^{2}=\left(\mathrm{T}_{\overline{\mathrm{OA}})^{-}}{ }^{2}+1+2 \mathrm{~T}_{\overline{\mathrm{OA}}}^{\mathrm{OB}} \cos \angle q\right.
\end{aligned}
$$

But

$$
\begin{aligned}
& \frac{\mathrm{AB}}{\mathrm{OA}}=\frac{\mathrm{OB}-\mathrm{OA}}{\mathrm{OA}}=\frac{\mathrm{OB}}{\mathrm{OA}}-1=q-1 ; \\
& \mathrm{OC}=\frac{\mathrm{OB}+\mathrm{OA}}{\mathrm{OA}}=\frac{\mathrm{OB}}{\mathrm{OA}}+1=q+1
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \mathrm{T}(q-1)^{2}=1-2 \mathrm{~S} q+\mathrm{T} q^{2} \\
& \mathrm{~T}(q+1)^{2}=1+2 \mathrm{~S} q+\mathrm{T} q^{2}
\end{aligned}
$$

More generally, since $\mathrm{T}\left(q^{\prime \prime}+1\right)=1+2 \mathrm{~S} q^{\prime \prime}+\mathrm{T}^{2} q^{\prime \prime}$; if $q^{\prime \prime}=\frac{q^{\prime}}{q}$, we have

$$
\mathrm{T}^{2}\left(\begin{array}{l}
q^{\prime} \\
q
\end{array}+1\right)=1+2 \mathrm{~S} \frac{q^{\prime}}{q}+\mathrm{T}^{2} \frac{q^{\prime}}{q}
$$

But

$$
\mathrm{S} \frac{q^{\prime}}{q}=\frac{\mathrm{S} \cdot q^{\prime} \mathrm{K} q}{\mathrm{~T}^{2} q}
$$

Therefore,

$$
\begin{aligned}
& \mathrm{T}^{2}\left(\frac{q^{\prime}}{q}+1\right)=1+\frac{2 \mathrm{~S} \cdot q^{\prime} \mathrm{K} q}{\mathrm{~T}^{2} q}+\mathrm{T}^{2} q^{\prime} \\
& q^{\prime} \\
& \mathrm{T}^{2}\left(q^{\prime}+q\right)=\mathrm{T}^{2} q+2 \mathrm{~S} \cdot q^{\prime} \mathrm{K} q+\mathrm{T}^{2} q^{\prime}
\end{aligned}
$$

If $q^{\prime}$ degenerate into a scalar, $x$,

$$
\begin{aligned}
& \mathrm{T}^{2}(q+x)=\mathrm{T}^{2} q+2 x \mathrm{~S} q+x^{2} . \\
& \mathrm{T}^{2}(q-x)=\mathrm{T}^{2} q-2 x \mathrm{~S} q+x^{2} .
\end{aligned}
$$

$90^{\circ}$. Let a be any unit-vector and $t$ any scalar. Then since $\alpha^{-t}$ is the conjugate of $a^{t}$,

$$
\begin{aligned}
& \mathrm{Sa}^{-t}=\mathrm{S} a^{t}: \mathrm{Sa}^{-t-1}=\mathrm{S} a^{t+1}=-\mathrm{Sa}^{t-1} \\
& \mathrm{~V} a^{t}=\alpha \sin \frac{t \pi}{2}=\alpha \cos \frac{(t-1) \pi}{2}=u \mathrm{Sa}^{t-1}
\end{aligned}
$$

$$
\mathrm{Sa} a^{t+1}=-\sin \frac{i \pi}{2}=i . i \sin \frac{t \pi}{2}=i \mathrm{~V} i^{t}=j \mathrm{~V} j^{t}=k V k^{t}
$$

Since S. $j^{\prime k} k=0$,

$$
j^{\prime} k=-\mathrm{K} \cdot j^{\prime \prime} k=-\mathrm{K} k \cdot \mathrm{~K} j^{\prime}=k j^{-1},
$$

and

$$
k=j^{\prime} k j^{\prime} .
$$

$91^{\circ}$. If $q$ and $r$ be any two quaternions,

$$
\left(q r q^{-1}\right)^{t}=q r^{t} q^{-1} .
$$

For,

$$
\begin{aligned}
& \left(q r q^{-1}\right)^{2}=q r q^{-1} \cdot q r q^{-1}=q r^{2} q^{-1} \\
& \left(q r q^{-1}\right)^{3}=q r^{2} q^{-1} \cdot q r q^{-1}=q r^{3} q^{-1} \\
& \left(q \cdot q^{-1}\right)^{t}=q r^{t} q^{-1}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\left(j k j^{-1}\right)^{t} & =j k^{d} j^{-1}, \\
\left(k^{j} j^{4} k j^{-s} k^{-l}\right)^{n} & =k^{\prime} j^{k} k^{r} j^{-s} k^{-t} .
\end{aligned}
$$

$\mathbf{9 2}^{\circ}$. The proofs of the following formule are left to the reader :
(1). $\quad \mathrm{S} \cdot \mathrm{V}_{\alpha} \beta \mathrm{V} \beta \gamma=\mathrm{S} \cdot \alpha \beta \mathrm{V} \beta \gamma$.
(2). $\quad \mathrm{S}(a+\beta)(\beta+\gamma)(\gamma+\alpha)=2 \mathrm{~S} a \beta \gamma$.
(3). $\quad \mathrm{V}\left(\alpha \mathrm{V} \beta \gamma+\beta \mathrm{V}_{\gamma \alpha}+\gamma \mathrm{V} \alpha \beta\right)=0$.
(4). $\quad \mathrm{V}^{2} \beta \gamma+\mathrm{V}_{\gamma \mathrm{a}} \beta=2 \gamma \mathrm{~S} a \beta$.
(5). $S(a \mathrm{~V} \beta \gamma+\beta \vee \gamma a+\gamma \mathrm{V} a \beta)=(3 \mathrm{~S} a \beta \gamma \text {. })^{\downarrow} \therefore$ ok.to 3.
(6). $\quad V^{2} a \beta=\mathrm{S}^{2} a \beta-a^{2} \beta^{2}$.
(7). $\mathrm{S} \cdot \vee \beta \gamma \vee \gamma \alpha=\gamma^{2} \mathrm{~S} \alpha \beta-\mathrm{S} \beta \gamma \mathrm{S} \gamma \alpha$.
(8). $\quad \mathrm{S}\left(\mathrm{V}_{a} \beta \mathrm{~V} \gamma \delta+\mathrm{V}_{a \gamma} \mathrm{~V} \delta \beta+\mathrm{V} a \delta \mathrm{~V} \beta \gamma\right)=0$.

If $a$ be any unit-vector and $t$ any scalar,

$$
\begin{align*}
& \alpha^{-t}=\mathrm{S} a^{t}-\alpha \mathrm{S} a^{t-1} .  \tag{9}\\
& { }_{a} \mathrm{Va}^{t}=\mathrm{Sa}^{a^{4}+1} . \\
& \alpha^{-t}=\mathrm{Sa}^{2}-\alpha \mathrm{Sa}^{t-1} .
\end{align*}
$$

(10).
(11). $i \vee j^{t}=\mathrm{V} k^{t} ; j \mathrm{~V} k^{t}=\mathrm{V} i ; k \mathrm{~V} i^{i}=\mathrm{V} j^{t}$.
(12). $\quad \mathrm{V}_{i^{t}}=-\mathrm{V} k^{t} ; k \mathrm{~V} j^{t}=-\mathrm{V} i^{i} ; i \mathrm{~V} k^{t}=-\mathrm{V} j^{t}$.

## CHAPTER X

## interpretation of quaternion expressions

$93^{\circ}$. The symbol S. $a \times$ means that $a$ is to be multiplied into some given expression, and the scalar then taken. S. $\times a$ means that some given expression is to be multiplied into $a$, and the scalar then taken. And similarly for $V_{.} . a \times$, \&c. What is the geometric meaning of the equation

$$
\mathrm{S} a \beta \gamma=0 \text { ? }
$$

Since
Therefore,
But
Therefore, since $a, \beta, \gamma$ are coinitial, they are coplanar.
Conversely, if $\alpha, \beta, \gamma$ are coplanar, then

$$
\mathrm{S} \alpha \beta \gamma=\mathrm{o}
$$

For

$$
\mathrm{S} a \beta \gamma=\mathrm{S} a \mathrm{~V} \beta \gamma
$$

Now, since $V \beta \gamma$ is at right angles to $\beta$ and $\gamma$, it is also at right angles to $a$, the three vectors being coplanar. Therefore, $\alpha \stackrel{V}{ } \beta \gamma$ is a right quaternion, and

$$
o=\operatorname{Sa} \mathrm{V} \beta \gamma=\mathrm{S} a \beta \gamma
$$

$94^{\circ}$. What is the geometric meaning of the expressior $\mathrm{S}_{a} \beta \gamma$, if $a, \beta, \gamma$ be diplanar, coinitial vectors?

Let $a, \beta, \gamma$, fig. 27 , be the three vectors, and complete the parallelopiped OD. From O draw a unitvector, $\epsilon$, perpendicular to the plane $A O B$, such that rotation round it from $\alpha$ to $\beta$ is positive, and from $C$ let fall a perpendicular, CP, on the plane AOB. Let $\angle \mathrm{AOB}=\theta$; $\angle \mathrm{POC}=\phi$.
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Then,
$\mathrm{S} \alpha \beta \gamma=\mathrm{S} \gamma \alpha \beta=\mathrm{S} \gamma \mathrm{V} \alpha \beta=\mathrm{S} \cdot \gamma(\mathrm{T} \alpha \mathrm{T} \beta \sin \theta \cdot \epsilon)=\mathrm{T} \alpha \mathrm{T} \beta \sin \theta \mathrm{S}_{\boldsymbol{\gamma}} \epsilon$
$"=\mathrm{T} \alpha \mathrm{T} \beta \mathrm{T} \gamma \sin \theta \sin \phi$.
But $\mathrm{T} \alpha \mathrm{T} \beta \sin \theta$ is the area of the parallelogram AOB , and $\mathrm{T} y \sin \phi=\mathrm{CP}$ is the altitude of the parallelopiped OD. Therefore,

$$
\begin{equation*}
\text { Sa } a \gamma=\text { volume of the parallelopiped OD } \tag{2}
\end{equation*}
$$

whose three coinitial edges are $a, \beta, \gamma$.
$95^{\circ}$. As a confirmation of equation (2) of $94^{\circ}$, we may deduce the value of $\operatorname{Sa} \beta \gamma$ in the form of a determinant by making use of the trinomial form of the three vectors.
Let
$\alpha=x_{1} i+y_{1} j+z_{1} k, \beta=x_{2} i+y_{2} j+z_{2} k, \gamma=x_{3} i+y_{2} j+z_{3} k$. Then,

$$
\begin{align*}
\mathrm{S} \alpha \beta \gamma & =\mathrm{S} .\left(x_{1} i+y_{1} j+z_{1} k\right)\left(x_{2} i+y_{2} j+z_{2} k\right)\left(x_{13} i+y_{3} j+z_{3} k\right) \\
" & =-x_{1}\left(y_{2} z_{3}-y_{3} z_{2}\right)-y_{1}\left(z_{2} x_{3}-z_{\mathrm{j}} x_{2}\right)-z_{1}\left(x_{2} y_{3}-x_{3} y_{2}\right) \\
" & =-\left|\begin{array}{l}
x_{1}, y_{1}, z_{1} \\
x_{2}, \\
y_{2}, z_{2} \\
x_{3}, y_{3}, z_{3}
\end{array}\right| . . . . \mid . . . . . . . . .(1) \tag{1}
\end{align*}
$$

It will be observed that the sign of this determinant is negative, while the signs of (1) and (2), $94^{\circ}$, are positive. To explain this difference of signs, let $\mathrm{OB}=a, \mathrm{OA}=\beta$ (fig. 27). Then the axis of $\alpha \beta$ will be a unit-vector, $\eta=-\epsilon$, and $\mathrm{S}_{\alpha} \beta \gamma=\mathrm{S} \gamma \mathrm{V} \alpha \beta=\mathrm{T} a \mathrm{~T} \beta \sin \theta \mathrm{~S} \gamma \eta=\mathrm{T} a \mathrm{~T} \beta \sin \theta \cdot \mathrm{~T} \gamma(-\sin \phi)$ $=-\mathrm{TaT} \beta \mathrm{T} \gamma \sin \theta \sin \phi$.
$=-$ volume of the parallelopiped OD.
It is clear that the change of sign is due to the change in direction of the rotation from $\beta$ to $\gamma$ round $a$. In $94^{\circ}$ this rotation was negative and the volume positive. When we change the names of $a$ and $\beta$, this rotation becomes positive and the volume negative. In other words, the sign of the volume is positive or negative according as the pyramid OABC is positive or negative, Part I., $30^{\circ}(c)$. We can now see why the sign of the above determinant is negative. The result was obtained by resolving each of the vectors, $a, \beta, \gamma$, into three other vectors in the directions of $i, j, k$. The sign of the volume, therefore, depended upon the sign of the pyramid OIJK ( 6 g .11 ), and the sign of this pyramid is, and must always be, negative by definition.

We may, therefore, write generally,

$$
\left.\begin{array}{rl}
\text { Saß } a & = \pm \text { volume of parallelopiped OD }  \tag{2}\\
" & = \pm 6 \times \text { volume of pyramid OABC }
\end{array}\right\}
$$

In the case of $S \gamma \beta a$ everything is, of course, reversed, because

$$
\mathrm{S} \gamma \beta a=-\mathrm{S} a \beta \gamma
$$

But the rule of the pyramid holds good. S $\gamma \beta a$ is positive or negative according as the pyramid OCBA is positive or negative.
$96^{\circ}$. What is the geometric meaning of the symbol $\mathrm{V} a \beta \gamma$, when $a, \beta, \gamma$ are the successive sides of a triangle?

Let $a, \beta, \gamma$ represent the sides of a vector-triangle $A B C$, fig. 28. Circumscribe a circle to the triangle, and let the tangents at the points A, B, C meet in $\mathrm{T}_{1}$, $\mathrm{T}_{2}, \mathrm{~T}_{3}$. Let the angles of the triangle be A, B, C, and let $\mathrm{U}_{\gamma \tau_{2}}=\eta$.


Then, since
Fig. 28.

$$
\begin{aligned}
\angle \mathrm{T}_{3} \mathrm{BA} & =\angle \mathrm{C}, \\
\mathrm{U} \beta a & =-\mathrm{U} \gamma \tau_{2} ; \\
\mathrm{U}_{\gamma} \mathrm{U} \beta a=\mathrm{U} \beta \beta a & =-\mathrm{U} \mathrm{U}_{\gamma} \mathrm{U}_{2}=-\mathrm{U} \boldsymbol{\gamma}^{2} \mathrm{U} \tau_{2}=\mathrm{U} \tau_{2} \\
\gamma \beta a & =c b a \tau_{2} .
\end{aligned}
$$

But

$$
\mathrm{S}_{\gamma} \beta a=0,93^{\circ},
$$

therefore,

$$
\gamma \beta a=\mathrm{V}_{\gamma} \beta a=\mathrm{V}_{a} \beta \gamma .
$$

$$
\begin{equation*}
\mathrm{V} a \beta \gamma=a b c \mathrm{U} \tau_{2} \tag{1}
\end{equation*}
$$

The product of the three coplanar vectors, $a, \beta, \gamma$, then, represents a vector along the tangent to the circumcircle at B , the origin of $a$, whose tensor is the product of the sides of the triangle, and whose direction represents the initial direction of motion along the circumference from $\mathbf{B}$ through C towards A [the point $\mathrm{T}_{1}$ is not the term of $\tau_{2}$ ]. Were the direction of rotation round the triangle negative, we should have

$$
\begin{aligned}
(\text { since } \gamma \beta a=\mathrm{V} \gamma \beta a & =\mathrm{V} a \beta \gamma=a \beta \gamma) \\
(-\gamma)(-\beta)(-a)=-\gamma \beta a & =-a \beta \gamma=a b c\left(-\mathrm{U} \tau_{2}\right)
\end{aligned}
$$

a vector equal in length to $\alpha \beta \gamma$, but drawn from B in the contrary direction.
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Similarly,

$$
\left.\begin{array}{l}
\mathrm{V} \beta \gamma a=b c a \cdot \mathrm{U}_{\tau_{3}} ;  \tag{2}\\
\mathrm{V} \gamma \mathrm{a} \beta=c a b \cdot \mathrm{U}_{\tau_{1}} \cdot
\end{array}\right\} .
$$

$97^{\circ}$. What is the geometric meaning of

$$
\delta=a \beta a^{-1} ?
$$

Multiplying $a^{-1}$ into the equation,
therefore,

$$
\begin{aligned}
a^{-1} \delta & =\beta \alpha^{-1} \\
\frac{\beta}{\alpha} & =\mathrm{K} \frac{\delta}{a} .
\end{aligned}
$$

Therefore, $49^{\circ}(f), a, \beta, \delta$ are coinitial, coplanar vectors; a bisects the angle between $\beta$ and $\delta$; and $\mathrm{T} \delta=\mathrm{T} \beta$. See $75^{\circ}$ (12).

## $98^{\circ}$.

 $\beta=a \rho$.is the equation of a Point. For, since $\beta=\operatorname{Sa\rho }+\mathrm{Va} \mathrm{\rho}$, if we equate the scalar and vector parts, we have,

$$
\circ=\operatorname{Sa\rho } ; \beta=\mathrm{V} a \rho
$$

From the first equation, $\rho \perp a$; from the second, $\beta \perp a, \beta \perp \rho$. Multiplying $a^{-1}$ into the given equation,

$$
\rho=a^{-1} \beta ;
$$

or, since $\beta \perp a$ and $a^{-1} \beta$ is a right quaternion,

$$
\rho=\overline{\mathrm{V}} a^{-1} \beta=-\mathrm{VK} a^{-1} \beta=-\mathrm{V} \beta a^{-1}=-\mathrm{V} \frac{\beta}{\alpha}
$$

Therefore, $\rho$ is a constant vector, and the locus of $P$ is a point, the term of $-\mathrm{V} \frac{\beta}{\alpha}$.

The system

$$
\begin{equation*}
\mathrm{V} \frac{\rho}{a}=\mathrm{V} \frac{\beta}{a} ; \mathrm{S}_{a}^{\rho}=\mathrm{S}_{a}^{\beta}, \tag{2}
\end{equation*}
$$

also expresses that the locus of $\mathbf{P}$ is a point. For

$$
\mathrm{V} \frac{\rho-\beta}{a}=0 ; \mathrm{S} \frac{\rho-\beta}{a}=0 ;
$$

therefore,

$$
\mathrm{S} \frac{\rho-\beta}{a}+\mathrm{V} \frac{\rho-\beta}{a}=\frac{\rho-\beta}{a}=0 ;
$$

$$
\begin{aligned}
& \rho=\beta \\
& \mathrm{P}=\mathrm{B} .
\end{aligned}
$$

$99^{\circ}$.

$$
\begin{equation*}
\mathrm{V}_{a}^{\rho}=0, \text { or } \mathrm{V} a \rho=0, \tag{1}
\end{equation*}
$$

is the equation of the indefinite straight line $O A$.

$$
\begin{equation*}
\mathrm{K} \frac{\rho}{\alpha}=\frac{\rho}{\alpha} . \tag{2}
\end{equation*}
$$

is another form of the equation of OA. For, if $q=\frac{\rho}{a}$,

$$
\circ=q-\mathbf{K} q=2 \mathrm{~V} q, 48^{\circ}(8)
$$

Therefore, $\angle q=\angle \frac{\rho}{\alpha}=0$ or $\pi$.

$$
\begin{equation*}
\mathrm{U} \frac{\rho}{a}= \pm \mathrm{U} \frac{\beta}{a} \tag{3}
\end{equation*}
$$

is the equation of the indefinite straight line $O B$ in the case of the positive, or $\mathrm{OB}^{\prime}$ in the case of the negative sign $\left(\overline{\mathrm{OB}}^{\prime}=-\overline{\mathrm{OB}}\right)$.
If $\gamma=\overline{\mathrm{OC}}$ be a third vector such that $\angle \mathrm{BOC}=\angle \mathrm{AOB}$,

$$
\begin{equation*}
\mathrm{U}^{2} \frac{\rho}{a}=\mathrm{U} \frac{\gamma}{a} \tag{4}
\end{equation*}
$$

is the equation of the indefinite straight line BB. For, since

$$
\mathrm{U}_{\alpha}^{\rho}=\sqrt{\mathrm{U}_{a}^{\gamma}}
$$

the angle AOC is bisected by $\rho$ or $-\rho, 51^{\circ}$ (9).

$$
\begin{equation*}
\mathrm{V} \frac{\rho}{\alpha}=\mathrm{V} \frac{\beta}{\alpha}, \text { or } \mathrm{V} \frac{\rho-\beta}{a}=0 \tag{5}
\end{equation*}
$$

is the equation of an indefinite straight line drawn through B parallel to $a$.

What locus is represented by

$$
\begin{equation*}
\rightarrow \mathrm{V} a \rho=\beta ? \tag{6}
\end{equation*}
$$

From inspection, $\quad \beta \perp a, \beta \perp \rho$.
V. $a^{-1} \times$.
$\mathrm{V} \alpha^{-1} \beta=\mathrm{V} . \alpha^{-1} \mathrm{~V} a \rho=\rho \mathrm{S} \alpha \alpha^{-1}-\alpha \mathrm{S} \rho \alpha^{-1}=\rho-x a$,
where $x$ is an indeterminate scalar. But since $\beta \perp \alpha$,

$$
\mathrm{V} \alpha^{-1} \beta=a^{-1} \beta=\gamma=\overline{\mathrm{OC}}
$$

some vector perpendicular to $\alpha$ and $\beta$. Therefore,

$$
\rho=\gamma+x a
$$

and the locus of $P$ is the indefinite straight line through $C$, parallel to $a$.
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The system of equations,

$$
S_{\epsilon} \epsilon=0 ; \quad S \epsilon \beta=0 ; S \beta \rho=-c \text { (constant) }
$$

where $\epsilon$ is a given unit-vector, expresses that the locus of $P$ is a straight line.

The first equation restricts $\rho$ to a fixed plane through the origin $\perp \epsilon$, which, by the second equation, contains $\beta$. From the third equation, if $\mathrm{T} \rho=x$, and $\mathrm{T} \beta=b, \theta$ being the variable angle between the two vectors, we have

$$
\begin{aligned}
-x b \cos \theta & =-c \\
x \cos \theta & =\begin{array}{l}
c \\
b
\end{array}
\end{aligned}
$$

If, then, we take on $\beta$ (or $\beta$ produced) a point $C$ such that

$$
\mathrm{OC}=\frac{c}{b}
$$

the sought locus will be the straight line through $\mathrm{C} \perp \beta$.

$$
\begin{align*}
& \text { If } c=0, \quad \mathrm{~S} \beta \epsilon=0 ; \mathrm{S} \beta \rho=0 ; \mathrm{S} \epsilon \rho=0, ~
\end{align*}
$$

expresses that the locus of P is the indefinite straight line through $O, \perp \beta$.
$100^{\circ}$.

$$
\begin{equation*}
\mathrm{UV} \frac{\rho}{\alpha}=\mathrm{UV} \frac{\beta}{\alpha} \tag{1}
\end{equation*}
$$

is the equation of that part of the plane $A O B$ which lies on the same side of the indefinite straight line OA as the point $B$.

$$
\text { If } \overline{\mathrm{OA}^{\prime}}=-\overline{\mathrm{OA}},
$$

being equivalent to $\mathrm{AP}=\mathrm{A}^{\prime} \mathrm{P}$, is the equation of a plane through $O$ perpendicular to $a$.

$$
\begin{equation*}
S_{\alpha}^{\rho}=0, \text { or } \operatorname{Sa\rho }=0 \tag{3}
\end{equation*}
$$

expresses the same locus; as also does

$$
\begin{equation*}
\mathrm{K}_{\alpha}^{\rho}=-\frac{\rho}{a} \tag{4}
\end{equation*}
$$

To deduce (3) from (2),

$$
\begin{aligned}
\mathrm{T}(\rho+\alpha) & =\mathrm{T}(\rho-\alpha), \\
\mathrm{T} \frac{\rho+\alpha}{\alpha} & =\mathrm{T} \frac{\rho-\alpha}{\alpha}, \\
\mathrm{T}(q+1) & =\mathrm{T}(q-1), \\
1+2 \mathrm{~S} q+\mathrm{T}^{*} q & =1-2 \mathrm{~S} q+\mathrm{T}^{2} q, 89^{\circ}, \\
\mathrm{S} q & =\mathrm{S}_{\alpha}^{\rho}=0 .
\end{aligned}
$$

To deduce (4) from (3),

$$
\begin{array}{r}
\circ=2 \mathrm{~S} \frac{\rho}{\alpha}=\mathrm{S} \frac{\rho}{\alpha}+\mathrm{V} \frac{\rho}{\alpha}-\mathrm{V}_{\alpha}^{\rho}+\mathrm{S}_{\alpha}^{\rho}=\frac{\rho}{\alpha}+\mathrm{K}_{\alpha}^{\rho} . \\
\mathrm{S}_{\alpha}^{\rho}=1 . \cdot . . . . \tag{5}
\end{array}
$$

is the equation of a plane through A perpendicular to $a$.
For it is equivalent to $S \frac{\rho-a}{a}=0$, which shows that $(\rho-a) \perp \alpha$.

$$
\begin{equation*}
S_{\alpha \rho}=-a^{2} \tag{6}
\end{equation*}
$$

which is equivalent to $\mathrm{Sa}(\rho-a)=0$, gives the same locus.

$$
\begin{equation*}
\operatorname{Sa\rho }=1 \tag{7}
\end{equation*}
$$

is the equation of a plane through $\mathrm{A}^{\prime}$, the term of $a^{-1}$, perpendicular to $a^{-1}$ or $a$. For it is equivalent to

$$
0=\operatorname{Sa\rho }-1=\mathrm{S} \frac{\rho}{a^{-1}}-\mathrm{S} \frac{a^{-1}}{\alpha^{-1}}=\mathrm{S} \frac{\rho-a^{-1}}{a^{-1}}
$$

This plane is consequently parallel to the plane of (5) and (6).

$$
\begin{equation*}
\mathrm{S}_{\alpha}^{\rho}=c(\text { constant }) . \tag{8}
\end{equation*}
$$

is a plane parallel to the plane of (5).
For,

$$
\begin{gathered}
1=\frac{1}{c} \mathrm{~S} \frac{\rho}{\alpha}=\mathrm{S} \underset{c a}{\rho} \\
\mathrm{~S}^{\rho-c a} \\
c a
\end{gathered}
$$

Consequently $(\rho-c a) \perp c a$, or $a$.

$$
\begin{equation*}
\operatorname{Sa\rho }=c \tag{9}
\end{equation*}
$$

gives the same locus.

$$
\begin{equation*}
\mathrm{S} \frac{\rho-\beta}{\alpha}=0, \text { or, } \mathrm{S} \frac{\rho}{\alpha}=\mathrm{S}_{\alpha}^{\beta} \tag{10}
\end{equation*}
$$

shows that $\rho-\beta \perp a$, or $B P \perp O A$. The locus of $P$, therefore, is a plane through $B$ perpendicular to $a$, in some point, $A^{\prime}$. This may seem plainer if we write the second equation,

$$
\mathrm{T}_{\alpha}^{\rho} \mathrm{SU} \frac{\rho}{\alpha}=\mathrm{T}_{\alpha}^{\beta} \mathrm{SU}^{\beta} \frac{\beta}{\alpha} ;
$$

whence

$$
\mathrm{T}_{\rho} \mathrm{SU}_{\alpha}^{\rho}=\mathrm{T} \beta \mathrm{SU}^{\beta} \underset{\alpha}{\beta}
$$

or,

$$
\mathrm{OP} \cos \mathrm{POA}^{\prime}=\mathrm{OA}^{\prime}=\mathrm{OB} \cos \mathrm{BOA}^{\prime}
$$

$$
\begin{equation*}
\mathrm{T}(\rho-\beta)=\mathbf{T}(\rho-\alpha), \tag{11}
\end{equation*}
$$

being equivalent to $\mathrm{BP}=\mathrm{AP}$, expresses that the locus of P is a plane which bisects at right angles the straight line AB .

Squaring (11) we get as the equation of the same plane,

$$
\begin{equation*}
(\rho-\beta)^{2}=(\rho-\alpha)^{2} \tag{12}
\end{equation*}
$$

$101^{\circ}$. If

$$
\begin{equation*}
\left(\frac{\rho}{a}\right)^{2}=-1 \tag{1}
\end{equation*}
$$

$\rho$ was shown ( $51^{\circ}$ ) to be a right quarternion such that $\mathrm{T} \rho=\mathrm{T} \alpha$. The locus of P , therefore, is a Circle with O as centre and $T a$ as radius, the plane of the circle being perpendicular to $a$. Or the locus of P is a great circle of a sphere with $O$ as centre and $T a$ as radius, of which circle $A$ is one of the poles.

$$
\begin{equation*}
\frac{\rho^{2}}{a^{2}}=-v^{2} ; v>0 \tag{2}
\end{equation*}
$$

give a similar locus, the radius of the circle being in this case $v \mathrm{~T} a$.

If $\epsilon$ be any given unit-vector,

$$
\begin{equation*}
\mathrm{T} \rho=\mathrm{T} \alpha ; \mathrm{S} \epsilon \rho=0 \tag{3}
\end{equation*}
$$

is the equation of a circle with $O$ for centre and $T \alpha$ for radius.

$$
\begin{equation*}
\mathrm{S} \rho(\rho-2 \alpha)=0 ; \mathrm{UV} \alpha \rho=\epsilon \tag{4}
\end{equation*}
$$

is the equation of a circle passing through $O$, with $A$ for centre.

The system of equations,

$$
\begin{equation*}
\rho=a^{t} \beta ; \mathrm{T} \alpha=1 ; \mathrm{S} \alpha \beta=0 \tag{5}
\end{equation*}
$$

represents a circle with $O$ for centre and $O B$ for radius, in a plane perpendicular to $\mathrm{OA}, t$ being a variable scalar.
$102^{\circ}$. What locus is represented by

$$
\mathrm{V} a \rho \mathrm{~V} \rho \beta=\mathrm{V}^{2} a \beta ?
$$

Since $\mathrm{V}^{2} \alpha \beta$ is a scalar, $\mathrm{V}_{\alpha \rho}$ and $\mathrm{V}_{\rho} \beta$ are parallel ; and consequently $\rho, \alpha$ and $\beta$ are coplanar. Therefore,

$$
\rho=x \alpha+y \beta
$$

where $x$ and $y$ are scalars.

$$
\begin{array}{ll}
\mathrm{V} . \alpha \times, & \mathrm{V} a \rho=y \mathrm{~V} \alpha \beta \\
\mathrm{~V} \cdot \times \beta, & \mathrm{V} \rho \beta=x \mathrm{~V} \alpha \beta .
\end{array}
$$
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Therefore,

$$
\begin{aligned}
\mathrm{V}^{2} a \beta & =\mathrm{V} a \rho \mathrm{~V} \rho \beta=x y \mathrm{~V}^{2} a \beta \\
x y & =1 ; \\
\rho & =x \alpha+\frac{1}{x} \beta,
\end{aligned}
$$

the equation of a Hyperbola, $\alpha$ and $\beta$ being unit-vectors along the asymptotes taken as the axes, and $x$ and $y$ the Cartesiain co-ordinates.
$103^{\circ}$.

$$
\begin{aligned}
\rho & =\alpha^{t} \beta ; \\
\mathrm{T} \alpha & =1 ; \mathrm{S} a \beta \geqslant 0 ;
\end{aligned}
$$

represents a plane ellipse. For,

$$
\rho=\left(\cos \frac{t \pi}{2}+\alpha \sin \frac{t \pi}{2}\right) \beta=\beta \cos \frac{t \pi}{2}+a \beta \sin \frac{t \pi}{2} .
$$

Let

$$
\frac{t \pi}{2}=\theta, \text { and } \mathrm{V} a \beta=\overline{\mathrm{OC}}=\gamma .
$$

Then, taking vectors,

$$
\rho=\beta \cos \theta+\gamma \sin \theta
$$

the equation of a plane Ellipse of which $O$ is the centre, $\beta$ the major and $\gamma$ the minor semi-axis, and $\theta$ the eccentric angle.

$$
\text { 104. } \quad \rho^{2}=-1, \text { or, } \mathrm{T} \rho=1
$$

is the equation of the unit Sphere.

$$
\begin{equation*}
\mathrm{T} \rho=\mathrm{T} \alpha \tag{2}
\end{equation*}
$$

is the equation of a sphere with $O$ for centre, which passes through A.

$$
\begin{equation*}
\left(\mathrm{S} \frac{\rho}{a}\right)^{2}-\left(\mathrm{V} \frac{\rho}{a}\right)^{2}=1 \tag{3}
\end{equation*}
$$

gives the same locus; for,

$$
1=\mathrm{S}^{2} q-\mathrm{V}^{2} q=(\mathrm{S} q+\mathrm{V} q)(\mathrm{S} q-\mathrm{V} q)=q \mathrm{~K} q=\mathrm{T}^{2} q=\left(\mathrm{T}_{a}^{\rho}\right)^{2}
$$

whence, $\mathrm{T}_{\rho}=\mathrm{T} \alpha$.

$$
\begin{equation*}
\mathrm{T}(\rho-\alpha)=\mathrm{T} \alpha \tag{4}
\end{equation*}
$$

is the equation of a sphere passing through $O$, with $A$ for centre.

$$
\begin{align*}
(\rho-\alpha)^{2} & =(\beta-\alpha)^{2}  \tag{5}\\
\mathrm{~T}(\rho-\alpha) & =\mathrm{T}(\beta-\alpha) \tag{6}
\end{align*}
$$

or,
being equivalent to $A P=A B$, is the equation of a sphere
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passing through $B$, with $A$ for centre. $O$ may be any point in space.

$$
\begin{equation*}
\mathrm{S} \frac{\beta}{\rho}=1, \text { or, } \mathrm{S} \frac{\beta-\rho}{\rho}=0, \text { or, } \mathrm{S} \beta \rho=\rho^{2} . \tag{i}
\end{equation*}
$$

is the equation of a sphere with $O B$ for a diameter ; for since ( $\beta-\rho$ ) is at right angles to $\rho$, the angle OPB is always a right angle.

$$
\begin{equation*}
\frac{\rho}{\alpha}=\mathrm{K}_{\rho}^{\alpha} \tag{3}
\end{equation*}
$$

gives the same locus as (2). For, multiplying by $\frac{a}{\rho}$,

$$
1=\frac{a}{\rho} \frac{\rho}{\alpha}=\frac{\alpha}{\rho} \mathrm{K} \frac{\alpha}{\rho}=\mathrm{T}^{2} \frac{a}{\rho} ; \text { therefore, } \mathrm{T} \rho=\mathrm{T} a
$$

$105^{\circ}$. The system of equations,

$$
\begin{equation*}
\mathrm{S} \frac{\rho}{\alpha}=1 ; \mathrm{S} \frac{\beta}{\rho}=1 \tag{1}
\end{equation*}
$$

expresses that the locus of $P$ is a circle, namely, the Circle in which the plane through $A$, perpendicular to $a\left(S^{\rho}=1\right)$ intersects the sphere with $O B$ for a diameter $\left({ }_{S} \frac{\beta}{\rho}=1\right)$. For since $P$ must lie at the same time upon the sphere and in the plane, its locus is necessarily the only line which the sphere and the plane have in common-the circle of intersection.

$$
\begin{aligned}
106^{\circ} . & \rho=\alpha^{t} \beta \alpha^{-t}, \\
\text { or, } & \rho=a^{c \theta} \beta a^{-c t}
\end{aligned}
$$

where $t$ and $\theta$ are variable, is also the equation of a Circle. What circle?

Comparing these equations with $(9)$ of $75^{\circ}$, it is clear that $\rho$ is the result of the positive conical rotation of $\beta$ round $a$ through an angle $=2 \theta=t \pi=2 t\left(\frac{\pi}{2}\right)$, i.e. twice $t$ times the angle of a considered as a right quaternion. The locus of $P$, therefore, is a circle upon a sphere with $\mathrm{T} \beta$ for radius.

$$
107^{\circ} . \quad \operatorname{SU} \frac{\rho}{\alpha}=\operatorname{SU} \frac{\beta}{\alpha}
$$

is the equation of one sheet of a Cone of revolution passing through B, with $O$ for vertex and $a$ for axis.

The other sheet is represented by

$$
\operatorname{SU} \frac{\rho}{\alpha}=-\operatorname{SU} \frac{\beta}{\alpha}
$$

both sheets by

$$
\left(\operatorname{SU} \frac{\rho}{\alpha}\right)^{2}=\left(\operatorname{SU} \frac{\beta}{\alpha}\right)^{2} .
$$

$108^{\circ}$. If we multiply together the two equations of $105^{\circ}$ we get

$$
\begin{equation*}
\mathrm{S}_{\rho}^{\beta} \mathrm{S}_{\alpha}^{\rho}=1 \tag{1}
\end{equation*}
$$

the equation of the Cyclic Cone, discovered by Appolonius of Perga. It is an oblique cone, and has a circular base.

Equation (3) is evidently satisfied when the two equations of $105^{\circ}$ are satisfied. Therefore every point of the circle represented by the equations of $105^{\circ}$ must lie upon the locus represented by equation (1). But this equation remains essentially unchanged when $\rho$ becomes $x_{\rho}, x$ being any scalar, positive, negative, or null. For,

$$
\mathrm{S}{ }_{x \rho}^{\beta} \mathrm{S}_{\alpha}^{\alpha \rho} \frac{{ }_{\alpha}}{1} \mathrm{~S} \frac{\beta}{\rho} \cdot x \mathrm{~S}_{\alpha}^{\rho}=\mathrm{S}{\underset{\rho}{\rho}}_{\beta}^{\beta} \mathrm{S}_{\alpha}^{\rho}=1
$$

Equation (1) therefore represents the cone (prolonged both ways) with O for vertex which has the circle of $105^{\circ}$ as its base.

It becomes a cone of revolution when A (the term of $\alpha$ ) coincides with the point in which $\beta$ cuts the plane of the circle.

Any plane parallel to the plane $\mathrm{S} \frac{\rho}{\alpha}=1$ will obviously cut either sheet of the cone cyclically. But there is another and a distiact series of planes which also cut the cone cyclically. For

$$
\rho^{2} \mathrm{~S} \frac{\beta}{\rho}=\mathrm{S} \cdot{ }_{\rho}^{\beta} \rho^{2}=\mathrm{S} \beta \rho=\mathrm{S} \rho \beta=\mathrm{S} \frac{\rho}{\beta^{-1}} ;
$$

therefore,

$$
\mathrm{S} \frac{\beta}{\rho}=\frac{1}{\rho^{2}} \mathrm{~S}_{\beta^{-1}} \frac{\rho}{-1} .
$$

And

$$
\mathrm{S}_{\alpha}^{\rho}=\mathrm{S} \rho a^{-1}=\mathrm{S} \alpha^{-1} \rho=\mathrm{S} \frac{\alpha^{-1} \rho^{2}}{\rho}=\rho^{2} \mathrm{~S} \frac{a^{-1}}{\rho} .
$$

Therefore

$$
\mathrm{I}=\mathrm{S}_{\rho}^{\beta} \mathrm{S}_{\alpha}^{\rho}={ }_{\rho^{2}}^{1} \mathrm{~S}_{\beta^{-1}}^{\rho} \cdot \rho^{2} \mathrm{~S}^{\frac{\alpha^{-1}}{\rho}}=\mathrm{S}^{a^{-1}} \mathrm{~S}_{-\beta^{-1}}^{\rho}
$$
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an equation which expresses that the locus of $\mathbf{P}$ is a cyclic cone with $O$ as vertex, whose base is the circle in which a sphere with $a^{-1}$ for a diameter $\left(\mathbb{S} \frac{a^{-1}}{\rho}=1\right)$ is cut by a plane through $\mathbf{B}^{\prime}$ (the term of $\beta^{-1}$ ), perpendicular to $\beta^{-1}\left(\mathrm{~S}_{\frac{\rho}{\beta^{-1}}}=1\right)$.
$109^{\circ}$.
$\mathrm{TV} \frac{\rho}{\alpha}=\mathrm{TV} \frac{\beta}{\alpha}$, or, $\operatorname{TV} a \rho=\mathrm{TV} \alpha \beta$, or, $\mathrm{V}^{2} \frac{\rho}{\alpha}=\mathrm{V}^{2} \frac{\beta}{\alpha} \cdots$ (1) is the equation of a Cylinder of revolution passing through $\mathbf{F}$, with $\alpha$ along its axis. For, if $\angle \frac{\rho}{\alpha}=\phi$, and $\angle \frac{\beta}{\alpha}=\theta$, the given equations are equivalent to

$$
\mathrm{T} \rho \sin \phi=\mathrm{T} \beta \sin \theta ;
$$

or, if $D$ and $Q$ be the feet of the perpendiculars let fall from $B$ and P respectively upon $a$,

$$
\mathrm{PQ}=\mathrm{BD} .
$$

## CHAPTER XI

## ON THE DIFFERENTIATION OF QUATERNIONS

## Section 1

## General Principles

$110^{\circ}$. When we speak of a variable quaternion, we mean, in general, a quaternion whose tensor, angle and plane are variable. Hence, if $q$ be any variable quaternion, then $\mathrm{T} q$ and $\mathrm{U} q, \mathrm{~S} q$ and $\mathrm{V} q, \angle q$ and $\mathrm{U} V q$ are, in general, variable quantities.

When the plane is variable the quaternion and its differential, which is obviously a quaternion also, are diplanar.

If the plane happen to be constant, while the tensor and angle vary, the quaternion and its differential are coplanar.

The method of the ordinary Differential Calculus, in so far as it involves the commutative law of multiplication, is inapplicable to vectors and quaternions. To show this, let us examine some simple case of ordinary differentiation, say,

$$
f(x)=x^{2} .
$$

Then,

$$
f(x+\Delta x)=(x+\Delta x)^{2},
$$

$$
\begin{aligned}
\frac{f(x+\Delta x)-f(x)}{\Delta x} & =\frac{(x+\Delta x)^{2}-x^{2}}{\Delta x}=\frac{2_{i} \Delta x+(\Delta x)^{2}}{\Delta x} \ldots(\mathrm{~A}) \\
& =2 x+\Delta x ;
\end{aligned}
$$

and at the limit, when $\Delta x=0$,

$$
\frac{d f(x)}{d x}=2 x
$$

This result, it will be observed, depends upon our having, as in (A),

$$
(x+\Delta x)^{2}=x^{2}+2 x \Delta x+(\Delta x)^{2}
$$

But in the case of the equation

$$
f(q)=q^{2},
$$

where $q$ is any quaternion, in general,

$$
(q+\Delta q)^{2} \neq q^{2}+2 q \Delta q+(\Delta q)^{2}
$$

because, in general, $q$ and $d q$ are diplanar quaternions, and the commutative law of multiplication is applicable to coplanar quaternions only. In fact,
$(q+\Delta q)^{2}=(q+\Delta q)(q+\Delta q)=q^{2}+\Delta q \cdot q+q \Delta q+(\Delta q)^{2}$.
In consequence of this peculiarity of quaternions, it becomes necessary to frame a definition of differentials which shall not involve the commutative law, and which shall also remain true for quaternions which degrade to vectors or to scalars.

Definition.-Simultaneous Differentials are the Limits of equimultiples of simultaneous and decreasing Differences. Conversely, if any simultaneous Differences, of any system of Variables, tend to vanish together (according to any law), and if any equimultiples of these decreasing Differences tend all. together to any system of finite limits, then these Limits are Simultanpous Differentials of the related Variables of the System (Hamilton).

In symbols, let

$$
\begin{equation*}
q, r, s \ldots \tag{1}
\end{equation*}
$$

denote any system of connected variables; let

$$
\begin{equation*}
\Delta q, \Delta \hat{k}, \Delta s . \tag{2}
\end{equation*}
$$

denote a system of their connected (or simultaneous) differences, so that

$$
\begin{equation*}
q+\Delta q, r+\Delta r, s+\Delta s \ldots \tag{3}
\end{equation*}
$$

shall be a new system of variables satisfying the same law as the old system (1). Then, in returning gradually from the new system to the old one, the simultaneous differences (2) can generally be made to approach together to zero, since evidently they may all vanish together. But if, while the differences themselves decrease indefinitely together, we multiply them all by some common but increasing number, $n$, the system of their equi multiples,

$$
\begin{equation*}
n \Delta q, n \Delta r, n \Delta s \ldots \tag{4}
\end{equation*}
$$

may tend to become equal to some determined system of finite limits,

$$
\begin{equation*}
a, b, c \ldots \tag{5}
\end{equation*}
$$

When this happens (as it can be generally made to do by a suitable adjustment of the increase of $n$ to the decrease of $\Delta q, \& \mathrm{c}$. ), the limits thus obtained are the Simultaneous Differentials of the related variables, $q, r, s \ldots$. and we have

$$
\begin{equation*}
a=d q, b=d r, c=d s \ldots \tag{6}
\end{equation*}
$$

A quaternion decreases as its tensor decreases, and it decreases indefinitely when its tensor tends to zero (Hamilton).
$111^{\circ}$. As an algebraic illustration of the foregoing principles, let us investigate the differential of $x^{2}$, where $x$ is any scalar.

Let

$$
\begin{equation*}
y=x^{2} \tag{1}
\end{equation*}
$$

Then

$$
\begin{align*}
y+\Delta y & =(x+\Delta x)^{2} \\
\Delta y & =2 x \Delta x+\Delta x^{2} \tag{2}
\end{align*}
$$

and
where $\Delta x^{2}$ represents $(\Delta x)^{2}$. $\Delta\left(x^{2}\right)$ will be represented by $\Delta . x^{2} ;(d x)^{2}$ by $d x^{2} ; d\left(x^{2}\right)$ by $d . x^{2}$. If $n$ be an arbitrary multiplier, say a positive whole number,

$$
\begin{equation*}
n \Delta y=2 x n \Delta x+n^{-1}(n \Delta x)^{2} \tag{3}
\end{equation*}
$$

Conceive, now, that while the simultaneous differences $\Delta x$ and $\Delta y$ tend together to zero (always, however, remaining connected with each other and with $x$ by equation (2)), the number $n$ tends to infinity, in such a manner that $n \Delta x$ tends to some finite limit, $a$. This will be the case if we oblige $\Delta x$ to satisfy always the condition,

$$
\begin{equation*}
\Delta x=n^{-1} a, \text { or } n \Delta x=a \tag{4}
\end{equation*}
$$

We then have

$$
n \Delta y=2 x a+n^{-1} a^{2}=b+n^{-1} a^{2} ; \text { if } b=2 x a ;
$$

where $b$ is finite, because $x$ is supposed to be finite.
But as $n$ increases indefinitely, $n^{-1} a^{2}$ decreases indefinitely, $a$ being given and finite ; and the limit of $n^{-1} a^{2}$ is rigorously zero. We therefore have at the limit,

$$
n \Delta y=b
$$

Since, then, $a$ and $b$ are the limits of equimultiples of simultaneous and decreasing differences, we have

$$
\begin{align*}
& d x=a ; d y=b=2 x a  \tag{6}\\
& d y=d \cdot x^{2}=2 x d x \tag{i}
\end{align*}
$$

It will be observed that the use of the word 'limit' has been extended so as to include the case of constants. A constant is here regarded as its own limit.
$112^{\circ}$. As a geometric illustration of the foregoing principles, let us investigate the differential of an area, say a rectangle.

Let ABCD , fig. 29, be any given rectangle, and let BE

and $D G$ be any arbitrary, but given and finite, increments of its sides $A B$ and AD. Complete the rectangle AF, which will thus exceed the given rectangle by the gnomon CBEFGDC.

Let I be a point upon the diagonal of CF such that the line CI is an arbitrary but given submultiple of the line CF ; and through I draw HM and KL parallel to $A D$ and $A B$. These parallels intercept, on AD and AB produced, equisubmultiples DK and BH of the two given increments ( DG and BE ) of those given sides; for, obviously,

$$
\frac{\mathrm{DK}}{\mathrm{DG}}=\frac{\mathrm{CI}}{\mathrm{CF}}=\frac{\mathrm{BH}}{\mathrm{BE}} .
$$

Let the point I gradually approach C. Then the lines BH and DK, and the gnomon CBHIKDC, or the sum of the rectangles CH, CI, CK, will all indefinitely decrease, and will tend to vanish together ; remaining, however, always a system of three simultaneous differences (or increments) of the two given sides, $\mathrm{AB}, \mathrm{AD}$, and of the given rectangle, AC .

The increments of the sides, being constant, are their own limits; and since (by construction) they are always equimultiples of the simultaneous and decreasing differences, BH and DK, we are justified by the definition, $110^{\circ}$, in taking BE and $D G$ as the simultaneous differentials of the sides $A B$ and AD ; provided that we take the limit of the equimultiple of the gnomon CBHIKDC as the simultaneous differential of the rectangle AC.

What is the equimultiple of this gnomon, and what is the limit of the equimultiple?

The equimultiple of the gnomon is evidently

$$
\begin{aligned}
\frac{\mathrm{BE}}{\mathrm{BH}} \cdot \mathrm{CBHIKDC} & =\frac{\mathrm{BE}}{\mathrm{BH}}(\mathrm{CH}+\mathrm{CI}+\mathrm{CK})=\frac{\mathrm{BE}}{\mathrm{BH}}(\mathrm{BC} \cdot \mathrm{BH}+\mathrm{CP} \cdot \mathrm{CQ}+\mathrm{DK} \cdot \mathrm{DC}) \\
& =\frac{\mathrm{BE}}{\mathrm{BH}}(\mathrm{BC} \cdot \mathrm{BH})+\frac{\mathrm{CR}}{\mathrm{CQ}}(\mathrm{CP} \cdot \mathrm{CQ})+\frac{\mathrm{DG}}{\mathrm{DK}}(\mathrm{DK} \cdot \mathrm{DC}) \\
" \quad & =\mathrm{BC} \cdot \mathrm{BE}+\mathrm{DG} \cdot \mathrm{DC}+\mathrm{CP} \cdot \mathrm{CR} \\
" \quad & =\mathrm{CE}+\mathrm{CG}+\mathrm{CL} .
\end{aligned}
$$

Now, the limits of CE and CG are these rectangles themselves, since they are constant; while the limit of the rect-
angle CL (i.e. its value at the instant when the point I becomes coincident with $\mathbf{C}$ ) is exactly zero. Therefore the differential of the area, or rectangle, ABCD is the sum of the rectangles CE and CG.

These two examples show, first, that differences and differentials must not in general be confounded together; secondly, that differentials are not necessarily small ; thirdly, that the differentials of quantities which vary together according to a law need not be homogeneous, it being sufticient that each separately should be homogeneous with the variahle to which it corresponds, and of which it is the differential, as line of line and area of area.

## Section 2

## Differential of a Vector

$113^{\circ}$. Let us apply the foregoing principles to the differentiation of a vector.

The equation

$$
\begin{equation*}
\rho=f(t), \tag{l}
\end{equation*}
$$

where $t$ is an independent and variable scalar, generally represents the vector of a point, P , of a curve in space (fig. 30).

If $Q$ be another point of the same curve, we have

$$
\mathrm{OP}+\overline{\mathrm{PQ}}=\overline{\mathrm{OQ}}
$$

or, $\quad \rho+\Delta \rho=f(t+\Delta t)$, . (2) where $\Delta \rho$ and $\Delta t$ are the simultaneous differences of $\rho$ and $t$.

Subtracting (1) from (2),

$$
\begin{equation*}
\Delta \rho=f(t+\Delta t)-f(t) \tag{3}
\end{equation*}
$$



Let $\Delta \rho$, or $\overline{\mathrm{PQ}}$, be the $n^{\text {th }}$ part
of the vector $\overline{\mathrm{PR}}=\sigma_{n}$, and let $\Delta t$ be the $n^{\text {th }}$ part of a new scalar, $u$; so that

$$
\begin{align*}
n \Delta \rho= & n \overline{\mathrm{PQ}}=\overline{\mathrm{PR}}, \text { or, } \Delta \rho=n^{-1} \sigma_{n}  \tag{4}\\
& n \Delta t=u, \text { or, } \Delta t=n^{-1} u \quad: \tag{5}
\end{align*}
$$

Then, substituting this value of $\Delta t$ in (3), and multiplyins it by $n$,

$$
\begin{equation*}
n \Delta \rho=n\left\{f\left(t+n^{-1} u\right)-f(t)\right\} \tag{6}
\end{equation*}
$$

If the scalars $t$ and $u$ be constant, while $n$ is a variable scalar, the vector $\rho$, and consequently the point P , will be
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fixed ; but the points $Q$ and $R$, the differences $\Delta \rho$ and $\Delta t$, and the vector $\sigma_{n}$, will in general vary together.

If $n$ increases indefinitely, the simultaneous differences $\Delta \rho$ and $\Delta t$ will decrease indefinitely, and will ultimately vanish together (equations (4) and (5)). But although the chord $P Q$ will be thus indefinitely shortened as $Q$ moves along the curve towards P , yet its $n^{\text {th }}$ multiple, PR , or $\sigma_{n}$, will generally tend to some finite limit, depending on the supposed continuity of the function $f(t)$. In other words, R is always a point upon the line passing through the points $P$ and $Q$; and when (at the limit) $Q$ coincides with $P, R$ will still be a point upon the line passing through these two indefinitely close points of the curve-that is, it will be a point, T, upon the tangent to the curve at P . If, therefore, we call the vector-tangent $\tau$, it is clear that this vector $\tau$ is the limiting value of the vector $\sigma_{n}=n \Delta \rho$ when $n$ increases indefinitely; while $u$ is the corresponding limit of $n \Delta t$. Therefore $\tau$ and $u$ are the differentials of $\rho$ and $t$, since they are the limits of equimultiples of simultaneous and decreasing differences. In symbols,

$$
\begin{equation*}
\lim _{n=\infty} n \Delta t=u=d t ; \lim _{n=\infty} n \Delta \rho=\tau=d \rho \tag{7}
\end{equation*}
$$

At the limit, therefore, whether P be a point upon a curve or not, equation (6) becomes

$$
\begin{equation*}
d \rho=d f(t)=\lim _{n=\infty} n\left\{f\left(t+n^{-1} d t\right)-f(t)\right\} \tag{8}
\end{equation*}
$$

where $t$ and $d t$ are two arbitrary and independent scalars, both generally finite ; and $d \rho$ is, in general, a new and finite vector, depending upon those two scalars according to a law expressed by the formula, and derived from that given law, whereby the former vector $\rho$, or $\phi(t)$, depends upon the single scalar, $t$ (Hamilton).
$114^{\circ}$. As an illustration of these principles, let us differentiate

$$
\rho=\frac{1}{2} t^{2} a
$$

where $a$ is a given and constant vector.

$$
\begin{aligned}
\rho & =f(t)=\frac{a}{2} t^{2} . \\
\rho+\Delta \rho & =\frac{a}{2}(t+\Delta t)^{2} \\
\Delta \rho & =\frac{a}{2}\left\{(t+\Delta t)^{2}-t^{2}\right\} .
\end{aligned}
$$

Let $n \Delta t=u$, a given and constant scalar.
Then,

$$
\Delta t=\frac{u}{n},
$$

and

$$
\Delta \rho=\frac{a}{2}\left\{\left(t+\frac{u}{n}\right)^{2}-t^{2}\right\}=\frac{u a}{n}\left(t+\frac{u}{2 n}\right) .
$$

Hence, (4),

$$
\sigma_{n}=n \Delta \rho=u_{a}\left(t+\frac{u}{2 n}\right)
$$

and at the limit $\quad \tau=u t a$.
But

$$
\tau=d \rho ; \imath=d t
$$

therefore,

$$
d \rho=d f(t)=d \cdot \frac{1}{2} t^{2} \alpha=\alpha t d t
$$

## Section 3

## The Differential of a Quaternion

$115^{\circ}$. Let

$$
\mathrm{Q}=\mathrm{F}(q, r . . .),
$$

and let $d q, d r$. . . be any assumed (but generally finite) and simultaneous differentials of the variables $q, r$. whether scalars, vectors, or quaternions. Then, $110^{\circ}$, the simultaneous differential of their function, $Q$, is equal to the following limit,

$$
\begin{equation*}
d \mathrm{Q}=\lim _{n=\infty} . n\left\{\mathbf{F}\left(q+n^{-1} d q, r+n^{-1} d r, \ldots\right)-\mathbf{F}(q, r, \ldots)\right\} \ldots \tag{1}
\end{equation*}
$$

where $n$ is any whole number, or other positive scalar, which increases indefinitely (Hamilton).

If the function $Q$ involves only one variable $q$, or
then,

$$
\mathrm{Q}=f(q)=f q
$$

$$
\begin{equation*}
d \mathrm{Q}=d f q=\lim _{n=\infty} . n\left\{f\left(q+n^{-1} d q\right)-f q\right\} \tag{2}
\end{equation*}
$$

$116^{\circ}$. As an illustration, let

$$
\mathrm{Q}=q^{2}
$$

Then, $d \mathrm{Q}=\lim . n\left\{\left(q+n^{-1} d q\right)^{2}-q^{2}\right\}$,

$$
n=\infty
$$

$$
„=, \cdot n\left\{\left(q+n^{-1} d q\right)\left(q+n^{-1} d q\right)-q^{2}\right\}
$$

$$
"=,, \cdot n\left(n^{-1} q d q+n^{-1} d q \cdot q+n^{-2} d q^{2}\right)
$$

$$
\begin{equation*}
,=, \cdot\left(q d q+d q \cdot q+n^{-1} d q^{2}\right) \tag{1}
\end{equation*}
$$

Therefore, $\quad d \cdot q^{2}=q d q+d q \cdot q$.
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This expression cannot be further reduced, the quaternions $q$ and $d q$ being, in general, diplanar. In the special case when they happen to be coplanar, we have, $64^{\circ}$,

$$
\begin{aligned}
d q \cdot q & =q d q \\
d \cdot q^{2} & =2 q d q .
\end{aligned}
$$

and
It will be observed that $n^{-1} d q^{2}$ vanishes at the limit, because $n^{-1} \mathrm{~T} d q^{2}$, or $n^{-1} \mathrm{~T}^{2} d q$, vanishes.

If $q$ degenerate to a vector,

$$
\begin{equation*}
d \cdot \rho^{2}=\rho d \rho+d \rho \cdot \rho=2 \operatorname{S} \rho d \rho\left(22^{\circ}\right) \tag{2}
\end{equation*}
$$

## Section 4

## Miscellaneous Examples

$117^{\circ}$.

$$
y=\sin x
$$

$$
\begin{aligned}
& d y=\lim _{n=\infty} \cdot n\left(\sin \left(x+\frac{d x}{n}\right)-\sin x\right) \\
& , \quad=, n\left(\sin x \cos \frac{d x}{n}+\cos x \sin \frac{d x}{n}-\sin x\right) .
\end{aligned}
$$

But

$$
\lim _{n=x} n \cos \frac{d x}{n}=n
$$

and

$$
, \quad n \sin \frac{d x}{n}=d x .
$$

Therefore,

$$
d y=\cos x d x
$$

$118^{\circ}$.

$$
y=\cos x
$$

$$
d y=\lim _{n=\infty} \cdot n\left(\cos \left(x+\frac{d x}{n}\right)-\cos x\right)
$$

$$
"=, n\left(\cos x \cos \frac{d x}{n}-\sin x \sin \frac{d x}{n}-\cos x\right)
$$

$$
,=-\sin x d x
$$

$119^{\circ} . \quad y=m^{x}$,
where $m$ is a constant scalar.

$$
\begin{aligned}
& d y=\lim _{n=\infty} \cdot n\left(m^{x+\frac{d x}{n}}-m^{x}\right) \\
& ,=, \cdot m^{x} n\left(m^{\frac{d x}{n}}-1\right) .
\end{aligned}
$$

$$
\text { Let } m^{\frac{d x}{n}}=1+\frac{1}{z} \text {, so that } z=\frac{1}{m^{n}-1} .
$$

Then, since

$$
\log \left(1+\frac{1}{z}\right)^{z}=z \log \left(1+\frac{1}{z}\right)
$$

we have

$$
\log _{m}\left(1+\frac{1}{z}\right)^{z}=\frac{\frac{d x}{n}}{m^{n}-1}=\frac{d x}{n\binom{d x}{m^{n}-1}} .
$$

Therefore, treating $d x$ as a constant,

$$
\lim _{n=\infty} \frac{d x}{n\left(\frac{d x}{m^{n}}-1\right)}=\lim _{z=\infty} \log _{m}\left(1+\frac{1}{z}\right)^{2}=\log _{m} e
$$

Consequently,

$$
\lim _{n=\infty} \cdot \frac{n\left(\begin{array}{c}
d x \\
m^{n}
\end{array}-1\right)}{d x}=\frac{1}{\log _{m} e}=\log _{e} m
$$

Therefore,
and

$$
\begin{array}{r}
\lim _{n=\infty} n\left(m^{\frac{d x}{n}}-1\right)=\log _{e} m d x ; \\
d y=m^{x} \log _{e} m d x
\end{array}
$$

$120^{\circ}$.

$$
q=\eta^{x}
$$

where $\eta$ is a constant unit-vector.

$$
\begin{aligned}
& d q=\lim _{n=\infty} \cdot n\left(\eta^{x+}{ }_{n}^{d x}-\eta^{x}\right) \\
& "=, \quad \cdot n \eta^{x}\left(\eta^{d x}-1\right) \\
& "=, \quad \cdot n \eta^{x}\left(\cos \frac{\pi d x}{2 n}+\eta \sin \frac{\pi d x}{2 n}-1\right), 33^{\circ},(0) .
\end{aligned}
$$

Now, $\quad \lim _{n=\infty} \cdot \cos \frac{\pi d x}{2 n}=1$;

$$
" . \sin \frac{\pi d x}{2 n}=(\operatorname{arc}) \frac{\pi d x}{2 n}
$$

Therefore,

$$
d \rho=\frac{\pi}{2} \eta^{x+1} d x .
$$

Had we taken $x=c \theta$, the result would have been somewhat simpler. Then,

$$
\begin{aligned}
& d \rho=\lim _{n=\infty} \cdot n\left\{\eta^{c}\left(\theta+\frac{d \theta}{n}\right)-\eta^{c \theta}\right\} \\
& ,=\# \cdot \eta^{c \theta} n\left\{\eta^{c d \theta}-1\right\} \\
& ,=" \cdot \eta^{c \theta} n\left(\cos \frac{d \theta}{n}+\eta \sin \frac{d \theta}{n}-1\right) \\
& "=\eta^{c \theta} \eta d \theta=\eta^{c\left(\theta+\frac{\pi}{2}\right)} d \theta .
\end{aligned}
$$

'This result is identical with that above ; because, since $x=c \theta$,

$$
d \theta=\frac{1}{c} d x=\frac{\pi}{2} d x
$$

and

$$
\eta^{c\left(\theta+\frac{\pi}{2}\right)}=\eta^{c \theta} \eta=\eta^{x+1}
$$

We have here a case in which the plane and tensor are constant, and the angle alone varies. It will be observed that a unit-vector in the first power can only vary in direction, its tensor and its angle (as a versor) being constant by definition.
$121^{\circ}$.

$$
Q=q r .
$$

$$
d Q=\lim _{n=\infty} . n\left\{\left(q+n^{-1} d q\right)\left(r+n^{-1} d r\right)-q r\right\}
$$

$$
n=\infty
$$

$$
\begin{aligned}
& "=, \quad . n\left\{n^{-1} d q \cdot r+n^{-1} q d r+n^{-2} d q d r\right\} \\
& "=\quad\left(d q \cdot r+q d r+n^{-1} d q d r\right) .
\end{aligned}
$$

Therefore,

$$
d \mathrm{Q}=d \cdot q r=d q \cdot r+q d r
$$

If $c$ be any constant quantity, evidently

$$
d . c q=c d q ; d \cdot q c=d q \cdot c
$$

$122^{\circ}$.

$$
q=\beta^{x}
$$

where $\beta$ is a constant vector.

$$
\begin{aligned}
d_{q} & =d \beta^{x}=d\left(\mathrm{~T} \beta^{x} \mathrm{U} \beta^{x}\right)=d\left(b^{x} \mathrm{U} \beta^{x}\right) \\
, " & =d b^{x} \cdot \mathrm{U} \beta^{x}+b^{x} \cdot d \mathrm{U} \beta^{x}, 121^{\circ}, \\
" & =\left(119^{\circ} \text { and } 120^{\circ}\right) b^{x} \log _{e} b d x \cdot \mathrm{U} \beta^{x}+b^{x} \cdot \frac{\pi}{2} \mathrm{U} \beta^{x+1} d x \\
, & =\left(\log _{e} b+\frac{\pi}{2} \mathrm{U} \beta\right) \beta^{x} d x .
\end{aligned}
$$

$123^{\circ}$.

$$
\mathrm{Q}=q^{-1}
$$

By $46^{\circ}$,
$q q^{-1}=1 ;$
therefore, $121^{\circ}$,
$q^{-1} x$,
and
$q^{-1} q d q^{-1}+q^{-1} d q \cdot q^{-1}=0$,
$d \cdot q^{-1}=-q^{-1} d q \cdot q^{-1}$.
$124^{\circ}$.

$$
\mathrm{Q}=q^{3} .
$$

squaring,

$$
\mathrm{Q}^{2}=q
$$

$$
d q=\mathrm{Q} d \mathrm{Q}+d \mathrm{Q} \cdot \mathrm{Q}=q^{\mathbf{i}} d \cdot q^{\mathbf{4}}+\left(d \cdot q^{\mathbf{i}}\right) q^{\frac{1}{2}}
$$

$q^{-\frac{1}{2}} \times$ and $\times \mathrm{K} q^{\frac{3}{3}}$,

$$
\begin{aligned}
q^{-\frac{1}{2}}(d q) \mathrm{K} q^{3} & =\left(d \cdot q^{3}\right) \mathrm{K} q^{3}+q^{-\frac{1}{2}}\left(d \cdot q^{3}\right) q^{3} \mathrm{~K} q^{3} \\
& =" \quad \# \quad+\mathrm{T} q \cdot q^{-\frac{1}{2}}\left(d \cdot q^{3}\right) .
\end{aligned}
$$

But, $49^{\circ}(b),(1)$,

$$
\mathrm{T} q \cdot q^{-\frac{1}{2}}=\mathrm{T} q^{3} \mathrm{U}^{-b}=\mathrm{T} q^{3} \mathrm{UK} q^{\frac{3}{2}}=\mathrm{K} q^{3}
$$

Therefore,

$$
\begin{align*}
q^{-\frac{1}{2}}(d q) \mathrm{K} q^{3} & =\left(d \cdot q^{3}\right) \mathrm{K} q^{3}+\mathrm{K} q^{3}\left(d \cdot q^{3}\right) \\
& =2 \mathrm{~S} q^{3}\left(d \cdot q^{3}\right)-\left\{\left(d \cdot q^{3}\right) \mathrm{V} q^{3}+\mathrm{V} q^{3}\left(d \cdot q^{3}\right)\right\} \ldots \tag{1}
\end{align*}
$$

Again,

$$
\begin{align*}
d q & =d\left(q^{3} q^{3}\right)=\left(d \cdot q^{3}\right) q^{3}+q^{3}\left(d \cdot q^{4}\right) \\
& =2 \mathrm{~S} q^{\frac{1}{4}}\left(d \cdot q^{4}\right)+\left\{\left(d \cdot q^{3}\right) \mathrm{V} q^{3}+\mathrm{V} q^{3}\left(d \cdot q^{3}\right)\right\} \tag{2}
\end{align*}
$$

Adding (1) and (2),

$$
d q+q^{-\frac{1}{2}}(d q) \mathbf{K} q^{3}=4 \mathrm{~S} q^{3}\left(d \cdot q^{4}\right)
$$

and

$$
d \cdot q^{b}=\frac{d q+q^{-\frac{b}{2}}(d q) K q^{3}}{4 \mathbf{S} q^{\frac{3}{2}}}
$$

$125^{\circ}$. The symbols $\mathrm{S}, \mathrm{V}$, and K are commutative with $d$.
For

$$
\begin{aligned}
q & =\mathrm{S} q+\mathrm{V} q \\
d q & =d \mathrm{~S} q+d \mathrm{~V} q .
\end{aligned}
$$

But, since $d_{l}$ is a quaternion,

$$
d q=\mathrm{S} d q+\mathrm{V} d q
$$

Therefore,

$$
d \mathrm{~S} q=\mathrm{S} d q ; d \mathrm{~V} q=\mathrm{V} d q, 44^{\circ}
$$

Again, $\quad \mathrm{K} q=\mathrm{S} q-\mathrm{V} q$;
therefore, $\quad d \mathbf{K} q=d \mathbf{S} q-d \mathrm{~V}_{q}=\mathbf{S} d q-\mathrm{V} d q=\mathrm{K} d q$.

122 ON THE DIFFERENTIATION OF QUATERNIONS
$126^{\circ}$. To find $d \mathrm{~T} q$ and $d \mathrm{~T} \rho$.

$$
\mathrm{T}^{2} q=q \mathrm{~K} q ;
$$

$$
\begin{aligned}
2 \mathrm{~T} q d \mathrm{~T} q & =\lim _{n=\infty} \cdot n\left\{\left(q+n^{-1} d q\right)\left(\mathrm{K} q+n^{-1} d \mathrm{~K} q\right)-q \mathrm{~K} q_{i}^{\prime} .\right. \\
& =" \cdot\left(q d \mathrm{~K} q+d q \cdot \mathbf{K} q+n^{-1} d q d \mathrm{~K} q\right), \\
& =q \mathrm{~K} d q+d q \cdot \mathrm{~K} q, \\
& =\left(62^{\circ},(1)\right) q \mathrm{~K} d q+\mathrm{K} \cdot q \mathrm{~K} d q, \\
& =("(2)) 2 \mathrm{~S} \cdot q \mathrm{~K} d q, \\
& =("(3)) 2 \mathrm{~S}(\mathrm{~K} q \cdot d q) .
\end{aligned}
$$

Therefore,
or,

$$
\begin{aligned}
d \mathrm{~T} q=\mathrm{S} \frac{\mathrm{~K} q \cdot d q}{\mathrm{~T} q}= & \mathrm{S} \frac{d q \cdot \mathrm{~K} q}{\mathrm{~T} q}=\mathrm{S} \frac{d q \cdot \mathrm{~T} q}{\mathrm{~T} q \cdot \mathrm{U} q}=\mathrm{S} \frac{d q}{\mathrm{U} q} \\
& \frac{d \mathrm{~T} q}{\mathrm{~T} q}=\mathrm{S} \frac{d q}{q}
\end{aligned}
$$

Similarly, if $q$ degrade to a vector,

$$
\frac{d \mathrm{~T} \rho}{\mathrm{~T} \rho}=\mathrm{S} \frac{d \rho}{\rho}
$$

$127^{\circ}$. To find $d \mathrm{U} q$.

$$
\mathrm{T} q \cup q=q ;
$$

$$
\begin{aligned}
& \mathrm{T} q \cdot d \mathrm{U} q+d \mathrm{~T} q \cdot \mathrm{U} q=d q \\
& \frac{\mathrm{~T} q \cdot d \mathrm{U} q}{\mathrm{~T} q \mathrm{U} q}+\frac{d \mathrm{~T} q \cdot \mathrm{U} q}{\mathrm{~T} q \mathrm{U} q}=\frac{d q}{q} \\
& \frac{d \mathrm{U} q}{\mathrm{U} q}=\frac{d q}{q}-\frac{d \mathrm{~T} q}{\mathrm{~T} q} \\
& \quad, \\
& =\frac{d q}{q}-\mathrm{S} \frac{d q}{q}, 126^{\circ} \\
& \quad=\mathrm{V} \frac{d q}{q} .
\end{aligned}
$$

Therefore,

$$
d \mathrm{U}_{q}=\mathrm{V} \frac{d q}{q} \cdot \mathrm{U} q
$$

$128^{\circ}$. By the last two examples,

$$
\begin{align*}
d q & =d \mathrm{~T} q \cdot \mathrm{U} q+\mathrm{T} q \cdot d \mathrm{U} q \\
\frac{d q}{q} & =\frac{d \mathrm{~T} q}{\mathrm{~T} q}+\frac{d \mathrm{U} q}{\mathrm{U} q} ;  \tag{1}\\
" & =\mathrm{S} \frac{d q}{q}+\mathrm{V} \frac{d q}{q} . \tag{2}
\end{align*}
$$

$$
\begin{align*}
129^{\circ} . & \mathrm{TV} q \mathrm{UV} q=\mathrm{V} q \\
\mathrm{TV} q \cdot d \mathrm{UV} q+ & d \mathrm{TV} q \cdot \mathrm{UV} q=d \mathrm{~V} q=\mathrm{V} d q, 125^{\circ}, \\
d \mathrm{UV} q & =\frac{\mathrm{V} d q}{\mathrm{TV} q}-\frac{d \mathrm{TV} q}{\mathrm{TV} q} \cdot \mathrm{UV} q \\
" & =\frac{\mathrm{V} d q}{\mathrm{~V} q} \mathrm{UV} q-\mathrm{S} \frac{\mathrm{~V} d q}{\mathrm{~V} q} \cdot \mathrm{UV} q, 126^{\circ}, \\
d \mathrm{UV} q & =\mathrm{V} \frac{\mathrm{~V}}{\mathrm{~V} q} \cdot \mathrm{UV} q ; \quad . . . . \tag{1}
\end{align*}
$$

or,

$$
\begin{equation*}
\frac{d \mathrm{UV} q}{\mathrm{UV} q}=\mathrm{V} \frac{\mathrm{~V} d q}{\mathrm{~V} q} \tag{2}
\end{equation*}
$$

Since $\frac{d U V_{q}}{U V_{q}}=$ a unit vector, it follows that

$$
\mathrm{S} \frac{d \mathrm{UV} q}{\mathrm{UV} q}=\mathrm{o}
$$

and, consequently, that $d \mathrm{UV} q \perp \mathrm{UV} q$. Therefore the differential of the axis lies in the plane of the quaternion.

If the plane (and consequently the axis) of the quaternion be constant, the quaternion and its differential are coplanar, and $d \mathrm{U} \mathrm{V}_{q}$ vanishes. Conversely, if

$$
\begin{equation*}
d \mathrm{UV} q=\circ \tag{3}
\end{equation*}
$$

the quaternion and its differential are coplanar.
Equation (3) is the condition of coplanarity of a quaternion and its differential.

## CHAPTER XII

SCALAR AND VECTOR EQUATIONS

## Section 1

## Scalar Equations

$130^{\circ}$. If we have two given equations,

$$
\begin{equation*}
\mathrm{S}_{\rho \alpha}=0 ; \mathrm{S}_{\rho} \beta=0 ; \tag{1}
\end{equation*}
$$

it is evident that $\rho$, being $\perp$ to both $\alpha$ and $\beta$, is parallel to Va ; or,

$$
\begin{equation*}
\rho=x \mathrm{~V} a \beta \tag{2}
\end{equation*}
$$

It is equally evident that $x$, being an indeterminate scalar, the vector $\rho$ is indeterminate.
$\rho$ would still be indeterminate were the given equations

$$
\mathrm{S} \alpha \rho=m ; \mathrm{S} \beta \rho=n .
$$

For, in this case,

$$
\mathbf{S}(n a-m \beta) \rho=0,
$$

which shows that $\rho$ is perpendicular to $(n a-m \beta)$, but shows nothing more. The conclusion is, that a vector cannot be determined from two scalar equations; a conclusion that might have been arrived at from the consideration that a vector depends upon three scalars.
$131^{\circ}$. A vector can always be determined from thres scalar equations. For, let the three given equations be

$$
\begin{equation*}
\mathbf{S} \alpha \rho=l ; \mathbf{S} \beta \rho=m ; \mathbf{S} \gamma \rho=n . \tag{1}
\end{equation*}
$$

Then

Therefore,

$$
\begin{aligned}
& m \gamma-n \beta=\gamma \mathrm{S} \beta \rho-\beta \mathrm{S} \gamma \rho=\mathrm{V} \cdot \rho \mathrm{~V} \beta \gamma ; \\
& n a-l \gamma=\mathrm{V} \cdot \rho \mathrm{~V} \gamma a \\
& l \beta-m a=\mathrm{V} \cdot \rho \mathrm{~V} a \beta .
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{V} \cdot \rho l \mathrm{~V} \beta \gamma=l m \gamma-n l \beta \\
& \mathrm{~V} \cdot \rho m \mathrm{~V} \gamma a=m n a-l m \gamma, \\
& \mathrm{~V} \cdot \rho n \mathrm{~V} a \beta=n l \beta-m n a
\end{aligned}
$$

and
Therefore,

$$
\rho \|(l \mathrm{~V} \beta \gamma+m \mathrm{~V} \gamma \boldsymbol{a}+n \mathrm{~V} \alpha \beta),
$$

or,

$$
\rho=x(l \mathrm{~V} \beta \gamma+m \mathrm{~V} \gamma \alpha+n \mathrm{~V} a \beta)
$$ S. $\alpha \times$.

$$
\begin{aligned}
\mathrm{S} a \rho & =x \mathrm{~S} a(l \mathrm{~V} \beta \gamma+m \mathrm{~V} \gamma \alpha+n \mathrm{~V} a \beta) \\
" & =x \mathrm{~S} \cdot a \mathrm{~V} \beta \gamma+x m \mathrm{~S} \cdot a \mathrm{~V} \gamma \alpha+x n \mathrm{~S} \cdot a \mathrm{~V} a \beta \\
" & =x l \mathrm{~S} a \beta \gamma .
\end{aligned}
$$

But
therefore,

$$
\mathrm{V} \cdot \rho(l \mathrm{~V} \beta \gamma+m \mathrm{~V} \alpha a+n \mathrm{~V} a \beta)=0
$$

$$
\mathrm{S} a \rho=i
$$

$$
x=\frac{1}{S \alpha \beta \gamma}
$$

therefore,

$$
\begin{equation*}
\rho=\frac{l \mathrm{~V} \beta \gamma+m \mathrm{~V} \gamma \alpha+n \mathrm{~V} \alpha \beta}{\mathrm{~S}_{\alpha} \beta \gamma} . \tag{2}
\end{equation*}
$$

This value of $\rho$ satisfies the three given equations, but no other value of $\rho$ will satisfy them. For, suppose the three equations to be satisfied by $\rho_{1}$ and $\rho_{2}$. Then
therefore,

$$
\mathrm{S} \alpha \rho_{1}=0 ; \mathrm{S} \alpha \rho_{2}=0 ;
$$

Similarly,

$$
\mathrm{S} \cdot a\left(\rho_{1}-\rho_{2}\right)=0
$$

$$
\mathrm{S} \cdot \beta\left(\rho_{1}-\rho_{2}\right)=0
$$

$$
\text { S. } \gamma\left(\rho_{1}-\rho_{2}\right)=0
$$

Therefore the vector ( $\rho_{1}-\rho_{2}$ ) is at once perpendicular to $a$, to $\beta$, and to $\gamma$. But no real and actual vector can he perpendicular at the same time to three diplanar vectors, which $a, \beta, \gamma$ are supposed to be. Therefore $\left(\rho_{1}-\rho_{2}\right.$ ) vanishes; therefore $\rho_{1}=\rho_{2}$. Therefore, the three given equations can be satisfied by cne, and only one, value of $\rho$. The principle that no real and actual vector can be at once perpendicular to three diplanar vectors may be put in symbols as follows:
If

$$
\mathrm{S} \alpha \sigma=0 ; \mathrm{S} \beta \sigma=0 ; \mathrm{S} \gamma \sigma=0 ;
$$

then

$$
\sigma=0, \text { if } \mathrm{S} a \beta \gamma_{>}>0 .
$$

Conversely, if $\sigma$ be an actual and real vector; then

$$
\mathrm{S} \alpha \beta \gamma=\mathrm{o}
$$

Had the three given scalar equations been of the form,

$$
\begin{equation*}
\mathbf{S} \beta \gamma \rho=p ; \mathbf{S}_{\gamma \alpha \rho}=q ; \mathbf{S} a \beta \rho=r ; \tag{3}
\end{equation*}
$$

we should have had,

$$
\begin{gather*}
p \alpha=\alpha \mathrm{S} \beta \gamma \rho \\
q \beta=\beta \mathrm{S} \gamma \alpha \rho \\
r \gamma=\gamma \mathrm{S} \alpha \beta \rho ; \\
p \alpha+q \beta+r \gamma=\alpha \mathrm{S} \beta \gamma \rho+\beta \mathrm{S} \alpha \alpha \rho+\gamma \mathrm{S} \alpha \beta \rho=\rho \mathrm{S} \alpha \beta \gamma, 81^{\circ}, \\
\text { and } \quad \rho=\frac{p a+q \beta+r \gamma}{\mathrm{~S} \alpha \beta \gamma} . . . \operatorname{l.c} .
\end{gather*}
$$

$132^{\circ}$. A vector, $\rho$, cannot be eliminated by fewer than four equations.

If we are given only three equations,

$$
\mathrm{S} \alpha \rho=h ; \mathrm{S} \beta \rho=l ; \mathrm{S} \gamma \rho=m ;
$$

we have, $131^{\circ}(2)$,

$$
\begin{equation*}
\mathrm{S}_{\alpha \rho} \mathrm{V} \beta \gamma+\mathrm{S} \beta \rho \mathrm{~V} \gamma \alpha+\mathrm{S}_{\gamma \rho} \mathrm{V} \alpha \beta-\rho \mathrm{S}_{\alpha} \beta \gamma=0 \tag{1}
\end{equation*}
$$

an equation into which the vector $\rho$ enters once. Now, suppose we are given a fourth equation,

$$
\mathrm{S} \delta \rho=n
$$

Then, if we multiply (1) by $\delta$ and take scalars, we get

$$
\begin{align*}
& \mathrm{S} \delta \mathrm{~V} \beta \gamma \mathrm{~S} \alpha \rho+\mathrm{S} \delta \mathrm{~V}_{\gamma^{\prime}} \mathrm{S} \beta \rho+\mathrm{S} \delta \mathrm{~V}_{\alpha} \beta \mathrm{S} \gamma \rho-\mathrm{S} \delta \rho \mathrm{~S} \alpha \beta \gamma=0, \\
& \mathrm{~S} \alpha \rho \mathrm{~S} \beta \gamma \delta-\mathrm{S} \beta \rho \mathrm{~S} \dot{\mathrm{~S}} \delta \alpha+\mathrm{S} \gamma \rho \mathrm{~S} \delta \alpha \beta-\mathrm{S} \delta \rho \mathrm{~S} \alpha \beta \gamma=0, \\
& h \mathrm{~S} \beta \gamma \delta-l \mathrm{~S} \gamma \mathrm{\delta} \propto+m \mathrm{~S} \delta \alpha \beta-n \mathrm{~S} \alpha \beta \gamma=0 . \tag{ㄹ}
\end{align*}
$$

an equation into which the vector $\rho$ does not enter.

## Section 2

## Linear Vector Equations

$133^{\circ}$. The general form of a linear vector equation is defined to be

$$
\begin{equation*}
\phi \rho=\Sigma \beta S a \rho+\mathrm{V} \cdot q \rho,^{*} . \tag{1}
\end{equation*}
$$

where $\rho$ is an unknown vector, $q$ a known quaternion, and $\alpha=\left(\alpha_{1}+\alpha_{2}+\ldots \alpha_{n}\right), \beta=\left(\beta_{1}+\beta_{2}+\ldots \beta_{n}\right)$, known vectors. The symbol $\phi$ stands for 'function,' and $\phi \rho$ is some vector coinitial with $\rho$.

Similarly, if $\sigma$ be any other vector,

$$
\begin{equation*}
\phi \sigma=\Sigma \beta \mathrm{S} \alpha \sigma+\mathrm{V} \cdot q \sigma \tag{2}
\end{equation*}
$$

* For proof, see Molenbroek, pp. 188-191.

If we interchange $\alpha$ and $\beta$, and introduce $\mathrm{K} q$ instead of $q$, we have

$$
\begin{align*}
& \phi^{\prime} \rho=\Sigma_{a} \mathrm{~S} \beta \rho+\mathrm{V} \cdot(\mathrm{~K} q) \rho .  \tag{3}\\
& \phi^{\prime} \sigma=\Sigma_{a} \mathrm{~S} \beta \sigma+\mathrm{V} \cdot(\mathrm{~K} q) \sigma . \tag{4}
\end{align*}
$$

$134^{\circ}$. We have now to show that

$$
\begin{gathered}
\mathrm{S} \rho \phi^{\prime} \sigma=\mathrm{S} \sigma \phi \rho . \\
\mathrm{S} \rho \phi^{\prime} \sigma=\Sigma \mathrm{S} \rho a \mathrm{~S} \beta \sigma+\mathrm{S} \cdot \rho \mathrm{~V} \cdot(\mathrm{~K} q) \sigma \\
= \\
\mathrm{S} \rho \alpha \mathrm{~S} \beta \sigma+\mathrm{S} \rho(\mathrm{~K} q) \sigma \\
\mathrm{S} \sigma \phi \rho= \\
\mathrm{S} \cdot \mathrm{~S} \sigma \mathrm{~S} \alpha \rho+\mathrm{S} \cdot \sigma \mathrm{~V} \cdot q \rho .
\end{gathered}
$$

$\mathrm{S}_{\boldsymbol{\sigma} \beta} \mathrm{S}_{\alpha \rho}=\mathrm{S}_{\rho a} \mathrm{~S} \beta \sigma$.

$$
\begin{aligned}
\mathrm{S} \cdot \sigma \mathrm{~V} \cdot q \rho & =\mathrm{S} \sigma q \rho=\mathrm{S} \cdot \sigma(\mathrm{~S} q+\mathrm{V} q) \rho=\mathrm{S} \sigma(\mathrm{~S} q) \rho+\mathrm{S} \cdot \sigma(\mathrm{~V} q) \rho \\
\Rightarrow \quad & =\mathrm{S} q \mathrm{~S} \rho \sigma+\mathrm{S} \cdot \rho \sigma \mathrm{~V} q=\mathrm{S} \cdot \rho(\mathrm{~S} q) \sigma-\mathrm{S} \cdot \rho(\mathrm{~V} q) \sigma \\
& =\mathrm{S} \cdot \rho(\mathrm{~K} q) \sigma
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\mathrm{S} \sigma \phi \rho=\mathrm{S} \rho \alpha \mathrm{~S} \beta \sigma+\mathrm{S} \rho(\mathrm{~K} q) \sigma=\mathrm{S} \rho \phi^{\prime} \sigma \tag{1}
\end{equation*}
$$

Functions which, like $\phi$ and $\phi^{\prime}$, possess this property are called Conjugute Functions.

The function $\phi$ is said to be Self-conjugate when, for any two vectors, $\rho$ and $\sigma$,

$$
\begin{equation*}
\mathrm{S}_{\sigma \phi \rho}=\mathrm{S}_{\rho \phi \sigma} . \tag{}
\end{equation*}
$$

$135^{\circ}$. Since $\beta \mathrm{S} a(\rho+\sigma+\ldots)=\beta \mathrm{S} a \rho+\beta \mathrm{S} \alpha \sigma+\ldots$,
and

$$
\begin{gathered}
\mathrm{V} \cdot q(\rho+\sigma+\ldots)=\mathrm{V} \cdot q \rho+\mathrm{V} \cdot \rho \sigma+\ldots \\
\mathrm{\Sigma} \beta \mathrm{~S} a(\rho+\sigma+\cdots)+\mathrm{V} \cdot q(\rho+\sigma+\ldots) \\
=(\Sigma \beta \mathrm{S} \alpha \rho+\mathrm{V} \cdot q \rho)+(\mathrm{\Sigma} \beta \mathrm{~S} \alpha \sigma+\mathrm{V} \cdot q \sigma)+\ldots ;
\end{gathered}
$$

or,

$$
\begin{equation*}
\phi(\rho+\sigma+\ldots)=\phi \rho+\phi \sigma+\ldots . \tag{1}
\end{equation*}
$$

Hence, if

$$
\begin{align*}
\rho & =\sigma=\& c . \\
\phi x \rho & =x \phi \rho . \tag{ㄹ}
\end{align*}
$$

$$
\begin{array}{r}
d \phi \rho=\lim _{n=\infty} . n\left\{\phi\left(\rho+n^{-1} d \rho\right)-\phi_{\rho}\right\}=\lim _{n=\infty} . n \phi_{n}^{d \rho} \\
=\lim _{n=\infty} \cdot \phi n \frac{d \rho}{n}=\phi d \rho \cdot \ldots . . \tag{3}
\end{array}
$$

Since $\phi \rho$ is a vector,

$$
\begin{equation*}
d \cdot \rho \phi \rho=\rho d \phi \rho+d \rho \cdot \phi \rho . \tag{4}
\end{equation*}
$$

$136^{\circ}$. Let

$$
\begin{equation*}
\phi \rho=\delta \tag{1}
\end{equation*}
$$

where $\phi$ and $\delta$ are given. Then it is defined that

$$
\begin{equation*}
\rho=\phi^{-1} \delta . \tag{2}
\end{equation*}
$$

$\phi^{-1}$ is a function which possesses properties corresponding to those of $\phi$.

As a matter of convenience we write :

$$
\begin{align*}
\phi(\phi)=\phi^{2}, \& c . ; \phi^{-1}\left(\phi^{-1}\right) & =\phi^{-2}, d c \\
\phi \phi^{-1} \delta=\phi \rho=\delta ; \phi^{-1} \phi \rho & =\phi^{-1} \delta=\rho . \tag{3}
\end{align*}
$$

According as $n_{2} \geq n$,

$$
\begin{align*}
\phi^{m} \phi^{-n} & =\left\{\begin{array}{l}
\phi^{m-n} \\
\phi^{-(n-m)}
\end{array}\right\} .  \tag{4}\\
\phi^{-m} \phi^{n} & =\left\{\begin{array}{l}
\phi^{-(m-n)} \\
\phi^{n-m}
\end{array}\right\}
\end{align*}
$$

$\phi^{-1}, \phi, \phi^{2}, \& c .$, are operators which may alter both the length and direction of any vector upon which they operate. $\phi^{2}$ is not to be confounded with the square of $\phi,-(\phi)^{2}$.
$137^{\circ}$. We cannot enter here into the general theory of vector equations; suffice it to mention a simple method for their solution suggested by Dr. Molenbroek (" Theorie, \&c.," p. 245).

Let the given vector equation be

$$
\begin{equation*}
\phi \rho=\delta \tag{1}
\end{equation*}
$$

$$
\begin{align*}
& \text { Then we have at once } \\
& \mathrm{S} . \lambda \phi \rho=\mathrm{S} \lambda \delta ; \mathrm{S} \cdot \mu \phi \rho=\mathrm{S} \mu \delta ; \mathrm{S} \cdot v \phi \rho=\mathrm{S} v \delta \tag{2}
\end{align*}
$$

where $\lambda, \mu, \nu$ are any three noncoplanar vectors.
But, by $134^{\circ}$, we also have

$$
\begin{equation*}
\mathrm{S} \cdot \rho \phi^{\prime} \lambda=\mathrm{S} \lambda \delta ; \mathrm{S} \cdot \rho \phi^{\prime} \mu=\mathrm{S} \mu \delta ; \mathrm{S} \cdot \rho \phi^{\prime} \nu=\mathrm{S} v \delta \tag{3}
\end{equation*}
$$

Therefore, $\left.131^{\circ}{ }^{(2}\right)$,

$$
\begin{equation*}
\rho=\frac{\mathrm{S} \lambda \delta \mathrm{~V} \cdot \phi^{\prime} \mu \phi^{\prime} \nu+\mathrm{S} \mu \delta \mathrm{~V} \cdot \phi^{\prime} \nu \phi^{\prime} \lambda+\mathrm{S} v \delta \mathrm{~V} \cdot \phi^{\prime} \lambda \phi^{\prime} \mu}{\mathrm{S} \cdot \phi^{\prime} \lambda \phi^{\prime} \mu \phi^{\prime} v} . \tag{4}
\end{equation*}
$$

As an example, let

$$
\mathrm{V} a \rho \beta=\gamma
$$

Then, $7^{\circ}$,

$$
\phi \rho=\gamma=\mathrm{V} a \rho \beta=a \mathrm{~S} \beta \rho-\rho \mathrm{S} \beta a+\beta \mathrm{S} \alpha \rho ;
$$

and, $133^{\circ}(3)$,

$$
\begin{aligned}
\phi^{\prime} \rho & =\beta \mathrm{S} a \rho-\rho \mathrm{SK} \beta a+\alpha \mathrm{S} \beta \rho \\
" & =\beta \mathrm{S} a \rho-\rho \mathrm{S} \beta a+a \mathrm{~S} \beta \rho=\phi \rho .
\end{aligned}
$$

Since $\alpha, \beta, \gamma$ are any three vectors whatever, we may select them to represent respectively the $\lambda, \mu, \nu$ of equation (2).
Hence,

$$
\begin{aligned}
& \mathrm{S} \lambda \delta=\mathrm{S} a \gamma ; \mathrm{S} \mu \delta=\mathrm{S} \beta \gamma ; \mathrm{S} v \delta=\gamma^{2} . \\
& \phi^{\prime} \lambda=\phi^{\prime} a=\phi \alpha=\mathrm{V} a^{2} \beta=a^{2} \beta ; \\
& \phi^{\prime} \mu=\phi^{\prime} \beta=\phi \beta=\mathrm{V} a \beta^{2}=\beta^{2} a ; \\
& \phi^{\prime} v=\phi^{\prime} \gamma=\phi \gamma=\mathrm{V} a \gamma \beta .
\end{aligned}
$$

$$
\mathrm{V} \cdot \phi^{\prime} \mu \phi^{\prime} \nu=\beta^{2} \mathrm{~V} \cdot a \mathrm{Va} \alpha \beta=\beta^{2} \mathrm{~V} a(a \gamma \beta-\mathrm{S} a \gamma \beta)
$$

$$
=a^{2} \beta^{2} V \gamma \beta-\beta^{2} \mathrm{~S} a \gamma \beta . a
$$

$$
" \quad=a \beta^{2} \mathrm{~S} a \beta \gamma-\alpha^{2} \beta^{2} \mathrm{~V} \beta \gamma
$$

$$
\mathrm{V} \cdot \phi^{\prime} v \phi^{\prime} \lambda=a^{2} \mathrm{~V}(\mathrm{~V} a \gamma \beta \cdot \beta)=a^{2} \mathrm{~V}\{(a \gamma \beta-\mathrm{S} a \gamma \beta) \beta\}
$$

$$
" \quad=a^{2} \beta^{2} \mathrm{~V} a \gamma-\beta a^{2} \mathrm{~S} a \gamma \beta=\beta a^{2} \mathrm{~S} \alpha \beta \gamma-\alpha^{2} \beta^{2} \mathbf{V} \gamma a
$$

$\mathrm{V} . \phi^{\prime} \lambda \phi^{\prime} \mu=\alpha^{2} \beta^{2} \mathrm{~V} \beta \alpha=-\alpha^{2} \beta^{2} \mathrm{~V} a \beta$.
$\mathrm{S} \cdot \phi^{\prime} \lambda \phi^{\prime} \mu \phi^{\prime} \nu=\mathrm{S}\left(\alpha^{2} \beta \cdot \beta^{2} a \cdot \mathrm{~V} a \gamma \beta\right)=\alpha^{2} \beta^{2} \mathrm{~S} \cdot \beta a \mathrm{~V} a \gamma \beta$

$$
" \quad=a^{2} \beta^{2} \mathrm{~S} \beta a(a \gamma \beta-\mathrm{S} a \gamma \beta)=a^{2} \beta^{2} \mathrm{~S} a \beta \mathrm{~S} a \beta \gamma
$$

Therefore, (4),

$$
\begin{aligned}
& \rho=\frac{\mathrm{S} \gamma \alpha\left(\alpha \beta^{2} \mathrm{~S} a \beta \gamma-\alpha^{2} \beta^{2} V \beta \gamma\right)+\mathrm{S} \beta \gamma\left(\beta a^{2} \mathrm{~S} \alpha \beta \gamma-a^{2} \beta^{2} V \gamma a\right)-\gamma^{2} \cdot a^{2} \beta^{2} Y a \beta}{\alpha^{2} \beta^{2} \mathrm{~S} \alpha \mathrm{~S} \alpha \beta \gamma} \\
& "=\frac{\left(\alpha \beta^{2} \mathrm{~S} \gamma \alpha+\beta a^{2} \mathrm{~S} \beta \gamma\right) \mathrm{S} \alpha \beta \gamma-\alpha^{2} \beta^{2}\left(\mathrm{Sa} \mathrm{\gamma V} \beta \gamma+\mathrm{S} \beta \gamma \gamma^{V} \gamma \alpha+\mathrm{S} \gamma \gamma \mathrm{Va} \beta\right)}{\alpha^{2} \beta^{2} \mathrm{~S} \alpha \beta \mathrm{~S} \alpha \beta} \\
& "=\frac{\alpha^{2} \beta^{2}\left(\alpha^{-1} S \gamma \alpha+\beta^{-1} S \beta \gamma\right) S \alpha \beta \gamma-\alpha^{2} \beta^{2} \cdot \gamma S a \beta \gamma}{\alpha^{2} \beta^{2} S \alpha \beta S \alpha \beta \gamma}, 82^{\circ} \text { (1), } \\
& "=\frac{\alpha^{-1} S \gamma \alpha+\beta^{-1} S \beta \gamma-\gamma}{S \alpha \beta} .
\end{aligned}
$$

## CHAPTER XIII

## ILLUSTRATIONS IN QUATERNIONS

## Section 1

## Plane Trigonometry

$138^{\circ}$. The simple relation between the three vectorsides of a triangle, fig. 31,

$$
a+\beta+\gamma=0
$$



Fia. 31.
conducts at once to the three fundamental equations of plane trigonometry.

For, since $-\gamma=a+\beta$, $\gamma^{2}=\alpha^{2}+\beta^{2}+2 \mathrm{~S} a \beta$, or, $c^{2}=a^{2}+b^{2}-2 a b \cos \mathrm{C} \ldots$ (1)

It will be observed that ACF is the angle between $a$ and $\beta$, and that $(\pi-\mathrm{ACF})=\angle \mathrm{C}$.
Operating upon $-\gamma=a+\beta$, with.S. $\gamma \times$,

$$
-\gamma^{2}=S_{\gamma} \alpha+S_{\gamma \beta},
$$

$$
\begin{equation*}
c^{2}=c a \cos \mathrm{~B}+b c \cos \mathrm{~A} \tag{2}
\end{equation*}
$$

or,
$c=a \cos \mathrm{~B}+b \cos \mathrm{~A}$.
Operating with V. $\beta \times$,

$$
-\mathrm{V} \beta \gamma=\mathrm{V} \beta a+\mathrm{V} \beta^{2}
$$

$$
\mathrm{V} \gamma \beta=\mathrm{V} \beta a
$$

or, $\quad \operatorname{TV} \gamma \beta \cdot \mathrm{UV} \gamma \beta=\operatorname{TV} \beta a \cdot \mathrm{UV} \beta a=\operatorname{TV} \beta a \cdot \mathrm{UV} \gamma \beta$;

Therefore, or,
$\operatorname{TV} \gamma \beta=\operatorname{TV} \beta a ;$

$$
\begin{equation*}
c \sin \mathrm{~A}=a \sin \mathrm{C} \tag{3}
\end{equation*}
$$

It will be observed that $\mathrm{UV}_{\gamma} \beta=\mathrm{UV} \beta a$.
$139^{\circ}$. Let $\angle \mathrm{C}=90^{\circ}$. Then,

$$
\begin{aligned}
& -a=\beta+\gamma \\
& -1=\frac{\beta}{a}+\frac{\gamma}{a}
\end{aligned}
$$

Taking the scalars,

$$
-1=\mathrm{S} \frac{\beta}{a}+\mathrm{S} \underset{a}{\gamma}=\frac{c}{a} \cos \mathrm{CBE}=-\frac{c}{a} \cos \mathrm{~B} ;
$$

or,

$$
\begin{equation*}
\cos \mathrm{B}=\frac{a}{c} \tag{1}
\end{equation*}
$$

Taking the vectors,
or,
$140^{\circ}$. To find the sine and cosine of the sum of two ungles. Let $a, \beta, \gamma$ be three coinitial, coplanar unit-vectors, $\beta$ lying between $\gamma$ and $a$; and let $\angle \mathrm{AOB}=\theta, \angle \mathrm{BOC}=\phi$. Theu,

$$
\begin{aligned}
& \frac{\gamma}{\alpha}=\cos (\theta+\phi)+\epsilon \sin (\theta+\phi) . \\
& \frac{\gamma}{\beta}=\cos \phi+\epsilon \sin \phi . \\
& \frac{\beta}{\alpha}=\cos \theta+\epsilon \sin \theta .
\end{aligned}
$$

But

$$
{ }_{a}^{\gamma}=\underset{\beta a}{\gamma} \beta
$$

therefore,

$$
\begin{aligned}
\cos (\theta+\phi)+e \sin (\theta+\phi) & =(\cos \phi+e \sin \phi)(\cos \theta+e \sin \theta) \\
& =\cos \phi \cos \theta+e(\sin \phi \cos \theta+\cos \phi \sin \theta)-\sin \phi \sin \theta .
\end{aligned}
$$

Equating successively the vector and scalar parts,

$$
\begin{align*}
& \sin (\theta+\phi)=\sin \theta \cos \phi+\cos \theta \sin \phi  \tag{1}\\
& \cos (\theta+\phi)=\cos \theta \cos \phi-\sin \theta \sin \phi \tag{2}
\end{align*}
$$

To find the sine and cosine of the difference of two angles,

$$
\begin{align*}
& 0=\mathrm{V}_{\bar{a}}^{\beta}+\mathrm{V} \underset{a}{\gamma}=\operatorname{TV} \frac{\beta}{a} \cdot \mathrm{UV} \frac{\beta}{a}+\operatorname{TV} \underset{a}{\gamma} \cdot \mathrm{UV}_{\frac{\gamma}{\alpha}}^{\gamma} \\
& =\operatorname{TV} \frac{\beta}{a} \cdot \operatorname{UV} \frac{\beta}{a}-\operatorname{TV} \frac{\gamma}{a} \cdot \operatorname{UV}{ }_{a}^{\beta} \\
& ,{ }^{=}{ }_{a}^{b}-{ }_{a}^{c} \sin \mathrm{CBE}=b-c \sin \mathrm{~B} ; \\
& \sin \mathrm{B}=\frac{b}{c} \tag{2}
\end{align*}
$$

Let the angle between $\gamma$ and $\alpha$ be $\psi$. Then,

$$
\begin{gathered}
\frac{\beta}{\gamma}=\cos (\psi-\theta)-\epsilon \sin (\psi-\theta) \\
\frac{\beta}{\alpha}=\cos \theta+\epsilon \sin \theta \\
\frac{\alpha}{\gamma}=\cos \psi-\epsilon \sin \psi \\
\frac{\beta}{\gamma}=\frac{\beta}{\alpha} \cdot \frac{\alpha}{\gamma}
\end{gathered}
$$

But
Therefore, as above,

$$
\begin{align*}
& \sin (\psi-\theta)=\sin \psi \cos \theta-\cos \psi \sin \theta  \tag{3}\\
& \cos (\psi-\theta)=\cos \psi \cos \theta+\sin \psi \sin \theta \tag{4}
\end{align*}
$$

## Section 2

## Spherical Trigonometry

$141^{\circ}$. Let ABC , fig. 32, be any spherical triangle, its angles and sides being, as in the case of a plane triangle, $\mathrm{A}, \mathrm{B}, \mathrm{C}$, $a, b, c$. Let the sphere be a unit-sphere, with $O$ as centre, and let $\overline{\mathrm{OA}}=a, \overline{\mathrm{OB}}=\beta, \overline{\mathrm{OC}}=\gamma$. Let $\mathrm{L}, \mathrm{M}, \mathrm{N}$ be respectively the positive poles of $\widehat{A B}, \widehat{B C}, \widehat{A C} ; L, M$, and $N$ corresponding to the points $\mathrm{P}, \mathrm{Q}, \mathrm{R}$ of $75^{\circ}$.

Let $\overline{\mathrm{OL}}=\lambda, \overline{\mathrm{OM}}=\mu, \overline{\mathrm{ON}}=\nu$.
We evidently have,


Fig. 32.

$$
\begin{aligned}
& \mathrm{S} \frac{\gamma}{\alpha}=\cos b ; \mathrm{S}_{\beta}^{\gamma}=\cos a ; \mathrm{S} \frac{\beta}{\alpha}=\cos c ; \\
& \mathrm{V} \underset{\alpha}{\gamma}=\nu \sin b ; \mathrm{V}_{\beta}^{\gamma}=\mu \sin a ; \\
& \mathrm{V} \frac{\mathrm{~V}}{\alpha}=\lambda \sin c ; \\
& \mathrm{S} . \mathrm{V} \frac{\gamma}{\beta} \mathrm{~V} \frac{\beta}{\alpha}=\sin c \sin a \cos \mathrm{~B} ; \\
& \mathrm{V} . \mathrm{V} \frac{\gamma}{\beta} \mathrm{~V} \frac{\beta}{\alpha}=\sin c \sin a \mathrm{~V} \mu \lambda \\
& =\beta \sin \mathrm{c} \sin a \sin \mathrm{~B} .
\end{aligned}
$$

Since

$$
\begin{equation*}
\frac{\gamma}{a}=\frac{\gamma}{\beta} \frac{\beta}{a} \tag{1}
\end{equation*}
$$

we have, by $60^{\circ}(1)$,

$$
\begin{equation*}
\mathrm{S}_{\alpha}^{\gamma}=\mathrm{S}_{\beta}^{\gamma} \mathrm{S} \frac{\beta}{\alpha}+\mathrm{S} \cdot \mathrm{~V}_{\beta}^{\gamma} \mathrm{V} \frac{\beta}{\alpha} \tag{2}
\end{equation*}
$$

or, substituting the above values of these symbols,

$$
\begin{equation*}
\cos b=\cos c \cos a+\sin c \sin a \cos \mathrm{~B} \tag{3}
\end{equation*}
$$

one form of the ordinary fundamental equation of spherical trigonometry.
$142^{\circ}$. Taking the vectors of equation (1) of $141^{\circ}$,

$$
\begin{equation*}
\mathrm{V}_{a}^{\gamma}=\mathrm{S} \underset{\alpha}{\beta} \mathrm{~V}_{\beta}^{\gamma}+\mathrm{S}_{\beta}^{\gamma} \mathrm{V}_{\alpha}^{\beta}+\mathrm{V} \cdot \mathrm{~V}_{\beta}^{\gamma} \mathrm{V} \frac{\beta}{\alpha}, 60^{\circ}(1) \tag{1}
\end{equation*}
$$

and substituting the values of these symbols given in $141^{\circ}$, $v \sin b=\mu \cos c \sin a+\lambda \sin c \cos a+\beta \sin c \sin a \sin B$. (2)

Let $\rho=\overline{\mathrm{OP}}$ be any unit-vector. Dividing each term of this equation by $\rho$, taking scalars, and rearranging the terms, $\sin c \sin a \sin \mathrm{~B} \cos \mathrm{~PB}$
$=\sin b \cos \mathrm{PN}-\sin c \cos a \cos \mathrm{PL}-\cos c \sin a \cos \mathrm{PM}(\mathrm{A})$
Let P coincide with M. Then,
$\cos \mathrm{MB}=0 ; \cos \mathrm{MN}=\cos \mathrm{C} ; \cos \mathrm{ML}=-\cos \mathrm{B} ;$ $\cos M M=1 ;$ and
$\sin b \cos \mathrm{C}=\cos c \sin a-\sin c \cos a \cos \mathrm{~B}$.
$143^{\circ}$. It is evident that if $A$ and $M$ be joined by the are of a great circle, this arc will cut $\overparen{B C}$ at right angles in a point $P_{1}$; or $\overparen{A P}_{1}$ is the arcual perpendicular let fall from $A$ upon $\overparen{B C}$. Let $\overparen{\mathrm{BP}}_{2}$ and $\overparen{\mathrm{CP}}_{3}$ be respectively the arcual perpendiculars let fall from B on $\overparen{\mathrm{CA}}$ and from C on $\overparen{\mathrm{AB}}$. Let the point P , equation ( $A$ ), coincide with $A$, and we have

$$
\left.\begin{array}{rl}
\cos \mathrm{AB}= & \cos c ; \cos \mathrm{AN}=0 ; \cos \mathrm{AL}=0 ; \\
& \cos A M=-\sin A P_{1} ; \\
& \sin A P_{1}=\sin c \sin \mathrm{~B}  \tag{1}\\
\operatorname{arly}, \quad & \sin B \mathrm{P}_{2}=\frac{\sin c \sin a}{\sin b} \sin \mathrm{~B} \\
& \sin \mathrm{CP}_{3}=\sin a \sin \mathrm{~B}
\end{array}\right\}
$$

and
Similarly,

Since

$$
\mathrm{V} a \beta=\lambda \sin c \text { and } \mathrm{V} \beta \gamma=\mu \sin a
$$

$\mathrm{V} . \mathrm{Va} \beta \mathrm{V} \beta \gamma=\sin c \sin a \mathrm{~V} \lambda \mu=-\beta \sin c \sin a \sin \mathrm{~B}$.

But, $80^{\circ}$ (1),
Therefore,
$\mathrm{V} \cdot \mathrm{V} a \beta \mathrm{~V} \beta \gamma=-\beta \mathrm{S} a \beta \gamma$.
$\mathrm{S} \alpha \beta=\sin c \sin a \sin \mathrm{~B}$
It may be similarly shown, by using $\mathrm{V} . \mathrm{V} \beta \gamma \mathrm{V}_{\gamma}$ and $\mathrm{V} . \mathrm{V}_{\gamma} \mathrm{V} a \beta$, that $\quad \sin a \sin b \sin \mathrm{C}=\mathrm{Sa} \beta \gamma=\sin b \sin c \sin \mathrm{~A}$.
Therefore,

$$
\begin{equation*}
\sin a: \sin b: \sin c=\sin \mathrm{A}: \sin \mathrm{B}: \sin \mathrm{C} . \tag{4}
\end{equation*}
$$

The equations of ( 1 ), therefore, become

$$
\left.\begin{array}{l}
\sin \mathrm{AP}_{1}=\sin b \sin \mathrm{C} \\
\sin \mathrm{BP}_{2}=\sin c \sin \mathrm{~A}  \tag{5}\\
\sin \mathrm{CP}_{3}=\sin a \sin \mathrm{~B}
\end{array}\right\}
$$

$144^{\circ}$. Let the point $P$, equation (A), coincide with $I$, the centre of the small circle inscribed in the triangle ABC ; and let the arcual perpendiculars let fall from $I$ upon the sides cut the sides, $B C$ in $P_{1}, C A$ in $P_{2}, A B$ in $P_{3}$. Let $r=\overparen{\mathrm{IP}}_{1}=\widehat{\mathrm{IP}}_{2}=\widehat{\mathrm{IP}}_{3}$. Then, bearing in mind that the arcs (of great circles) $\mathrm{IP}_{3}, \mathrm{IP}_{1}$, and $\mathrm{P}_{2} \mathrm{I}$, produced, pass through $\mathrm{L}, \mathrm{M}, \mathrm{N}$ respectively, we have, from equation (A),

$$
\sin c \sin a \sin B \cos I B
$$

$$
=\sin b \cos \mathrm{IN}-\sin c \cos a \cos \mathrm{IL}-\cos a \sin c \cos \mathrm{IM}
$$

Since $I B P_{3}$ is a right-angled triangle, we have, by equation (3) of $141^{\circ}$,

$$
\begin{aligned}
& \sin c \sin a \sin \mathrm{~B}=\mathrm{S} a \beta \gamma,(2) \text { of } 143^{\circ} ; \\
& \cos \mathrm{IB}=\cos r \cos \mathrm{P}_{3} \mathrm{~B}=\cos r \cos (s-b)
\end{aligned}
$$

where $s=\frac{1}{2}(a+b+c)$;

$$
\cos I N=\cos \left(\frac{\pi}{2}-r\right)=\sin r ;
$$

$$
\cos \mathrm{IL}=\cos \left(\frac{\pi}{2}+r\right)=-\sin r ; \cos \mathrm{IM}=-\sin r
$$

Therefore,

$$
\begin{align*}
\cos r \cos (s-b) \mathrm{S} a \beta \gamma & =\sin r\{\sin b+\sin (c+a)\} \\
& =2 \sin r \sin s \cos (s-b) ; \\
" \tan r=\frac{\mathrm{S} a \beta \gamma}{2 \sin s} & =\frac{\sin a \sin b \sin \mathrm{C}}{2 \sin s} . . \tag{1}
\end{align*}
$$

$145^{\circ}$. If the points $L, M, N, f i g .32$, be connected by arcs
of great circles, we obtain a triangle exactly corresponding to PQR of $75^{\circ}$. Consequently,

$$
\begin{gathered}
\angle \mathrm{L}=\angle \mathrm{P}=\angle q=\frac{\mathrm{OB}}{\mathrm{OA}} ; \angle \mathrm{M}=\angle \mathrm{Q}=\angle q^{\prime}=\angle \frac{\mathrm{OC}}{\mathrm{OB}} \\
\angle \mathrm{~N}=\angle \mathrm{R}=\left(\pi-\angle q^{\prime} q\right)
\end{gathered}
$$

and $\quad \angle q^{\prime} q=\angle \frac{\mathrm{OC}}{\mathrm{OA}}=(\pi-\angle \mathrm{N})$.
Now,

$$
\frac{\mathrm{OC}}{\mathrm{OB}} \frac{\mathrm{OB}}{\mathrm{OA}}=\frac{\mathrm{OC}}{\mathrm{OA}}
$$

Therefore,

$$
\begin{array}{r}
\mu^{c \mathrm{M}} \lambda^{e \mathrm{~L}}=\nu^{c(\pi-\mathbb{N})}=\nu^{2} \cdot \nu^{-c \mathrm{~N}}=(-1) \nu^{-c \mathrm{~N}} ; \ldots \\
\nu^{c \mathrm{~N}} \mu^{c \mathrm{M}} \lambda^{c \mathrm{~L}}=-1 . \tag{2}
\end{array}
$$

As a verification, multiply (2) into $\overline{\mathrm{OA}}$. Then

$$
\begin{aligned}
&-\overline{\mathrm{OA}}=\nu^{c \mathrm{~N}} \mu^{c \mathrm{M}} \lambda^{c \mathrm{~L}} \cdot \overline{\mathrm{OA}}=\nu^{c \mathrm{~N}} \mu^{c \mathrm{M}} \cdot \overline{\mathrm{OB}}=\nu^{c \mathrm{~N}} \cdot \overline{\mathrm{OC}} \\
&, "=\nu^{c(\pi-c)} \\
&
\end{aligned}
$$

Equation (2) may evidently be written,

$$
-\frac{O A}{O C} \frac{O C}{O B} \frac{O B}{O A}=-1
$$

$146^{\circ}$. Since equations (1) and (2) of $145^{\circ}$ are perfectly general, we may write for any triangle, ABC,

$$
\begin{align*}
\beta^{c \mathrm{~B}} a^{c \mathrm{~A}} & =\gamma^{c(\pi-\mathrm{C})}  \tag{1}\\
\gamma^{\mathrm{C}} \beta^{\mathrm{cB}} a^{c \mathrm{~A}} & =-1 \tag{2}
\end{align*}
$$

the fundamental quaternion equation of Spherical Trigonometry. As the left member of (2) reverses the direction of any vector it operates upon, by causing it to revolve successively through the three angles of the triangle in a certain order, it is evident that the sum of the vector-angles of a spherical triangle, taken in a certain order, is equivalent to $\pi$.

If the radius of the sphere becomes infinitely long, the triangle ABC becomes plane, and $\gamma=\beta=a$. Consequently (2) becomes

$$
\gamma^{c \mathrm{c}} \beta^{c \mathrm{~B}} a^{c \Delta}=\gamma^{(\mathrm{A}+\mathrm{B}+\mathrm{C})}=-1=\gamma^{\mathrm{cm}}
$$

Therefore,

$$
\mathrm{A}+\mathrm{B}+\mathrm{C}=\pi \quad \text { (Dr. Odstrčil). }
$$

$147^{\circ}$. Reverting to (1) of $146^{\circ}$, $(\cos \mathrm{B}+\beta \sin \mathrm{B})(\cos \mathrm{A}+\alpha \sin \mathrm{A})=-\cos \mathrm{C}+\gamma \sin \mathrm{C}$, or,
$\cos A \cos B+\alpha \sin A \cos B+\beta \cos A \sin B+\beta a \sin A \sin B$

$$
\begin{equation*}
=-\cos C+\gamma \sin C \tag{1}
\end{equation*}
$$

Taking the scalars,

$$
\begin{align*}
\cos C & =-\cos A \cos B-\sin A \sin B \cdot S \beta a \\
\Rightarrow & =-\cos A \cos B+\sin A \sin B \cos c \ldots \tag{2}
\end{align*}
$$

another form of the fundamental equation of Spherical Trigonometry.
$148^{\circ}$. Taking the vectors of equation (1) of the last article, $\gamma \sin C=\alpha \sin A \cos B+\beta \cos A \sin B+\sin A \sin B . V \beta \alpha$ (1)

Let P be any point upon the sphere, and let T be the foot of the arcual perpendicular let fall from P upon AB ; PT being considered as positive when $P$ and $C$ lie upon the same side of AB , but negative otherwise. Then, dividing each term of (1) by $\rho=\overline{\mathrm{OP}}$, and taking scalars,
$\sin A \sin B \sin c \sin P T$
$=\sin C \cos P C-\sin A \cos B \cos P A-\cos A \sin B \cos P B \quad(B)$ If P coincide with $B$,

$$
\sin \mathrm{C} \cos a=\cos \mathrm{A} \sin \mathrm{~B}+\sin \mathrm{A} \cos \mathrm{~B} \cos c
$$

$149^{\circ}$. Let Q be the centre of the small circle circumscribing the triangle ABC ; let $\overparen{\mathrm{QA}}=\overparen{\mathrm{QB}}=\overparen{\mathrm{QC}}=\mathrm{R}$; and let QT be the arcual perpendicular from $Q$ upon $A B$. Let the spherical excess be $E$, and $A+B+C=2 S$; so that

$$
2 S=A+B+C=\pi+E
$$

Then, if the point $P$, equation ( $B$ ), coincide with $Q$, that equation becomes
$\sin A \sin B \sin c \sin Q T$
$=\sin C \sin Q C-\sin A \cos B \cos Q A-\cos A \sin B \cos Q B$ (1) Since $Q A=Q B=Q C$, it is easy to see that $2 \angle \mathrm{QBT}=\mathrm{A}+\mathrm{B}-\mathrm{C}=2(\mathrm{~S}-\mathrm{C})$, and $\angle \mathrm{QBT}=\mathrm{S}-\mathrm{C}$; and since BTQ is a right-angled triangle, we have, by (4) of $143^{\circ}$,

$$
\sin \mathrm{QT}=\sin \mathrm{R} \sin \mathrm{QBT}=\sin \mathrm{R} \sin (\mathrm{~S}-\mathrm{C})
$$

Also the right member of equation (1) is

$$
\begin{aligned}
\cos R\{\sin \mathrm{C}-\sin (\mathrm{A}+\mathrm{B})\} & =\cos \mathrm{R}\left\{-2 \cos \frac{\pi+\mathrm{E}}{2} \sin (\mathrm{~S}-\mathrm{C})\right\} \\
" & =2 \cos \mathrm{R} \sin \frac{1}{2} \mathrm{E} \sin (\mathrm{~S}-\mathrm{C}) .
\end{aligned}
$$

Therefore equation (1) becomes
$\sin \mathrm{A} \sin \mathrm{B} \sin c \sin \mathrm{R} \sin (\mathrm{S}-\mathrm{C})=2 \cos \mathrm{R} \sin \frac{1}{2} \mathrm{E} \sin (\mathrm{S}-\mathrm{C})$
and

$$
\begin{equation*}
\cot \mathrm{R}=\frac{\sin \mathrm{A} \sin \mathrm{~B} \sin c}{2 \sin \frac{1}{2} \mathrm{E}} . \tag{2}
\end{equation*}
$$

$150^{\circ}$. Let $\mathrm{CC}^{\prime}$ be a perpendicular from C upon the plane AOB ; to find $\gamma^{\prime}=\mathrm{OC}^{\prime}$, the orthogonal projection of $\gamma$ upon that plane.

$$
\gamma^{\prime}=\gamma-\overline{\mathrm{C}^{\prime} \mathrm{C}}=\gamma+\lambda \sin \mathrm{COB} .
$$

But $\quad \sin \mathrm{COB}=\sin \mathrm{CP}_{3}=\sin a \sin \mathrm{~B}$, (5) of $143^{\circ}$.
Therefore, substituting for $\gamma$ its value in equation (1) of $148^{\circ}$, we have

$$
\begin{align*}
\gamma^{\prime} & =\frac{a \sin A \cos B+\beta \cos A \sin B-\lambda \sin A \sin B \sin C}{\sin O}+\frac{\lambda \sin c \sin a \sin B}{\sin c} \\
\prime & =\frac{a \sin A \cos B+\beta \cos A \sin B}{\sin O} \cdot \cdot \cdot \cdot \cdot \tag{1}
\end{align*}
$$

$151^{\circ}$. The three arcual perpendiculars, $\mathrm{AP}_{1}, \mathrm{BP}_{2}, \mathrm{CP}_{3}$, let fall from the corners of a spherical triangle upon the opposite sides are concurrent.
$\mathrm{CP}_{3}$ and $\mathrm{AP}_{1}$ must intersect in some point $\mathrm{P}, \mathrm{OP}$ being consequently the line of intersection of the planes $\mathrm{COP}_{3}$ and $\mathrm{AOP}_{1}$. Draw $\mathrm{OP}_{3}=\rho_{3}$ and $\overline{\mathrm{OP}}_{1}=\rho_{1}$. Then, $\gamma^{\prime}$, the orthogonal projection of $\gamma$ on the plane AOB, and $\alpha^{\prime}$, the orthogonal projection of $a$ on the plane BOC, lie respectively along $\rho_{3}$ and $\rho_{1}$. Let $\rho_{3}=y \gamma^{\prime}, \rho_{1}=z a^{\prime}$; and let L, M, N be respectively the positive poles of $\mathrm{AB}, \mathrm{BC}, \mathrm{AC}$. Then, by $79^{\circ}$,

$$
x \widehat{\mathrm{O}}=\mathrm{V} \cdot \mathrm{~V}_{\gamma \rho_{3}} \mathrm{~V}_{\rho_{1} \alpha} .
$$

$\mathrm{V}_{\gamma \rho_{3}}=y \mathrm{~V}_{\gamma \gamma^{\prime}}=\left((1)\right.$ of $\left.150^{\circ}\right) y \frac{\mathrm{~V} \gamma \alpha \sin \mathrm{~A} \cos \mathrm{~B}+\mathrm{V}_{\gamma \beta} \cos \mathrm{A} \sin \mathrm{B}}{\sin \mathrm{C}}$

$$
\begin{gather*}
"=-\frac{y \cos \mathrm{~A} \cos \mathrm{~B}}{\sin \mathrm{C}}(\mu \tan \mathrm{~B}+\nu \tan \mathrm{A}) \cdot . \cdot(1) \\
\mathrm{V}_{\rho_{1} a}=z \mathrm{~V}_{a^{\prime} a}=z \frac{\mathrm{~V} \beta a \sin \mathrm{~B} \cos \mathrm{C}+\mathrm{V}_{\gamma \alpha} \cos \mathrm{B} \sin \mathrm{C}}{\sin \mathrm{~A}} \\
, ;=-\frac{z \cos \mathrm{~B} \cos \mathrm{C}}{\sin \mathrm{~A}}(\nu \tan \mathrm{C}+\lambda \tan \mathrm{B}) . . .(2) \tag{2}
\end{gather*}
$$

Therefore, (1) and (2),

$$
\text { V. } \begin{aligned}
\nabla_{\gamma \rho_{s}} \nabla \rho_{1} \alpha & =\frac{y z \cos \mathrm{~A} \cos ^{2} \mathrm{~B} \cos \mathrm{O}}{\sin \mathrm{O} \sin \mathrm{~A}}\left(\mu \nu \tan \mathrm{~B} \tan \mathrm{O}+\mu \lambda \tan ^{2} \mathrm{~B}+\nu \lambda \tan \mathrm{A} \tan \mathrm{~B}\right) \\
n \quad & =\frac{1}{2} y z \cot \mathrm{~A} \sin 2 \mathrm{~B} \cot \mathrm{O}(\alpha \tan \mathrm{~A}+\beta \tan \mathrm{B}+\gamma \tan \mathrm{C})=x \overline{\mathrm{OP}} ;
\end{aligned}
$$

or, putting $p$ for $\frac{y z \cot A \sin 2 B \cot \mathrm{C}}{2 x}$,

$$
\overline{\mathrm{OP}}=p(\alpha \tan \mathrm{~A}+\beta \tan \mathrm{B}+\gamma \tan \mathrm{C})
$$

If the expressions for the vectors along the lines of intersection of the planes $\mathrm{AOP}_{1}$ and $\mathrm{BOP}_{2}, \mathrm{BOP}_{2}$ and $\mathrm{COP}_{3}$, be worked out, they will be found to be of the form :

$$
\begin{aligned}
& \mathrm{OQ}=q(a \tan \mathrm{~A}+\beta \tan \mathrm{B}+\gamma \tan \mathrm{C}) \\
& \overline{\mathrm{OR}}=r(a \tan \mathrm{~A}+\beta \tan \mathrm{B}+\gamma \tan \mathrm{C})
\end{aligned}
$$

Therefore, $p, q, r$ being scalars, $\overline{\mathrm{OP}}, \overline{\mathrm{OQ}}, \overline{\mathrm{OR}}$ are parallel ; and, consequently, the terms of their unit-vectors coincide. Therefore the three altitudes, which pass through the terms of these unit-vectors, are concurrent.
$152^{\circ}$. What is the geometric signification of the symbol $\beta a^{-1} \gamma$, when $a, \beta, \gamma$ are vectors drawn from the centre of a unit-sphere to the corners of a spherical triangle, ABC? Let the sides, as usual, be $a, b, c$, and let

$$
\left.\begin{array}{l}
\cos a=\mathrm{S} \gamma \beta^{-1}=-\mathrm{S} \beta \gamma=l  \tag{1}\\
\cos b=\mathrm{S} a \gamma^{-1}=-\mathrm{S} \gamma a=m \\
\cos c=\mathrm{S} \beta a^{-1}=-\mathrm{S} a \beta=n
\end{array}\right\} .
$$

Let it be supposed that $l, m, n$ are each greater than zero, or that each side of the triangle is less than a quadrant.

Let $\delta, \epsilon, \zeta$ be three vectors, such that

$$
\left.\begin{array}{l}
\delta=\mathrm{V} \beta a^{-1} \gamma=\mathrm{V} \gamma a^{-1} \beta \\
\epsilon=\mathrm{V} \gamma \beta^{-1} a=\mathrm{V} a \beta^{-1} \gamma  \tag{2}\\
\zeta=\mathrm{V} a \gamma^{-1} \beta=\mathrm{V} \beta \gamma^{-1} a
\end{array}\right\}
$$

Then, $78^{\circ}$,

$$
\begin{aligned}
\mathrm{V} \beta a^{-1} \gamma & =\beta \mathrm{S} a^{-1} \gamma-a^{-1} \mathrm{~S} \beta \gamma+\gamma \mathrm{S} \beta a^{-1} \\
" \quad & =a \mathrm{~S} \beta \gamma-\beta \mathrm{S} \gamma a-\gamma \mathrm{S} a \beta, \text { since } a \text { is unit-vector, } \\
" \quad & =m \beta+n \gamma-l a
\end{aligned}
$$

and similarly for $\mathrm{V} \gamma \beta^{-1} a$ and $\mathrm{Va}^{-1} \beta$.
Hence,

$$
\left.\begin{array}{l}
\delta=m \beta+n \gamma-l \alpha  \tag{3}\\
\epsilon=n \gamma+l a-m \beta, \\
\zeta=l \alpha+m \beta-n \gamma .
\end{array}\right\}
$$

To find the lengths of these vectors,
$\dot{c}^{2}=-\mathrm{T}^{2} \delta=(m \beta+n \gamma-l a)^{2}=-\left(l^{2}+m^{2}+n^{2}-2 l m n\right)$.
It will be found that $\epsilon^{2}$ and $\zeta^{2}$ have each the same value.
Therefore,
$\mathrm{T} \delta=\mathrm{T} \epsilon=\mathrm{T} \zeta=\sqrt{ }\left(l^{2}+m^{2}+n^{2}-2 l m n\right)=($ say $) t .$.
This common length, $t$, is less than unity. For, let

$$
v=\mathrm{S} a \beta \gamma=-\mathrm{S} a^{-1} \beta \gamma=\mathrm{S} \beta a^{-1} \gamma
$$

Then, since $t=\mathrm{T} \delta=\mathrm{TV} \beta \alpha^{-1} \gamma$, we have

$$
\begin{gathered}
t^{2}+v^{2}=\left(\mathrm{TV} \beta a^{-1} \gamma\right)^{2}+\left(\mathrm{S} \beta a^{-1} \gamma\right)^{2}=\left(\mathrm{S} \beta a^{-1} \gamma\right)^{2}-\left(\mathrm{V} \beta a^{-1} \gamma\right)^{2} \\
=\mathrm{T}^{2} \beta a^{-1} \gamma=1 .
\end{gathered}
$$

Now, $v$ is different from zero, because the three vectors are diplanar. Therefore $t<1$.

Dividing the three vectors by their tensor, $t$, we obtain three unit-vectors :

$$
\overline{\mathrm{OD}}=t^{-1} \delta=\mathrm{U} \delta ; \overline{\mathrm{OE}}=t^{-1} \epsilon=\mathrm{U} \epsilon ; \overline{\mathrm{OF}}=t^{-1} \zeta=\mathrm{U} \zeta
$$

whose terms are the corners of a new triangle, DEF, upon the sphere.

We have now to inquire what relation this new triangle bears to the original triangle, ABC.
By (3),

$$
\begin{gathered}
\epsilon+\zeta=2 l a \\
l^{-1} \epsilon+l^{-1} \zeta=2 a
\end{gathered}
$$

Therefore,
$\overline{\mathrm{OA}}$ bisects the angle between the unit-vectors $\overline{\mathrm{OE}}$ and $\overline{\mathrm{OF}}$. Consequently, the point
A lies upon and bisects EF.

Similarly,

$$
\begin{array}{llllll}
\mathrm{B} & " & " & " & \pi & \overparen{\mathrm{FD}} \\
\mathrm{C} & " & " & " & " & \overparen{D E} .
\end{array}
$$

Fig. 33 shows the two triangles.
To establish a relation between the sides of the two triangles, let

$$
\mathrm{EF}=2 a^{\prime} ; \mathrm{FD}=2 b^{\prime} ; \mathrm{DE}=2 c^{\prime}
$$

Then

$$
t \mathrm{U}_{\epsilon}+t \mathrm{U} \zeta=\epsilon+\zeta=2 l a=2 a \cos a,(1)
$$

Dividing across by $a$ and taking scalars,

$$
t\left(\mathrm{~S} \frac{\mathrm{U} \epsilon}{a}+\mathrm{S} \frac{\mathrm{U} \zeta}{a}\right)=2 \cos a
$$

But
therefore,

$$
\mathrm{S} \frac{\mathrm{U} \epsilon}{a}=\mathrm{S} \frac{\mathrm{U} \zeta}{a} \text {, since } \overparen{E F} \text { is bisected in } \mathrm{A} \text {; }
$$

$$
2 t \mathrm{~S} \frac{\mathrm{U}_{\epsilon}}{a}=2 \cos a ;
$$

Similarly,

$$
\left.\begin{array}{l}
\cos a=t \cos a^{\prime} \\
\cos b=t \cos b^{\prime}  \tag{5}\\
\cos c=t \cos c^{\prime}
\end{array}\right\}
$$

To establish a relation between $\alpha, \beta . . \epsilon, \zeta$. From the equality of the angles $\mathrm{EOA}, \mathrm{AOF}, \& c$., we have at once

$$
\begin{equation*}
a \epsilon=\zeta \alpha ; \beta \zeta=\delta \beta ; \gamma \delta=\epsilon \gamma \tag{6}
\end{equation*}
$$

If we write the first equation as $\epsilon \alpha=a \zeta, 41^{\circ}$, and multiply both sides into $\alpha^{-1}$, we get

$$
\epsilon=a \zeta a^{-1} ;
$$

a confirmation of $97^{\circ}$.
Had we multiplied by $a^{-1}$, instead of into $a^{-1}$, $\zeta=a^{-1} \epsilon \alpha$.
From the second equation of (6), multiplied into $\beta^{-1}$,

$$
\delta=\beta \zeta \beta^{-1}
$$

Substituting the above value of $\zeta$,

$$
\begin{equation*}
\delta=\beta \alpha^{-1} \epsilon \alpha \beta^{-1}=\frac{\beta}{\alpha} \epsilon \frac{\alpha}{\beta}=q \epsilon q^{1} . \tag{7}
\end{equation*}
$$

Consequently, $\delta$ is generated by the conical rotation of $\epsilon$ round the axis of $q$, or $\beta \alpha^{-1}$, through $2 \angle q, 75^{\circ}$. A geometric illus-


FIg. 33. tration of (7) will presently be given.

Fig. 33 is the orthographic projection of a sphere upon a tangent plane at C. Consequently, C is the certre of the circle $K L . ~ O$ is not seen, because the projection of OC upon the tangent plane is the point $C$.

Let us introduce a new vector,
$\lambda=l \alpha-m \beta=\frac{1}{2}(\epsilon-\delta),(3)$.
S. $\gamma \times . \quad 2 \mathrm{~S} \gamma \lambda=\mathrm{S} \boldsymbol{\gamma} \boldsymbol{\epsilon}-\mathrm{S} \gamma \delta=$ (2) $\mathrm{S} \gamma \mathrm{V} \alpha \beta^{-1} \gamma-\mathrm{S} \gamma \mathrm{V} \beta \alpha^{-1} \gamma$

$$
\begin{align*}
& "=S \gamma a \beta^{-1} \gamma-S \gamma \beta a^{-1} \gamma=\gamma^{2} S a \beta^{-1}-\gamma^{2} S \beta a^{-1}  \tag{8}\\
& "=\gamma^{2}\left(S a \beta^{-1}-S a \beta^{-1}\right)=0
\end{align*}
$$

Therefore $\gamma \perp \lambda$; and if $L$ be the term of the unit-vector of $\lambda$, or if $\mathrm{OL}=\mathrm{U} \lambda$,

$$
\begin{equation*}
\overparen{\mathrm{CL}}=\frac{\pi}{2} \tag{9}
\end{equation*}
$$

The point L lies to the right of EF, as shown in fig. 33, because (by definition, (8)) $2 \lambda$ is the diagonal of the parallelogram of which $\epsilon$ and $-\delta$ are the coinitial sides.
$\lambda$ lies in the plane OAB , because, by definition, $\lambda=l a-m \beta$;

> ODE,
$\lambda=\frac{1}{2}(\epsilon-\delta) ;$ therefore" $\lambda$ lies along the intersection of the planes OAB and ODE; or, $L$ is the point in which the arcs BA and DE produced meet. The arcs $A B$ and ED produced meet in $L^{\prime}$, the point upon the sphere diametrically opposite to $L$; and $\mathrm{CL}^{\prime}$ is a quadrant.

To find $T \lambda$ :

$$
\begin{aligned}
\lambda^{2} & =(l a-m \beta)^{2} \\
\mathrm{~T}^{2} \lambda & =l^{2}+m^{2}-2 l m n=t^{2}-n^{2}
\end{aligned}
$$

But, (5),

$$
t^{2}=\frac{\cos ^{2} c}{\cos ^{2} c^{\prime}} ; n^{2}=\mathrm{S}^{2} \alpha \beta=\cos ^{2} c ;
$$

therefore,

$$
\begin{align*}
\mathrm{T}^{2} \lambda & =\frac{\cos ^{2} c}{\cos ^{2} c^{\prime}}-\cos ^{2} c=\frac{\cos ^{2} c \sin ^{2} c^{\prime}}{\cos ^{2} c^{\prime}}=t^{2} \sin ^{2} c^{\prime} \\
\mathrm{T} \lambda & =\sqrt{ }\left(t^{2}-n^{2}\right)=t \sin c^{\prime} . \quad . . . \tag{10}
\end{align*}
$$

Let $P$ be the positive pole of $B A$, and let the ares drawn from $P$ to $D, E, F$ cut the great circle through $B$ and $A$ in R, S, T. Then, since ED and EF are bisected respectively in $B$ and $A$, and since the angles at $R, S, T$ are right angles, from a comparison of the triangles BDR and BFT, TFA and ASE, we find that

Also,

$$
\begin{gather*}
\mathrm{RB}=\mathrm{BT} ; \mathrm{AS}=\mathrm{TA} \\
\mathrm{RB}+\mathrm{AS}=\mathrm{BA} ; \mathrm{RS}=2 \mathrm{BA} \tag{11}
\end{gather*}
$$

consequently,

$$
\mathrm{DR}=\mathrm{FT}=\mathrm{ES}
$$

$$
\begin{equation*}
\mathrm{PD}=\mathrm{PE} \tag{12}
\end{equation*}
$$

Let $\mathrm{F}^{\prime}$ be the point upon the sphere diametrically opposite to $F$, and join the two points by the arc of a great circle passing through $P$. Then

$$
\begin{equation*}
\mathrm{PF}^{\prime}=\pi-\mathrm{PF}=\pi-\left(\frac{\pi}{2}+\mathrm{FT}\right)=\frac{\pi}{2}-\mathrm{DR}=\mathrm{PD} . \tag{13}
\end{equation*}
$$

We can now illustrate equation (7) geometrically. Since •

$$
\mathrm{PF}^{\prime}=\mathrm{PD}=\mathrm{PE},
$$

P may be regarded as the interior pole of a small circle passing through $\mathrm{D}, \mathrm{E}, \mathrm{F}^{\prime}$. Let OE revolve conically round OP , its term moving negatively round the circumference of this small circle. When OE becomes coincident with OD, $E$ will have revolved through an arc which, measured on the great circle through B and A, is

$$
\mathrm{SR}=2 \mathrm{AB}
$$

Or, if $P^{\prime}$ be the positive pole of $A B, O D$ is the result of the positive conical rotation of OE round $\mathrm{OP}^{\prime}$, the axis of $\beta \alpha^{-1}$, through $2 \angle \mathrm{AOB}=2 \angle \beta a^{-1}$. Hence,

$$
\delta=\beta a^{-1}(\epsilon) a \beta^{-1} .
$$

Let the arc of a great circle passing through $P$ and $C$ cut RS in $Q$. Then, from the equality of the triangles PDC, PCE, the angles at C are right angles. Therefore, if PQ be produced both ways, it will meet the great circle of which C is a pole in two points, $\mathrm{K}, \mathrm{K}$ ', which are respectively the negative and positive poles of $\overparen{D E}$.
Since $\angle D P C=\angle C P E$, RS is bisected in $Q$, and

$$
\begin{equation*}
\mathrm{QR}=\frac{1}{2} \mathrm{SR}=\mathrm{AB} \tag{14}
\end{equation*}
$$

Finally, since the angles at C are right, and LC is a quadrant (9), $L$ is the positive pole of CQ, and

$$
\begin{equation*}
\overparen{L Q}=\frac{\pi}{2} \tag{15}
\end{equation*}
$$

$L^{\prime}$ is the negative pole of $C Q$.
Let two new points, $M$ and $N$, be now determined by the conditions,

$$
\left.\begin{array}{c}
\mathrm{LM}=\mathrm{AB}=\mathrm{QR}  \tag{16}\\
\mathrm{LN}=\mathrm{CD}
\end{array}\right\}
$$

Then, since LC and LQ are quadrants, ND and MR are also quadrants. Also, since the angle at $R$ is a right angle, $M$ is the pole of RD and MD is a quadrant. But DK is also a
quadrant. Therefore $D$ is the pole of KMN, and $\angle$ LNM is a right angle. Hence, fig. 33, if

$$
\begin{align*}
\mathrm{U}_{\kappa} & =\overline{\mathrm{OK}, \mathrm{U} \lambda=\overline{\mathrm{OL}}, \mathrm{U} \mu=\overline{\mathrm{OM}} ;} \\
\frac{\beta}{\alpha} & =\beta a^{-1}=\frac{\mathrm{U} \mu}{\mathrm{U} \lambda} ; \gamma=\frac{\mathrm{U} \lambda}{\mathrm{U}_{\kappa}} ; . \tag{17}
\end{align*}
$$

therefore,

$$
\begin{equation*}
\beta \alpha^{-1} \gamma=\frac{U_{\mu}}{U_{\kappa}} \tag{18}
\end{equation*}
$$

The symbol $\beta \alpha^{-1} \gamma$, therefore, represents a versor whose representative arc is KM, whose angle is KDM, and whose axis is OD.

Since

$$
\angle \mathrm{MDR}=\frac{\pi}{2}=\angle \mathrm{L}^{\prime} \mathrm{DK}
$$

we have

$$
\begin{equation*}
\angle \mathrm{KDM}=\angle \mathrm{L}^{\prime} \mathrm{DR}=\angle \mathrm{EDP} \tag{19}
\end{equation*}
$$

We may therefore write,

$$
\begin{equation*}
\beta \alpha^{-1} \gamma=\cos \mathrm{EDP}+\overline{\mathrm{OD}} \sin \mathrm{EDP} \tag{20}
\end{equation*}
$$

$153^{\circ}$. To investigate an expression for the area of a spherical triangle.

Since $\mathbf{F}$ and $\mathbf{F}^{\prime}$ are diametrically opposite points, every great circle which passes through the one passes through the other. If, therefore, the arcs FD and FE be produced, as shown in fig. 33, they will both pass through $\mathbf{F}^{\prime}$.

It has just been shown that

$$
\angle \mathrm{LDR}=\angle \mathrm{EDP}=\angle \mathrm{DEP}
$$

therefore, $\quad 2 \mathrm{~L}^{\prime} \mathrm{DR}=\mathrm{EDP}+\mathrm{DEP} . \quad$. . . . $(a)$
But, since $\quad \mathrm{PD}=\mathrm{PE}=\mathrm{PF}^{\prime}$,
we have $\quad \angle \mathrm{PDF}^{\prime}+\angle \mathrm{PEF}^{\prime}=\angle \mathrm{DF}^{\prime} \mathrm{E}=\angle \mathrm{F}^{\prime}$,
or, $\quad \mathrm{PDF}^{\prime}+\mathrm{PEF}-\mathrm{F}^{\prime}=0$.
Adding this null quantity to the right member of (a),

$$
2 \mathrm{~L}^{\prime} \mathrm{DR}=\left(\mathrm{EDP}+\mathrm{PDF}^{\prime}\right)+\left(\mathrm{DEP}+\mathrm{PEF}^{\prime}\right)-\mathrm{F}^{\prime} ;
$$

or, since $\angle \mathrm{F}^{\prime}=\angle \mathrm{F}$,

$$
\begin{aligned}
2 \mathrm{~L}^{\prime} \mathrm{DR} & =\mathrm{EDF}^{\prime}+\mathrm{DEF}^{\prime}-\mathrm{F} \\
\prime \prime & =(\pi-\mathrm{D})+(\pi-\mathrm{E})-\mathrm{F}=2 \pi-(\mathrm{D}+\mathrm{E}+\mathrm{F})
\end{aligned}
$$

Therefore,

$$
\angle \beta \alpha^{-1} \gamma=\mathrm{EDP}=\mathrm{L}^{\prime} \mathrm{DI}=\pi-\frac{1}{2}(\mathrm{D}+\mathrm{E}+\mathrm{F})
$$

Now, since the radius of the sphere is unity,
Area of DEF $=$ Spherical Excess $=(\mathrm{D}+\mathrm{E}+\mathrm{F})-\pi=\mathrm{E}$.
[N.B.-The two E's have different meanings, the first denoting one of the angles of the triangle, the second denoting the spherical excess. It is with the latter only that we deal in what follows.]
Therefore, $\quad \angle \beta a^{-1} \gamma=L^{\prime} \mathrm{DR}=\frac{1}{2} \pi-\frac{1}{2} \mathrm{E}$,
and, (20) of $152^{\circ}, \beta a^{-1} \gamma=\sin \frac{1}{2} \mathrm{E}+\mathrm{U} \delta \cos \frac{1}{2} \mathrm{E}$
Now,

$$
\begin{equation*}
\beta a^{-1} \gamma=\mathrm{S} \beta \alpha^{-1} \gamma+\mathrm{V} \beta a^{-1} \gamma \tag{1}
\end{equation*}
$$

and, introducing the notation of $152^{\circ}$,

$$
\begin{aligned}
& \mathrm{S} \beta \alpha^{-1} \gamma=\mathrm{S} \alpha \beta \gamma=v, \\
& \mathrm{~V} \beta \alpha^{-1} \gamma=\mathrm{TV} \beta \alpha^{-1} \gamma . \mathrm{UV} \beta \alpha^{-1} \gamma=t \mathrm{U} \delta, 152^{\circ}(4) \text { and (2). }
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\beta a^{-1} \gamma=v+t \mathrm{U} \delta \tag{2}
\end{equation*}
$$

Equating the scalar and vector parts of (1) and (2),

$$
\begin{align*}
& \cos \frac{1}{2} \mathrm{E}=t  \tag{3}\\
& \sin \frac{1}{2} \mathrm{E}=v .
\end{align*}
$$

But $v$, or $\mathrm{S} \alpha \beta \gamma$, is positive or negative according as rotation from $\alpha$ to $\beta$ round $\gamma$ is negative or positive, $95^{\circ}$. In general, therefore,

$$
\begin{equation*}
\sin \frac{1}{2} \mathrm{E}= \pm v= \pm \mathrm{Sa} \beta \gamma \tag{4}
\end{equation*}
$$

This equation is the quaternion expression for Keogh's theorem : The sine of half the spherical excess is the volume of the parallelopiped, the three edges of which are the radii drawn from the centre of the sphere to the middle points of the sides of the triangle (DEF).

Bearing in mind that by $152^{\circ}(3)$,

$$
\left.\begin{array}{l}
\alpha=\frac{1}{2} l^{-1}(\epsilon+\zeta),  \tag{5}\\
\beta=\frac{1}{2} m^{-1}(\zeta+\delta), \\
\gamma=\frac{1}{2} n^{-1}(\delta+\epsilon) ;
\end{array}\right\}
$$

we have, (4),
$\sin \frac{1}{2} \mathrm{E}=\mathrm{S} \alpha \beta \gamma=\frac{\mathrm{S}(\epsilon+\zeta)(\zeta+\delta)(\delta+\epsilon)}{8 \operatorname{lm} n}=\frac{S \delta \epsilon \zeta}{4 \ln n}$,
and, (3),

$$
\begin{equation*}
\cdot \cos \frac{1}{2} \mathrm{E}=\frac{4 l m n}{4 l m n} t \tag{6}
\end{equation*}
$$

therefore,

$$
\begin{equation*}
\tan \frac{1}{2} \mathrm{E}=\frac{\mathrm{S} \delta \epsilon \zeta}{4 l m n t} \tag{i}
\end{equation*}
$$

But, since

$$
m=-\mathrm{S} \gamma \alpha,(1) \text { of } 152^{\circ},
$$

$$
\begin{aligned}
4 l m n & =-4 n l \mathrm{~S} \gamma \alpha=-\mathrm{S}(2 n \gamma .2 l \alpha)=-\mathrm{S}(\delta+\epsilon)(\epsilon+\zeta), \text { by }(5), \\
" & =-\mathrm{S}\left(\epsilon^{2}+\epsilon \zeta+\zeta \delta+\delta \epsilon\right)=t^{2}-\mathrm{S}(\epsilon \zeta+\zeta \delta+\delta \epsilon), \text { by }(4) \text { of } 152^{\circ} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\tan \frac{1}{2} \mathrm{E} & =\frac{\mathrm{S} \delta \epsilon \zeta}{4 l m n t}=\frac{\mathrm{S} \delta \epsilon \zeta}{t^{3}-t \mathrm{~S}(\epsilon \zeta+\zeta \delta+\delta \epsilon)}  \tag{9}\\
" \quad & =\frac{\mathrm{SU} \delta \epsilon \zeta}{1-\mathrm{SU} \epsilon \zeta-\mathrm{SU} \zeta \delta-\mathrm{SU} \delta \epsilon} . \tag{10}
\end{align*}
$$

a general expression for the tangent of half the spherical opening at $O$ of any triangular pyramid, ODEF, whatever be the lengths of its edges, $T \delta, T \epsilon, T \zeta$.

Applying equation (9) to the triangle ABC , we have at once,

$$
\begin{equation*}
\tan \frac{1}{2} \mathrm{E}=\frac{\mathrm{S} \alpha \beta \gamma}{1-\mathrm{S} \beta \gamma-\mathrm{S} \gamma-\mathrm{S} \alpha \beta}=\frac{\sin a \sin b \sin \mathrm{C}}{1+\cos a+\cos b+\cos \mathrm{c}}, \text { by (4) of } 143^{\circ} \ldots . \tag{11}
\end{equation*}
$$

$154^{\circ}$. In (20) of $152^{\circ}$ we obtained a versor whose angle was half the area of the triangle DEF, (1) of $153^{\circ}$. To obtain a versor whose angle is the area of this triangle, we have only to take the negative square of equation (1) of $153^{\circ}$. Then
or,

$$
\begin{align*}
-\left(\beta a^{-1} \gamma\right)^{2} & =-\left(\sin \frac{1}{2} \mathrm{E}+\mathrm{U} \delta \cos \frac{1}{2} \mathrm{E}\right)^{2} \\
\beta \dot{1} \frac{\alpha}{\beta} & =\cos \mathrm{E}-\mathrm{U} \delta \sin \mathrm{E} . \tag{1}
\end{align*}
$$

Articles $152^{\circ}, 153^{\circ}, 154^{\circ}$ are almost entirely from Hamilton.
$155^{\circ}$. The Chordal Triangle of a spherical triangle is the plane triangle formed by joining its corners by corcls of the sphere.

Let ABC be a spherical triangle such that

$$
\angle \mathrm{C}=\angle \mathrm{A}+\angle \mathrm{B} ;
$$

then the chordal triangle is right-angled at C .
For, draw an are of a great circle from C , cutting $\overparen{A B}$ in $D$, so that

$$
\angle \mathrm{DAC}=\angle \mathrm{DCA}
$$

Then, with the usual notation for a spherical triang'e, but calling the three equal ares, $\mathrm{DA}, \mathrm{DB}, \mathrm{DC}, t$, we have

$$
1+\cos 2 t=2 \cos ^{2} t
$$

and

$$
0=\sin ^{2} t(\cos C D B+\cos C D A) ;
$$

adding,

$$
\begin{array}{r}
1+\cos 2 t=\left(\cos ^{2} t+\sin ^{2} t \cos \mathrm{CDB}\right)+\left(\cos ^{2} t+\sin ^{2} t \cos \mathrm{CDA}\right) \\
\quad=\cos a+\cos b, 141^{\circ},(3) ; \\
-\cos 2 t+\cos a+\cos b=1=\mathrm{OC}^{2}=-\gamma^{2} ; \\
\mathrm{S} \alpha-\mathrm{S} ; 2 \gamma-\mathrm{S} \gamma \alpha+\gamma^{2}=0 ; \\
\mathrm{S}(\alpha-\gamma)(\beta-\gamma)=0 ;
\end{array}
$$

therefore,

$$
\text { (chord) } \mathrm{CA} \perp \text { (chord) } \mathrm{CB}
$$

and the chordal triangle is right-angled at $C$.
$156^{\circ}$. To find the angle at which two opposite sides of a spherical quadrilateral meet when produced, in terms of the sides and diagonals (Gauss).

Let ABDE, fig. 33, be the quadrilateral, and let BA and DE produced meet in L. Let $\theta$ be the angle between $\sigma$ and $\tau$, the axes respectively of $\beta a$ and $\epsilon$; the angle between the planes $O A B$ and ODE, that is, the angle at L, being consequently $(\pi-\theta)$. Then, $84^{\circ}$,

$$
\begin{aligned}
& \mathrm{S} \cdot \mathrm{~V} \beta a \mathrm{~V} \epsilon \delta=\mathrm{S} \beta \delta \mathrm{~S} a \epsilon-\mathrm{S} / \beta \epsilon \mathrm{S} \alpha \delta \\
= & \cos \mathrm{BD} \cos \mathrm{EA}-\cos \mathrm{BE} \cos \mathrm{DA} .
\end{aligned}
$$

Now,

$$
\mathrm{V}_{\beta}{ }^{3} \alpha=\sigma \sin \mathrm{AB} ; \mathrm{V} \epsilon \delta=\tau \sin \mathrm{DE} ;
$$

therefore,

$$
\mathrm{S} . \mathrm{V} \beta a \mathrm{~V} \epsilon \delta=\sin \mathrm{AB} \sin \mathrm{DE} . \mathrm{S} \sigma \tau
$$

$$
\begin{array}{llll}
" & = & " & \# \\
" & =\cos (\pi-\theta) \\
" & " & \cdot \cos \mathrm{~L} .
\end{array}
$$

Therefore,

$$
\cos L=\frac{\cos B D \cos E A-\cos B E \cos D A}{\sin A B \sin D E}
$$

## Section 3

## The Triangle

$157^{\circ}$. The sum of the angles of a plane triangle is $\pi$. Let $\epsilon$ be a unit-vector at C, fig. 31, $\perp$ the plane of the triangle $A B C$, such that rotation round it from $U a$ to $U \beta$ is positive ; let $\angle \mathrm{BAD}=\mathrm{A}^{\prime}, \angle \mathrm{CBE}=\mathrm{B}^{\prime}, \angle \mathrm{ACF}=\mathrm{C}^{\prime}$. Then

$$
\begin{aligned}
& \epsilon^{{ }^{c C^{\prime}} \mathrm{U}} \mathbf{\alpha}=\mathrm{U} \beta, \\
& \epsilon^{c A^{\prime}} \epsilon^{c C^{\prime}} U \alpha=\epsilon^{c A^{\prime}} U \beta=U \gamma,
\end{aligned}
$$

$$
\begin{aligned}
& \left.\epsilon^{c \cdot 3^{\prime}} \epsilon^{c \cdot A} \epsilon^{c C^{\prime}}=\epsilon^{c\left(A^{\prime}+B^{\prime}+\mathrm{C}^{\prime}\right)}=1=\epsilon^{c} 2 n n\right),
\end{aligned}
$$

where $n$ is an integer.

Now, during the triple operation of version represented by $\epsilon^{c\left(A^{\prime}+B^{\prime}+C^{\prime}\right)}$, U $\alpha$ has evidently made one, and only one, complete revolution of a circle. Therefore $n=1$, and
therefore,

$$
\epsilon^{c\left(\mathrm{~A}^{\prime}+\mathrm{B}^{\prime}+\mathrm{C}^{\prime}\right)}=\epsilon^{c(2 \pi)} ;
$$

$$
\mathrm{A}^{\prime}+\mathrm{B}^{\prime}+\mathrm{C}^{\prime}=2 \pi
$$

But

$$
\left(\mathrm{A}+\mathrm{A}^{\prime}\right)+\left(\mathrm{B}+\mathrm{B}^{\prime}\right)+\left(\mathrm{C}+\mathrm{C}^{\prime}\right)=3 \pi
$$

Therefore,

$$
\mathrm{A}+\mathrm{B}+\mathrm{C}=\pi
$$

$158^{\circ}$. The square on the hypotenuse of a right-angled triangle is the sum of the squares on the sides.

Let the hypotenuse $\overline{\mathrm{AB}}=\gamma, \overline{\mathrm{BC}}=a, \overline{\mathrm{CA}}=\beta$.
Then

$$
\begin{aligned}
-\gamma & =\alpha+\beta \\
\gamma^{2} & =(\alpha+\beta)^{2}=a^{2}+i^{2}+2 \mathrm{~S} a \beta \\
, & =a^{2}+\beta^{2}(\text { since } \mathrm{S} a \beta=0) .
\end{aligned}
$$

Therefore,

$$
\mathrm{AB}^{2}=\mathrm{BC}^{2}+\mathrm{CA}^{2}
$$

Given the base, the difference of the base angles, and the rectangle under the sides, to construct the triangle. Let A'PA, fig. 34, be the required triangle, $O$ being the middle point of the given base $\mathrm{A}^{\prime} \mathrm{A}$. Draw AB , making $\angle \mathrm{OAB}=$ given difference of base angles, and of such a length that $\mathrm{OA} . \mathrm{AB}=$ the given rectangle under the sides, A'P. PA. Draw $O B, O P$, and let

G. 3 t.

$$
\overline{\mathrm{OA}}=a, \overline{\mathrm{OB}}=\beta, \overline{\mathrm{OP}}=\rho
$$

The problem resolves itself into finding $\rho$.
Since $\mathrm{A}^{\prime} \mathrm{P} . \mathrm{PA}=\mathrm{OA} . \mathrm{AB}$,

$$
\mathrm{A}^{\prime} \mathbf{P}: \mathrm{A}^{\prime} \mathrm{O}=\mathrm{AB}: \mathrm{AP}
$$

Further, $\angle \mathrm{OA}^{\prime} \mathrm{P}=\angle \mathrm{PAB}$. Therefore, the triangles $\mathrm{OA}^{\prime} \mathrm{P}$, $P A B$ are similar, and

$$
\begin{gathered}
\frac{\rho+a}{a}=\frac{\beta-a}{\rho-a} \\
\frac{\rho+a}{a}(\rho-a)=\beta-a, \\
\frac{\rho+a}{a} \frac{\rho-a}{a}=\frac{\beta-a}{}, \\
\left(\frac{\rho}{a}+1\right)\left(\frac{\rho}{a}-1\right)= \\
\left(\frac{\rho}{a}\right)^{2}=\left(\frac{\rho}{a}+1\right)\left(\frac{\rho}{a}-1\right)+1=\frac{\beta-a}{a}+1=\frac{\beta}{a}
\end{gathered}
$$

Therefore $\rho$ bisects the angle between $\alpha$ and $\beta$, and $r^{2}=a b$, since $\rho^{2}=\frac{\beta}{\alpha} a^{2}$. Hence the construction. Bisect the given base $A^{\prime} A$ in $O$; draw $A B$ making $\angle O A B=$ given difference of base angles, and of such a length that $\mathrm{OA} . \mathrm{AB}=$ given rectangle under the sides; and draw OB. Draw OP bisecting $\angle \mathrm{AOB}$, and of such a length that $\mathrm{OP}^{2}=\mathrm{OA} . \mathrm{AB}$. $P$ is the vertex of the sought triangle.

Since $( \pm \rho)^{2}=\beta \alpha$, there is another solution of the problem. Produce PO until $\mathrm{OP}^{\prime}=\mathrm{OP}$, and $\mathrm{P}^{\prime}$ will be the vertex of another triangle, $A \mathrm{P}^{\prime} \mathrm{A}^{\prime}$, which it is easy to show fulfils the given conditions.

The four points, $\mathrm{A}, \mathrm{P}, \mathrm{B}, \mathrm{P}^{\prime}$, are concyclic ; C , the centre of the circle passing through them, lying upon the circumcircle of the triangle AOB.

$$
\text { SECTION } 4
$$

The Circle
159 ${ }^{\circ}$. Let $\overline{\mathrm{OA}}=a, \overline{\mathrm{OB}}=\beta, \overline{\mathrm{OC}}=\gamma$, be any three vectors. Then,
therefore,

$$
\begin{aligned}
\mathrm{K} \frac{\beta}{a} & =\frac{\alpha^{-1}}{\beta^{-1}} \\
\mathbf{K} \frac{\beta}{\alpha} \pm 1 & =\frac{\alpha^{-1}}{\beta^{-1}} \pm 1
\end{aligned}
$$

But

$$
\begin{aligned}
& \mathrm{K} \frac{\beta}{\alpha} \pm 1=\mathrm{K} \frac{\beta \pm \alpha}{a}=\frac{a^{-1}}{(\beta \pm a)^{-1}} \\
& \frac{a^{-1}}{\beta^{-1}} \pm 1=\frac{a^{-1} \pm \beta^{-1}}{\beta^{-1}}
\end{aligned}
$$

and
therefore,

$$
\begin{equation*}
\frac{a^{-1} \pm \beta^{-1}}{\beta^{-1}}=\frac{a^{-1}}{(\beta \pm a)^{-1}} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\gamma^{-1} \pm \beta^{-1}}{\beta^{-1}}=\frac{\gamma^{-1}}{(\beta \pm \gamma)^{-1}} \tag{2}
\end{equation*}
$$

Adopting the negative signs, dividing (2) by (1), and taking the conjugates,

$$
\begin{align*}
\mathrm{K} \frac{\gamma^{-1}-\beta^{-1}}{a^{-1}-\beta^{-1}} & =\mathrm{K}\left(\frac{\gamma^{-1}}{(\beta-\gamma)^{-1}} \cdot \frac{(\beta-a)^{-1}}{a^{-1}}\right)=\mathrm{K} \frac{(\beta-a)^{-1}}{a^{-1}} \mathrm{~K} \frac{\gamma^{-1}}{(\beta-\gamma)^{-1}} \\
& =\frac{a}{\beta-a} \cdot \frac{\beta-\gamma}{\gamma}=\frac{a}{\beta-a} \cdot \frac{\gamma-\beta}{-\gamma}=\frac{\mathrm{OA}}{\mathrm{AB}} \cdot \mathrm{BC} \cdot \mathrm{CO} \tag{3}
\end{align*}
$$

whatever the vectors $a, \beta, \gamma$ may be.
Now, in Pt. I., $29^{\circ}$, it was defined that

$$
(\mathrm{OABC})=\frac{\mathrm{OA}}{\mathrm{AB}} \frac{\mathrm{BC}}{\mathrm{CO}}
$$

where $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathrm{C}$ are any four collinear points. Let $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathrm{C}$ now be $a n y$ four points, $\frac{\mathrm{OA}}{\mathrm{AB}}$ and $\frac{\mathrm{BC}}{\mathrm{CO}}$ being, consequently, quaternions.

Definition.

$$
\begin{equation*}
(O A B C)=\frac{O A}{A B} \frac{B C}{C O} \tag{4}
\end{equation*}
$$

is the Anharmonic Quaternion Function of the group of four points, $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathrm{C}$, or of the (plane or gauche) quadrilateral OABC (Hamilton).

We may therefore write equation (3) as,

$$
\begin{equation*}
\mathrm{K} \frac{\gamma^{-1}-\beta^{-1}}{\alpha^{-1}-\beta^{-1}}=(\mathrm{OABC}) \tag{5}
\end{equation*}
$$

If $\overline{\mathrm{OA}^{\prime}}, \overline{\mathrm{OB}^{\prime}}, \overline{\mathrm{OC}^{\prime}}$ be the reciprocals of $\overline{\mathrm{OA}}, \overline{\mathrm{OB}}, \overline{\mathrm{OC}}$, fig. 35 ,

$$
\begin{equation*}
(\mathrm{OABC})=\mathrm{K} \frac{\gamma^{-1}-\beta^{-1}}{\alpha^{-1}-\beta^{-1}}=\mathrm{K}^{\frac{B^{\prime} \mathrm{C}^{\prime}}{\mathrm{B}^{\prime} \mathrm{A}^{\prime}}} \tag{6}
\end{equation*}
$$

In the particular case when $\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime}$ are collinear, (OABC) is a negative scalar.
$160^{\circ}$. If $\overline{\mathrm{OA}^{\prime}}, \overline{\mathrm{OB}^{\prime}}$ be the reciprocals of any two vectors, $\overline{\mathrm{OA}}, \overline{\mathrm{OB}}$, fig. 35 , then $\mathrm{A}^{\prime} \mathrm{B}^{\prime} \| \mathrm{OT}$, the tangent at O to the circle passing through $\mathrm{O}, \mathrm{A}$ and B . For, by $96^{\circ}$,

$$
\begin{aligned}
& \begin{array}{l}
\overline{\mathrm{OT}}=\beta(a-\beta)(-a)=a^{2} \beta-b^{2} a . \\
\mathrm{B}^{\prime} \mathrm{A}^{\prime}=a^{-1}-\beta^{-1}=-\frac{\mathrm{Ua}}{\overline{\mathrm{~T} a}}+\frac{\mathrm{U} \beta}{\mathrm{~T} \beta}=\frac{1}{a^{2} b^{2}}\left(a^{2} \beta-b^{2} a\right) . \\
\overline{\mathrm{B}^{\prime} \mathrm{A}^{\prime} \| \overline{\mathrm{OT}} .}
\end{array} \\
& \text { Therefore, }
\end{aligned}
$$

If a circle be circumscribed to $\mathrm{OA}^{\prime} \mathrm{B}^{\prime}$, the tangent to this new circle at $O$ will be parallel to BA.
$161^{\circ}$. If any three coinitial vectors, $\overline{\mathrm{OA}}, \overline{\mathrm{OB}}, \overline{\mathrm{OC}}$, be chords of one common circle, the terms of their coinitial reciprocals,


Fig. 35. $\mathrm{OA}^{\prime}, \overline{\mathrm{OB}^{\prime}}, \overline{\mathrm{OC}^{\prime}}$ are collinear, fig. 35.

For it has been shown, $160^{\circ}$, that $\mathrm{B}^{\prime} \mathrm{A}^{\prime} \| \mathrm{OT}$, the tangent at O . And it may similarly be shown that $\mathrm{C}^{\prime} \mathrm{B}^{\prime} \| \mathrm{OT}$. Therefore $\mathbf{A}^{\prime}, \mathbf{B}^{\prime}, \mathrm{C}^{\prime}$ are collinear.

The indefinite straight line $\mathrm{A}^{\prime} \mathrm{B}^{\prime}$ is evidently the locus of the terms of the reciprocals of all the vector-chords of the circle which have $O$ for origin.

Conversely, if the terms of three vectors, ${\overline{\mathrm{OA}^{\prime}}, \overline{\mathrm{OB}}^{\prime}, \mathrm{OC}^{\prime} \text {, are collinear, }}_{\text {, }}$ their coinitial reciprocals, $\overline{\mathrm{OA}}, \overline{\mathrm{OB}}, \overline{\mathrm{OC}}$ (if not parallel), are chords of one common circle, or the points $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathrm{C}$ are concyclic.

Let $\angle \mathrm{OAB}=\theta ; \angle \mathrm{BCO}=\phi$. Then, since $\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime}$ are collinear, $\frac{\mathrm{B}^{\prime} \mathrm{C}^{\prime}}{\mathrm{B}^{\prime} \mathrm{A}^{\prime}}$ is a negative scalar, $-t$, and

$$
\begin{gathered}
(\mathrm{OABC})=\frac{\mathrm{OA}}{\mathrm{AB}} \frac{\mathrm{BC}}{\mathrm{CO}}=\mathrm{K} \frac{\mathrm{~B}^{\prime} \mathrm{C}^{\prime}}{\mathrm{B}^{\prime} \mathrm{A}^{\prime}}=\mathrm{K}(-t)=-t \\
\frac{\mathrm{AO}}{\mathrm{AB}}=-t \frac{\mathrm{CO}}{\mathrm{CB}}=t\left(-\frac{\mathrm{CO}}{\mathrm{CB}}\right)
\end{gathered}
$$

Therefore,

$$
">0
$$

and

$$
\begin{gathered}
\mathrm{U} \frac{\mathrm{AO}}{\mathrm{AB}}=\mathrm{U}\left(-\frac{\mathrm{CO}}{\mathrm{CB}}\right)=\mathrm{U} \frac{\mathrm{OC}}{\mathrm{CB}} \\
\epsilon^{\epsilon \theta}=\epsilon^{(\alpha-\phi)}
\end{gathered}
$$

Therefore, the quadrilateral OABC is inscribed in a circle, or the points $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathrm{C}$ are concylic.

It is clear that for any circular group, O . . C, we have

$$
\begin{equation*}
\mathrm{U} \frac{\mathrm{AO}}{\mathrm{AB}}= \pm \mathrm{U} \frac{\mathrm{OC}}{\mathrm{CB}} \tag{1}
\end{equation*}
$$

the upper or lower sign being taken according as the quadrilaieral OABC is uncrossed or crossed. And conversely, if we are given such arl equation as (1), connecting a group of points that are not collinear, we know that the group is circular.
$162^{\circ}$. Let

$$
(\mathrm{OABC})=\mathrm{K} \frac{\mathrm{~B}^{\prime} \mathrm{C}^{\prime}}{\mathrm{B}^{\prime} \mathrm{A}^{\prime}}=-1
$$

From this equation it follows that $\mathrm{A}^{\prime}, \mathrm{B}^{\prime}, \mathrm{C}^{\prime}$ are collinear ; that $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathrm{C}$ are concyclic ; and that $\mathrm{A}^{\prime} \mathrm{B}^{\prime}=\mathrm{B}^{\prime} \mathrm{C}^{\prime}$. Consequently,

$$
\begin{equation*}
\beta^{-1}=\frac{1}{2}\left(\gamma^{-1}+a^{-1}\right) \tag{1}
\end{equation*}
$$

The vector $\beta$ is defined to be the Harmonic Mean between the two vectors $\gamma$ and a.

Multiplying $2 \beta$ into (1),

$$
2=\beta\left(\gamma^{-1}+a^{-1}\right) ; \text { and, } \beta=\frac{2}{\gamma^{-1}+a^{-1}}
$$

Therefore,

$$
\begin{align*}
& \frac{\beta}{\gamma}=\frac{2}{\left(a^{-1}+\gamma^{-1}\right) \gamma}=\frac{2}{a^{-1} \gamma+1}=\frac{2 a}{\gamma+a}  \tag{4}\\
& \beta=\frac{2}{\left(a^{-1}+\gamma^{-1}\right) a}=\frac{2}{1+\gamma^{-1} a}=\frac{2 \gamma}{\gamma+a} \tag{3}
\end{align*}
$$

From (2) and (3),

$$
\begin{equation*}
\frac{2 a}{\gamma+\alpha} \gamma=\beta=\frac{2 \gamma}{\gamma+a} a \tag{4}
\end{equation*}
$$

If E be the middle point of the chord AC, fig. 35,

$$
\begin{align*}
\gamma+\alpha & =\overline{2 \mathrm{OE}}=2 \epsilon,  \tag{5}\\
\frac{\alpha}{\epsilon} \gamma & =\beta=\gamma_{\mathrm{c}} . \tag{6}
\end{align*}
$$

and
Therefore, as in algebra, the harmonic mean between any two vectors is the fourth proportional to their semisum and themselves.

By (5) and (6),

$$
\begin{gather*}
\beta-\epsilon=\frac{\alpha}{\epsilon} \gamma-\frac{1}{2}(\gamma+\alpha)=(7) \frac{\alpha}{\epsilon}(2 \epsilon-\alpha)-\frac{2 \epsilon-\alpha}{2}-\frac{\alpha}{2}=2 \alpha-\frac{\alpha 9}{\epsilon}-\epsilon ; \\
\frac{\beta-\epsilon}{-\epsilon}=1-\frac{2 a}{\epsilon}+\frac{a^{2}}{\epsilon^{2}}=\left(\frac{\epsilon-\alpha}{\epsilon}\right)^{2} . \tag{7}
\end{gather*}
$$

Therefore, $\quad \frac{\mathrm{EB}}{\mathrm{EO}}=\frac{\mathrm{EC}^{2}}{\mathrm{EO}^{2}}$, and $\mathrm{EC}^{2}=\mathrm{EO} . \mathrm{EB}$,
or, EC is the mean proportional between EO and EB .
Conversely, if any three vectors, EO, EB, EC, be in continued proportion, and we draw $\mathrm{EA}=\mathrm{CE}$; the points $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathrm{C}$ will form a Circular Harmonic Group. The points $A, P, B, P^{\prime}$, tig. 34, are an example of such a group.

If $(\mathrm{OABC})=-1$,

$$
(\mathrm{OBAC})=\mathrm{K} \frac{\mathrm{~A}^{\prime} \mathrm{C}^{\prime}}{\mathrm{A}^{\prime} \mathrm{B}^{\prime}}=2 \mathrm{~K} \frac{\mathrm{~A}^{\prime} \mathrm{B}^{\prime}}{\mathrm{A}^{\prime} \mathbf{B}^{\prime}}=2 ;
$$

and

$$
(\mathrm{OBAC})=\frac{\mathrm{OB} A C}{\mathrm{BA}} \mathrm{CO}
$$

Therefore, taking tensors,

$$
\mathrm{OC} . \mathrm{BA}=\frac{1}{2}(\mathrm{OB} \cdot \mathrm{CA})
$$

Similarly,

$$
\mathrm{CB} \cdot \mathrm{AO}=
$$

Therefore the rectangles under the opposite sides of an inscribed quadrilateral are each equal to one half the rectangle under its diagonals, if $(\mathrm{OABC})=-1$.

Let F be the cross of the tangents at O and B , fig. 35 . Then it is easy to prove that $F$ lies upon AC produced. Similarly, the cross of the tangents at $A$ and $C$ lies upon $O B$ produced. Therefore the diagonals, OB and AC , are Conjugate Chords, - each passes through the pole of the other.
$163^{\circ}$. If ABCD be a quadrilateral, plane or gauche, $(\mathrm{ABCD})=\frac{\mathrm{ABCD}}{\mathrm{BCDA}}=\frac{\mathrm{AB} \mathrm{BC} C D}{\mathrm{BC}} \mathrm{BCDA} \overline{D A} \overline{\mathrm{DA}}=\frac{\mathrm{AB} \cdot \mathrm{BC} \cdot \mathrm{CD} \cdot \mathrm{DA}}{\mathrm{BC}^{2} \cdot \mathrm{DA}^{2}} ;$ or, $v^{2}(\mathrm{ABCD})=\mathrm{AB} \cdot \mathrm{BC} \cdot \mathrm{CD} . \mathrm{DA}=$ continued product of the sides, .
where $v^{2}=\mathrm{BC}^{2} . \mathrm{DA}^{2}$ is a positive scalar.

If the quadrilateral be plane and inscribed in a circle, the anharmonic function, ( ABCD ), $159^{\circ}$ (4), is a scalar, $m$, which is positive or negative according as the quadrilateral is crossed or not. Hence, in this case, (1) becomes

$$
\begin{equation*}
\overline{\mathrm{AB}} \cdot \mathrm{BC} \cdot \overline{\mathrm{CD}} \cdot \mathrm{DA}= \pm m v^{2}= \pm t \tag{2}
\end{equation*}
$$

In general, the product of the successive sides of an $n$-gon inseribed in a circle is a scalar if $n$ be even, and a vectortangent to the circle at the initial point of the $n$-gon if $n$ be odd.
$164^{\circ}$. Some of the equations of the circle have been given in $101^{\circ}$. If $\overline{\mathrm{OE}}=\epsilon$ be any given unit-vector $; \overline{\mathrm{OK}}=\kappa$, the vector of any given point in the plane through $E \perp \epsilon$; and $\overline{\mathrm{KA}}=\alpha$, a constant vector in that plane; then

$$
\begin{equation*}
(\rho-\kappa)^{2}=\alpha^{2} ; \mathrm{S}_{\epsilon}^{\rho}=1 . \tag{1}
\end{equation*}
$$

is the equation of a circle passing through $A$, with $K$ for centre.

If $\mathrm{T}_{\kappa}=c$, these equations become

$$
\begin{equation*}
\rho^{2}-2 \mathrm{~S}_{\kappa \rho}=c^{2}-a^{2} ; \mathrm{S}_{\epsilon}^{\rho}=1 \tag{2}
\end{equation*}
$$

If O be on the circle,

$$
\begin{equation*}
\rho^{2}-2 \mathrm{~S}_{\kappa \rho}=0 ; \mathrm{UV}_{\kappa \rho}=\eta \tag{3}
\end{equation*}
$$

where $\eta$ is some other given unit-vector.
The first equation of (3) may be written :

$$
\mathrm{S} p(\rho-2 \kappa)=0 ;
$$

therefore the angle of a semicircle is $\frac{1}{2} \pi$.
$165^{\circ}$. Let $\mathrm{OD}=\delta$ be a diameter of the circle, fig. 35 ; and let DO produced cut $\mathrm{C}^{\prime} \mathrm{A}^{\prime}$ in $\mathrm{D}^{\prime}$. Then, $161^{\circ}, \mathrm{OD}^{\prime}=\delta^{-1}$; and since $\mathrm{A}^{\prime} \mathrm{D}^{\prime} \| \mathrm{O}^{\prime} \mathrm{T}$, if $\tau$ be the vector along OT,

$$
\mathrm{V} \tau\left(\delta^{-1}-\alpha^{-1}\right)=0 .
$$

Therefore,

$$
\mathrm{V} \tau \delta^{-1}=\mathrm{V} \tau \alpha^{-1}
$$

or, since $\tau \delta^{-1}$ is a right quaternion,

$$
\tau \delta^{-1}=\mathrm{V} \tau a^{-1}
$$

$$
\mathrm{K} \tau \delta^{-1}=\delta^{-1} \tau=\mathrm{KV} \tau \alpha^{-1}=-\mathrm{V}_{\tau \alpha^{-1}}
$$

and

$$
\begin{equation*}
\delta=\frac{-\tau}{\overline{\mathrm{V}} \tau \alpha^{-1}} \tag{1}
\end{equation*}
$$

the expression for the diameter passing through $O$.
$166^{\circ}$. It has been assumed that the tangent is perpendicular to the radius drawn to the point of contact. This may be shown by differentiating the equation,

$$
\rho^{2}-2 \mathrm{~S} \kappa \rho=0,(3) \text { of } 164^{\circ}
$$

Then

$$
\begin{aligned}
2 \mathrm{~S} \rho d \rho-2 \mathrm{~S} \kappa d \rho & =0 \\
\mathrm{~S}(\rho-\kappa) d \rho & =0
\end{aligned}
$$

Therefore the radius drawn to the point of contact, $\rho-\kappa$, is perpendicular to $d \rho$, the vector-tangent.
$167^{\circ}$. Let $\overrightarrow{O A}=a$ be the vector of any point upon a circle whose centre is $O$, and let $\rho$ be the vector of a variable point upon the tangent at A. Then, $\eta$ being a given unit-vector perpendicular to the plane of the circle,
or,

$$
\left.\begin{array}{ll}
\mathrm{S} a(\rho-a)=0, & \mathrm{UV} a \rho=\eta  \tag{1}\\
\mathrm{S} a \rho=-a^{2}, & \mathrm{UV} a \rho=\eta
\end{array}\right\}
$$

are the equations of the tangent at $A$.
If the circle be a great circle of a sphere, equation (1) is the equation of a tangent to the sphere at $A$.

$$
\begin{equation*}
S a \rho=-a^{2} \tag{2}
\end{equation*}
$$

is the equation of the tangent plane to the sphere at $A$, since it represents all the tangents that can be drawn at $A$.
$168^{\circ}$. From $O$, the centre of a given circle, draw a straight line, cutting the circle in $A$, to a given external point, E ; let $\mathrm{T}, \mathrm{T}^{\prime}$ be the points in which the tangents from E touch the circle ; and let $\mathrm{TT}^{\prime}$ cut OA in D . Let $\mathrm{OA}=\alpha, \mathrm{OD}=\delta$, $\mathrm{OE}=\epsilon$, and let $\rho$ be the vector of a variable point in $\mathrm{TT}^{\prime}$. Then $D$ and $E$ are inverse points with respect to the circle, and

Therefore,

$$
\mathrm{OD} . \mathrm{OE}=\mathrm{OA}^{2} ; \mathrm{OD}=\frac{a^{2}}{e}
$$

$$
\begin{equation*}
\delta=\mathrm{T} \delta \mathrm{U} \delta=\frac{a^{2}}{e} \mathrm{U}_{\epsilon}=\frac{a^{2}}{e^{2}} . \tag{1}
\end{equation*}
$$

But

$$
\circ=\mathbf{S} \delta(\rho-\delta), \text { or, } \mathbf{S} \delta \rho=-d^{2}
$$

Substituting in this last equation the value of $\delta,(1)$,

$$
\begin{aligned}
\frac{a^{2}}{e^{2}} \mathrm{~S}_{\mathrm{E}} & =-\frac{a^{4}}{e^{2}} \\
\mathrm{~S}_{\epsilon \rho} & =-a^{2} .
\end{aligned}
$$

and

Hence, if $\eta$ be a given unit-vector perpendicular to the plane of the circle,

$$
\begin{equation*}
\mathrm{S} \epsilon \rho=-a^{2} ; \mathrm{UV} \epsilon \rho=\eta \tag{2}
\end{equation*}
$$

are the equations of the chord of contact of the two tangents from E .

If the circle be a great circle of a sphere,

$$
\begin{equation*}
\mathrm{S}_{\epsilon \rho}=-a^{2} \tag{3}
\end{equation*}
$$

is the equation of the polar plane of $\mathbf{E}$.
$169^{\circ}$. The join of the points of intersection of two circles is perpendicular to the join of their centres.

Let the circles intersect in A and $\mathrm{A}^{\prime}$; let their centres be K and $\mathrm{K}^{\prime} ;$ let $\overline{\mathrm{KK}^{\prime}}=\gamma, \overline{\mathbf{A A}^{\prime}}=\delta$. Then,
and

$$
\begin{aligned}
& (\overline{\mathrm{KA}}-\gamma)^{2}=\overline{\mathrm{K}^{\prime} \mathrm{A}^{2}}=\overline{\mathrm{K}^{\prime} \mathbf{A}^{\prime 2}}=\left(\overline{\mathrm{KA}^{\prime}}-\gamma\right)^{2} \text {, } \\
& \mathrm{S}(\overline{\mathrm{KA}} \cdot \gamma)=\mathrm{S}\left(\overline{\mathrm{KA}^{\prime}} \cdot \gamma\right) ; \\
& \begin{aligned}
\mathrm{S}\left(\overline{\mathrm{KA}^{\prime}}-\overline{\mathrm{KA}}\right) \gamma & =0, \\
\mathbf{S} \gamma \delta & =0 .
\end{aligned}
\end{aligned}
$$

Therefore,
$\gamma \perp \delta$.

## Section 5

## Conic Sections

$170^{\circ}$. To find the locus of a point such that the ratio of its distances from a given point and a given straight line is constant.

Let F be the given point and QR the given straight line, fig. 36. Let $P$ be any point, and let $P Q$ and $F R$ be perpendicular to QR . Let $\overline{\mathrm{FP}}=\rho ; \overline{\mathrm{FR}}=\mu, \overline{\mathrm{RQ}}=y v ; \overline{\mathrm{PQ}}=x \mu$. This last assumption limits the locus of P to the plane containing QR which passes through F. Then, if $e$ be a scalar representing the constant ratio,

$$
\begin{gathered}
e=\frac{\mathrm{T} \rho}{\mathrm{~T} \cdot \mathrm{PQ}} ; e^{2}=\frac{\mathrm{T}^{2} \rho}{\mathrm{~T}^{2} \cdot \mathrm{PQ}}=\frac{\rho^{2}}{x^{2} \mu^{2}} ; \\
\overline{\mathrm{FP}}+\overline{\mathrm{PQ}}=\overline{\mathrm{FQ}}=\overline{\mathrm{FR}}+\overline{\mathrm{RQ}}, \\
\rho+x \mu=\mu+y \nu ; \\
\mathrm{S} \cdot \mu \times . \quad \mathrm{S} \mu \rho+x \mu^{2}=\mu^{2}+y \mathrm{~S} \mu \nu \\
\quad, \quad=\mu^{2}, \text { since } \mathrm{S} \mu \nu=0 .
\end{gathered}
$$

Therefore,

$$
x^{2} \mu^{4}=\left(\mu^{2}-\mathrm{S} \mu \rho\right)^{2},
$$

But

$$
x^{2}=\frac{\rho^{2}}{e^{2} \mu^{2}} ;
$$

therefore,

$$
\begin{equation*}
\mu^{2} \rho^{2}=e^{2}\left(\mu^{2}-\mathrm{S} \mu \rho\right)^{2} \tag{1}
\end{equation*}
$$

the general focal equation of a Conic Section, which is an ellipse, parabola, or hyperbola according as $e \leq 1$.


Fig 36.

The point $F$ is a focus, and QR is the directrix.
$171^{\circ}$. To find thepoints in which the conic cuts $\mu$, or $\overline{\mathrm{FR}}$, fig. 36.

Let $x \mu$ be substituted for $\rho$ in the general equation, and we get

$$
x=\frac{e}{1+e}, \text { or }-\frac{e}{1-e} .
$$

Therefore,

$$
\begin{gathered}
\overline{\mathrm{FM}}=\frac{e \mu}{1+e} ; \overline{\mathbf{F M}^{\prime}}=-\frac{e \mu}{1-e} . \\
\overline{\mathbf{M}^{\prime} \mathbf{M}}=\overline{\mathbf{M}^{\prime} \mathbf{F}}+\overline{\mathbf{F M}}=\left(\frac{e}{1-e}+\frac{e}{1+e}\right) \mu=\frac{2 e \mu}{1-e^{2}}
\end{gathered}
$$

hence, $\quad \mu=\frac{1-e^{2}}{2 e} \overline{\mathbf{M}^{\prime} \mathbf{M}}=\frac{1-e^{2}}{2 e} \mathbf{T} \cdot \overline{\mathbf{M}^{\prime} \mathbf{M}} . \mathrm{U} \mu$.
Let $\mathrm{T} \cdot \overline{\mathbf{I}^{\prime} \mathbf{M}}=2 m$, and

$$
\begin{aligned}
\mathrm{T} \mu & =\mathrm{FR}=\frac{1-e^{2}}{e} m \\
\mathrm{~T} \cdot \overline{\mathrm{FM}} & =\frac{e}{1+e} \mathrm{~T} \mu=(1-e) m \\
\mathrm{~T} \cdot \mathbf{F} \overline{\mathbf{M}}^{\prime} & =\frac{e}{1-e} \mathrm{~T} \mu=(1+e) m .
\end{aligned}
$$

Let C be the middle point of $\mathbf{M M}^{\prime}$. Then

$$
\begin{aligned}
& \mathrm{T} \cdot \overline{\mathrm{CF}}=m-(1-e) m=e m . \\
& \mathrm{T} \cdot \overline{\mathrm{CR}}=e m+\frac{1-e^{2}}{e} m=\frac{m}{e} \\
& \mathrm{~T} \cdot \overline{\mathrm{MR}}=\frac{m}{e}-m=\frac{1-e}{e} m
\end{aligned}
$$

Collecting these results, we have, for the ellipse and hyperbola,

$$
\begin{aligned}
& \mathrm{CF}=e m=\mathrm{CF}^{\prime} \\
& \mathrm{CR}=\frac{m}{e} ; \\
& \mathbf{F M}^{\prime}=(1+e) m=\mathbf{F}^{\prime} \mathbf{M} ; \\
& \mathbf{F M}= \pm(1-e) m=\mathrm{F}^{\prime} \mathbf{M}^{\prime} ; \\
& \mathrm{FR}= \pm \frac{1-e^{2}}{e} m ; \\
& \mathrm{MR}= \pm 1-e{ }^{1-e} m
\end{aligned}
$$

the positive signs being taken for the ellipse, the negative for the hyperbola.

For the parabola, $e=1$, and

$$
x=\frac{1}{2} \text { or } \infty .
$$

Therefore the point $\mathrm{M}^{\prime}$, and consequently C , is at infinity ; and

$$
\overline{\mathbf{F}}=\frac{1}{2} \mu=\overline{\mathbf{M R}}
$$

$172^{\circ}$. To transform the focal equation of the ellipse and hyperbola into their central equation.

Let the focal equation be written,

$$
\mu_{1}^{2} \rho_{1}^{2}=e^{2}\left(\mu_{1}^{2}-\mathrm{S} \mu_{1} \rho_{1}\right)^{2},
$$

as we are about to change the origin, and thereby change the meaning, of $\mu$ and $\rho$.
Let $\mathrm{CM}=\mu$; $\mathrm{CP}=\rho$, fig. 36. Then,

$$
\begin{aligned}
& \mu_{1}=\mathrm{FR}=\frac{1-e^{2}}{e} \mu ; \\
& \rho_{1}=\overline{\mathrm{FP}}=\overline{\mathrm{FC}}+\overline{\mathrm{CP}}=\rho-\rho \mu .
\end{aligned}
$$

Substituting these values of $\mu_{1}$ and $\rho_{\mathrm{I}}$ in the general focal equation, we get

$$
\begin{equation*}
\mu^{2} \rho^{2}-e^{2} \mathrm{~S}^{2} \mu \rho=\mu^{4}\left(1-e^{2}\right) ; \tag{1}
\end{equation*}
$$

the general equation of a central conic.
This equation may be written,

$$
1=\frac{\mu^{2} \rho^{2}-e^{2} \mathbf{S}^{2} \mu \rho}{\mu^{4}\left(1-e^{2}\right)}=\frac{\mu^{2} \rho^{2}-e^{2} \mathbf{S} \rho \mu \mathbf{S} \mu \rho}{\mu^{4}\left(1-e^{2}\right)}=\mathbf{S}_{\rho}\left(\frac{\mu^{2} \rho-e^{2} \mu \mathbf{S} \mu \rho}{\mu^{4}\left(1-e^{2}\right)}\right) .
$$

But the quantity in brackets is of the same form as the right-hand member of equation (1), $133^{\circ}$. Therefore, if we put

$$
\begin{equation*}
\dot{\phi} \rho=\frac{\mu^{2} \rho-e^{2} \mu \mathrm{~S} \mu \rho}{\mu^{4}\left(1-e^{2}\right)} \tag{2}
\end{equation*}
$$

we get, as the equation of a central conic,

$$
\begin{equation*}
\mathrm{S} \rho \phi \rho=1 \tag{3}
\end{equation*}
$$

Let $\rho$ be paraliel to $\mu$, or $x \rho=\mu$. Then

$$
\phi \rho=\frac{\mu^{2}-e^{2} x^{2} \rho^{2}}{\mu^{4}\left(1-e^{2}\right)} \rho .
$$

If $\rho \perp \mu$, or $\operatorname{S} \mu \rho=0$,

$$
\phi \rho=\frac{\rho}{\mu^{2}\left(1-e^{2}\right)} .
$$

Hence the coinitial vector $\phi \rho$ is parallel to $\rho$ when $\rho$ is parallel to either the major or minor axis of the ellipse, or the transverse or conjugate axis of the hyperbola.
$173^{\circ}$. To find the points in which the conic cuts the line NN' drawn through C perpendicular to $\mathrm{MM}^{\prime}$, fig 36.

$$
\mu^{2} \rho^{2}-e^{2} \mathrm{~S}^{2} \mu \rho=\mu^{4}\left(1-e^{2}\right) .
$$

But in this particular case $S \mu \rho=0$. Therefore,

$$
\begin{equation*}
\rho^{2}=\mu^{2}\left(1-e^{2}\right) \tag{1}
\end{equation*}
$$

Let $n$ be the tensor of $\rho$, and we have

$$
\begin{align*}
n^{2} & =m^{2}\left(1-e^{2}\right)  \tag{2}\\
e^{2} & =\frac{m^{2}-n^{2}}{m^{2}} \tag{3}
\end{align*}
$$

and
Obviously, $n^{2}$ in (2) is positive for the ellipse and negative for the hyperbola. Further, in this latter case, since $e>1$,

$$
n= \pm m \vee\left(1-e^{2}\right)
$$

gives an imaginary value for $n$; or, the conjugate axis does not meet the hyperbola in real points.
$\mathrm{CN}=\mathrm{CN}^{\prime}=n$, the square root of $n^{2}$, without regard to sign ; and $\mathrm{NN}^{\prime}$ is called an axis of the curve.

The vector $\overline{C N}$ will be designated by $v$, for both the ellipse and the hyperbola.
$174^{\circ}$. It has been shown that, if $\rho$ be the vector of a plane
curve, $d \rho$ is a vector successive to $\rho$, along the tangent at $\mathrm{P}, 113^{\circ}$. Differentiating the equation $\mathrm{S} \rho \phi \rho=1$ we get

$$
d \mathrm{~S} \rho \phi \rho=\mathrm{S} d(\rho \phi \rho)=\mathrm{S}(d \rho \cdot \phi \rho)+\mathrm{S}(\rho \cdot d \phi \rho)=0 .
$$

But

$$
\begin{aligned}
& \mathbf{S}\left(d \rho \cdot \phi_{i}\right)=\mathbf{S}\left(\rho \cdot \phi d_{i}\right) ; \\
& \mathbf{S}(\mu \cdot d \phi \rho)=\mathbf{S}(\rho \cdot \phi d \rho) ;
\end{aligned}
$$

and
therefore,
Now, since $d \rho$ is parallel to the tangent at P , if $\overline{\mathrm{CD}}(=\pi)$, fig. 36 , be the vector of $a n y$ point upon the tangent,
and

$$
\begin{aligned}
\pi & =\rho+x d \rho \\
d \rho & =\frac{1}{x}(\pi-\rho)
\end{aligned}
$$

Therefore, $\quad \mathrm{S} \rho \phi(\pi-\rho)=0=\mathrm{S}(\pi-\rho) \phi \rho$,
or,

$$
\begin{equation*}
\mathrm{S} \rho \phi \pi=\mathrm{S} \pi \phi \rho=\mathrm{S} \rho \phi \rho=1 \tag{1}
\end{equation*}
$$

Equation (2) is the general equation of the Tangent of a central conic.

Since $\pi-\rho$ is parallel to the tangent, equation(1) shows that $\phi \rho=\mathrm{CV}$ is perpendicular to the tangent, or parallel to the normal at the point of contact, fig. 36 .
$175^{\circ}$. The locus of the middle points of parallel chords of a central conic is a straight line.

Let any number of chords be drawn parallel to any given diameter, $2 \gamma$, and let $\sigma$ be the vector of the middle point of any one of them, $2 x y$. Then the vectors of the extremities of this chord,

$$
\sigma+x \gamma ; \quad \sigma-x \gamma,
$$

are vectors of points upon the conic. Therefore,

$$
\begin{aligned}
& \mathrm{S} \cdot(\sigma+x \gamma) \phi(\sigma+x \gamma)=1, \\
& \mathrm{~S} \cdot(\sigma-x \gamma) \phi(\sigma-x \gamma)=1
\end{aligned}
$$

Equating the left-hand numbers of these two equations, and bearing in mind that $\phi(\sigma+x \gamma)=\phi \sigma+x \phi \gamma, 135^{\circ}(1),(2)$,
$\mathrm{S} \boldsymbol{\sigma} \phi \gamma+\mathrm{S} \boldsymbol{\gamma} \phi \sigma=0$.
But $\mathbf{S}_{\gamma} \phi \boldsymbol{\phi} \sigma=\mathbf{S} \boldsymbol{\sigma} \phi \gamma ;$
therefore,
$\mathrm{S} \boldsymbol{\sigma} \phi \gamma=0$.
Now, $\sigma$ lies in the plane of the conic. The locus, therefore, is that of equation ( 8 ), $99^{\circ}$-i.e., a straight line through the origin ( C , the centre of the conic) perpendicular to $\phi \gamma$. Therefore the locus of the middle points of all chords of a
central conic parallel to any diameter, $2 \gamma$, is another diameter, say $2 \grave{i}$, which is at right angles to $\phi \gamma$, or parallel to the tangent through either extremity of $2 \gamma$.
$176^{\circ}$. By the last article, if $\nu_{1}$ be a diameter which bisects all chords parallel to $\mu_{1}$,

$$
\mathrm{S} v_{1} \phi \mu_{1}=0
$$

But

$$
\begin{equation*}
\mathrm{S} \nu_{1} \phi \mu_{1}=\mathrm{S} \mu_{1} \phi \nu_{1}=0 \tag{1}
\end{equation*}
$$

therefore $\mu_{1}$ bisects all chords parallel to $\nu_{1}$; and as $\nu_{1}$ is parallel to the tangent at the term of $\mu_{1}$, so $\mu_{1}$ is parallel to the tangent at the term of $v_{1}$.

Diameters which possess this property are called Conjugate Diameters.
$177^{\circ}$. The system

$$
\begin{equation*}
\rho=\mathrm{V} \alpha^{c \rho} \mu ; \mathrm{T} \alpha=1 ; \mathrm{S} \alpha \mu \neq 0, . \tag{1}
\end{equation*}
$$

represents a plane ellipse, $\theta$ being the eccentric angle and $\mu$ and $\operatorname{Va\mu }(=v)$ the major and minor axes, $10.3^{\circ}$.

$$
\begin{align*}
& \rho=\mathrm{V} \alpha^{c \theta} \mu=\mathrm{V}(\cos \theta+a \sin \theta) \mu=\mathrm{V}(\mu \cos \theta+\alpha \mu \sin \theta) \\
& ,=\mu \cos \theta+\nu \sin \theta . . . . . . . . . . . . . \tag{2}
\end{align*}
$$

Differentiating (1),

$$
\begin{align*}
\frac{d \rho}{d \theta} & =\mathrm{V} a^{c\left(\theta+\frac{1}{2} \pi\right)} \mu  \tag{3}\\
, & =\mathrm{V} a^{l!\pi} a^{c \theta} \mu=\mathrm{V} a(\cos \theta+\alpha \sin \theta) \mu \\
, & =\mathrm{V}\left(\alpha^{2} \mu \sin \theta+\alpha \mu \cos \theta\right)=-\mu \sin \theta+\nu \cos \theta \tag{4}
\end{align*}
$$

Since the value of $\frac{d \rho}{d \theta}$ in (3) (which is parallel to the conjugate of $\rho, 176^{\circ}$ ) is the value of $\rho$ in (1), when $\theta$ becomes $\left(\theta+\frac{1}{2} \pi\right)$; it follows that any two expressions for $\rho$ in which $\theta$ differs by $\frac{1}{2} \pi$, represent conjugate diameters. For example, if we substitute $\left(\theta+\frac{1}{2} \pi\right)$ for $\theta$ in (2), we obtain (4).
$178^{\circ}$. From (2) and (4) of $177^{\circ}$,

$$
\begin{aligned}
& 4 \mathrm{TV} \rho \\
& \quad \begin{array}{l}
d) \\
d \theta
\end{array}=4 \mathrm{TV}(\mu \cos \theta+\nu \sin \theta)(-\mu \sin \theta+\nu \cos \theta) \\
& \quad,=4 \mathrm{TV} \mu \nu .
\end{aligned}
$$

In words, the area of the parallelogram circumscribing an ellipse and touching it at the extremities of conjugate diameters is constant.
$179^{\circ}$. Let $\mathrm{DD}^{\prime}$ be any diameter of a central conic. Then, if E be any point upon the conic, DE and $\mathrm{D}^{\prime} \mathrm{E}$ are Supplemental Cherds.

Let C be the centre of the conic $; \overline{\mathrm{CE}}=\rho ; \overline{\mathrm{DD}^{\prime}}=2 \delta$. Then,

$$
\begin{gathered}
\overline{\mathrm{DE}}=\delta+\rho, \overline{\mathrm{ED}}^{\prime}=\delta-\rho \\
\mathrm{S} \cdot(\delta+\rho) \phi(\delta-\rho)=\mathrm{S} \cdot(\delta+\rho)(\phi \delta-\phi \rho) \\
=\mathrm{S} \delta \phi \delta-\mathrm{S} \delta \phi \rho+\mathrm{S} \rho \phi \delta-\mathrm{S} \rho \phi \rho .
\end{gathered}
$$

But

$$
\begin{array}{r}
-\mathrm{S} \delta \phi \rho+\mathrm{S} \rho \phi \delta=-\mathrm{S} \rho \phi \delta+\mathrm{S} \rho \phi \delta=0 ; \\
\mathrm{S} \delta \phi \delta-\mathrm{S} \rho \phi \rho=1-1=0 .
\end{array}
$$

and
Therefore,

$$
\mathrm{S} \cdot(\delta+\rho) \phi(\delta-\rho)=0
$$

Therefore, if $\epsilon$ and $\zeta$ be two diameters parallel respectively to the supplemental chords $(\delta+\rho)$ and $(\delta-\rho)$,

$$
S \epsilon \phi \zeta=0 .
$$

Therefore diameters parallel to supplementary chords are conjugate.
$180^{\circ}$. From T, any point exterior to a central conic, draw tangents touching the conic in P and R . Let C (as usual) be the centre of the conic ; draw PR, cutting $C T$ in $Q$, and let $\mathrm{CT}=\pi$. Then the equation of the tangent, $174^{\circ}$,

$$
\mathrm{S}_{\rho \phi \pi}=1,
$$

is satisfied by the values of $\rho$ for the points P and R . And this equation is also the equation of a straight line, $99^{\circ}$. It must, therefore, be the equation of the straight line passing through the points $\mathbf{P}$ and $\mathrm{R}-i . e$, the equation of the chord of contact. Writing $\sigma$ for $\rho$ (to avoid confusion with the $\rho$ of the conic), we have

$$
\begin{equation*}
\mathrm{S}_{\sigma \phi \pi}=1 \tag{1}
\end{equation*}
$$

as the equation of the chord of contact, or of the Polar of the point T.
$181^{\circ}$. To find the locus of $T$, the cross of the tangents, if the chord of contact always passes through a fixed point, A.

Let $\sigma$ be the vector of the point A. Then, since A lies on the chord of contact,
and

$$
\begin{aligned}
& \mathrm{S}_{\sigma \phi \pi}=1 \\
& \mathrm{~S} \pi \phi \sigma=1 .
\end{aligned}
$$

Therefore, $99^{\circ}$, the locus of T is a straight line perpendicular to $\phi \sigma$-i.e., parallel to the


Fig. 37. tangent at the point where CA produced meets the conic. $182^{\circ}$. The equation,

$$
\rho=t a+t^{-1} \beta .(1)
$$

represents a hyperbola, $102^{\circ}$; $\alpha$ and $\beta$ being unit-vectors along the asymptotes CY and CZ respectively, and $t$ and $t^{-1}$ the Cartesian co-ordinates, fig. 37.

For the tangent at G,

$$
\tau=d \rho=\left(\alpha-t^{-2} \beta\right) d t
$$

or,

$$
\begin{equation*}
\frac{d \rho}{d \bar{t}}=a-t^{-2} \beta \tag{2}
\end{equation*}
$$

If $\pi$ be the vector of a variable point upon $\tau$,

$$
\pi=\rho+x \frac{d \rho}{d t}=t \alpha+t^{-1} \beta+x \alpha-x t^{2} \beta=(t+x) a+t^{-2}(t-x) \beta
$$

If $\pi=\overline{\mathrm{CY}}$,

$$
t^{-2}(t-x)=0 ; \text { or, } x=t, \text { and } \overline{C Y}=2 t a
$$

If $\pi=\overline{\mathrm{C}} \overline{\mathrm{Z}}$,

$$
t+x=0 ; \text { or, } x=-t, \text { and } \overline{\mathrm{CZ}}=2 t^{-1} \beta
$$

Therefore,

$$
\begin{equation*}
\overline{\mathrm{GY}}=\overline{\mathrm{CY}}-\rho=t a-t^{-1} \beta=\rho-\overline{\mathrm{CZ}}=\overline{\mathrm{ZG}} . \tag{3}
\end{equation*}
$$

Therefore the intercept of the tangent between the asymptotes is bisected in the point of contact.

Obviously, any diameter, CG produced, bisects the intercept between the asymptotes of all lines drawn $\|$ the tangent at its vertex ; or, $\mathrm{UQ}=\mathrm{QW}$.
$183^{\circ}$. From (2) of $182^{\circ}$ it follows that, if any diameter, CG, be the intermediate diagonal of a parallelogram whose coinitial
sides, CA, CB, lie along the asymptotes, the other diagonal, $A B$, is parallel to the tangent at $G$.

For, since

$$
\overline{\mathrm{CA}}+\overline{\mathrm{CB}}=\overline{\mathrm{CG}}=t a+t^{-1} \beta
$$

we have
$\overline{\mathrm{CA}}=t \alpha ; \overline{\mathrm{CB}}=t^{-1} \beta$,
and

$$
\overline{\mathrm{BA}}=t a-t^{-1} \beta
$$

But, $182^{\circ}(2), \stackrel{d \rho}{d t}=\alpha-t^{-2} \beta=t^{-1}\left(t a-t^{-1} \beta\right)=t^{-1} \overline{\mathrm{BA}}$.
Therefore,

$$
\widetilde{\mathrm{BA}} \| d \rho
$$

$184^{\circ}$. It is evident that if we complete the parallelograms CGYD and $\mathrm{CGZD}{ }^{\prime}, \mathrm{DD}^{\prime}$ and CG will be conjugate diameters ; or, the asymptotes have the same direction as the diagonals of parallelograms whose adjacent sides are any pair of conjugate diameters.
$185^{\circ}$. Any diameter of a hyperbola, CG, bisects all chords parallel to the tangent at its vertex (G); for example, RP which is cut in Q by CG.
For, let $\overline{\mathrm{CP}}=v a+v^{-1} \beta$. Then,
$v a+v^{-1} \beta=\mathrm{CQ}+\overline{\mathrm{QP}}=x\left(t \alpha+t^{-1} \beta\right)+y\left(t \alpha-t^{-1} \beta\right) 182^{\circ}(1),(3)$.
Therefore,

$$
\begin{gathered}
t(x+y)=v=\frac{t}{x-y} \\
x^{2}-y^{2}=1
\end{gathered}
$$

and
Therefore, for every point, as Q , determined by $x$, there are two points, R and P , determined by the two corresponding values of $y$, which values are equal with opposite signs (Hardy).

Since $\mathrm{UQ}=\mathrm{QW}, 182^{\circ}$, and $\mathrm{PQ}=\mathrm{QR}$, it follows that $\mathrm{UP}=\mathrm{RW}$, or, the intercepts of the secant between the hyperbola and its asymptotes are equal.
$186^{\circ}$. The area of the triangle formed by the asymptotes and any tangent is constant. For, since CY $=2 t a$, $\overline{\mathrm{C} Z}=2 t^{-1} \beta$, we have at once,

$$
\mathrm{V}\left(2 t a \cdot 2 t^{-1} \beta\right)=4 \mathrm{~V} a \beta=\text { constant vector-area. }
$$

$187^{\circ}$. The general focal equation of the parabola is, (1) of $170^{\circ}$,

$$
\begin{equation*}
\mu^{2} \rho^{2}=\left(\mu^{2}-\mathbf{S} \mu \rho\right)^{2} \tag{1}
\end{equation*}
$$

which may also be written,

$$
\begin{gather*}
\mathrm{S} \rho\left\{\frac{\rho-\mu^{-1} \mathrm{~S} \mu \rho}{\mu^{2}}+2 \mu^{-1}\right\}=1 \\
\phi \rho=\frac{\rho-\mu^{-1} \mathrm{~S} \mu \rho}{\mu^{2}} . \tag{2}
\end{gather*}
$$

Let
and the equation of the parabola becomes

$$
\begin{equation*}
\mathrm{S} \rho\left(\phi \rho+2 \mu^{-1}\right)=1 \tag{3}
\end{equation*}
$$

Operating on equation (2) with $S . \mu \times$,

$$
\begin{equation*}
\mathrm{S} \mu \phi \rho=\mathrm{S} \mu \rho-\mathrm{S} \mu \rho=0 \tag{4}
\end{equation*}
$$

Therefore $\phi \rho$, which is coinitial with $\rho$, is $\perp$ the axis of the parabola.
S. $\rho \times$,

$$
\begin{equation*}
\mathrm{S} \rho \phi \rho=\frac{\rho^{2}-\mu^{-2} \mathrm{~S}^{2} \mu \rho}{\mu^{2}}=\mu^{2}(\phi \rho)^{2}=1-2 \mathrm{~S} \mu^{-1} \rho \tag{5}
\end{equation*}
$$

$188^{\circ}$. Differentiating equation (3) of $187^{\circ}$,

$$
\begin{array}{ll} 
& \circ=\mathrm{S}(d \rho \cdot \phi \rho)+\mathrm{S}(\rho \cdot d \phi \rho)+2 \mathrm{~S} \mu^{-1} d \rho \\
& =\mathrm{S}(\rho \cdot \phi d \rho)+\mathrm{S}(\rho \cdot \phi d \rho)+2 \mathrm{~S} \mu^{-1} d \rho \\
& ==2 \mathrm{~S} \rho \phi d \rho+2 \mathrm{~S} \mu^{-1} d \rho \\
\text { or, } \quad & \mathrm{S} \rho \phi d \rho+\mathrm{S} \mu^{-1} d \rho=\mathrm{o}
\end{array}
$$

If $\pi$ be the vector of any point upon the tangent,
and

$$
\begin{gathered}
\pi=\rho+x d \rho \\
d \rho=\frac{\pi-\rho}{x}
\end{gathered}
$$

Hence,

$$
\frac{1}{x}\left\{\mathrm{~S} \rho \phi(\pi-\rho)+\mathrm{S} \mu^{-1}(\pi-\rho)\right\}=0
$$

and

$$
\begin{equation*}
\mathrm{S} \rho \phi \pi-\mathrm{S} \rho \phi \rho+\mathrm{S} \mu^{-1} \pi-\mathrm{S} \mu^{-1} \rho=0 \tag{1}
\end{equation*}
$$

the focal equation of the tangent.
Since, equation (5) of $187^{\circ}$,

$$
\begin{gather*}
\mathrm{S} \rho \phi \rho=1-2 \mathrm{~S} \mu^{-1} \rho, \text { and } \mathrm{S} \rho \phi \pi=\mathrm{S} \pi \phi \rho \\
\mathrm{~S} \pi\left(\phi \rho+\mu^{-1}\right)+\mathrm{S} \mu^{-1} \rho=1, \tag{2}
\end{gather*}
$$

another form of the equation of the tangent.
Equation (1) is evidently equivalent to

$$
\mathrm{S}(\pi-\rho)\left(\phi \rho+\mu^{-1}\right)=0
$$

But $(\pi-\rho)$ is a vector along the tangent. Therefore,

$$
\begin{equation*}
\phi \rho+\mu^{-1} \tag{3}
\end{equation*}
$$

is a vector along the normal ; and if $\sigma$ be the vector of any point on the normal, its equation is

$$
\begin{equation*}
\sigma=\rho+x\left(\phi \rho+\mu^{-1}\right) . \tag{4}
\end{equation*}
$$

$189^{\circ}$. Let $\overline{\mathrm{PA}}$ be $\perp \mu(=\overline{\mathrm{FR}})$, fig. 38 , and let equation (2) of $187^{\circ}$ be written,

$$
\rho=\overline{\mathrm{FA}}+\overline{\mathrm{AP}}=\mu^{-1} \mathrm{~S} \mu \rho+\mu^{2} \phi \rho .
$$

Since $\overline{\mathrm{FP}}=\rho$, and $\phi \rho \perp \mu,(4)$ of $187^{\circ}$; this equation gives us

$$
\begin{align*}
& \mathrm{FA}=\mu^{-1} \mathrm{~S} \mu \rho \\
& \mathrm{AP}=\mu^{2} \phi \rho \tag{1}
\end{align*}
$$

Since $\pi$ in equation (2) of $188^{\circ}$ is any vector drawn from the focus to the tangent, it may represent $\mathrm{FT}=x \mu$. Substituting this value of $\pi$ in that equation, we have

$$
x=1-\mathrm{S} \mu^{-1} \rho .
$$



Fig. 38.

Hence,

$$
\begin{gathered}
\pi=\overline{\mathrm{FT}}=x \mu=\mu-\mu \mathrm{S} \mu^{-1} \rho \\
\overline{\mathrm{MT}}=\overline{\mathrm{FT}}-\overline{\mathrm{FM}}=\frac{1}{2} \mu-\mu \mathrm{S} \mu^{-1} \rho=\frac{1}{2} \mu-\mu^{-1} \mathrm{~S} \mu \rho \\
==(\mathrm{by}(1)) \overline{\mathrm{FM}}-\overline{\mathrm{FA}}=\overline{\mathrm{AF}}+\overline{\mathrm{FM}}
\end{gathered}
$$

therefore,

$$
\begin{equation*}
\overline{\mathrm{MT}}=\overline{\mathrm{MM}} \tag{2}
\end{equation*}
$$

Since

$$
\overline{\mathrm{FT}}=\mu-\mu^{-1} \mathrm{~S} \mu \rho,
$$

we have $\quad(\mathrm{FT})^{2}=\left(\mu-\mu^{-1} \mathrm{~S} \mu \rho\right)^{2}=\frac{\mu^{4}-2 \mu^{2} \mathrm{~S} \mu \rho+\mathrm{S}^{2} \mu \rho}{\mu^{2}}$

$$
"=\frac{\left(\mu^{2}-S \mu \rho\right)^{2}}{\mu^{2}}=\rho^{2},(1) \text { of } 187^{\circ}
$$

Therefore,

$$
\begin{equation*}
\mathrm{FT}=\mathrm{FP} \tag{3}
\end{equation*}
$$

Consequently, if PD be a line parallel to the axis, meeting the directrix in $D$, the tangent PT bisects the angle FPD ; and FD is perpendicular to, and is bisected by, the tangent.

By (3) of $188^{\circ}\left(\phi \rho+\mu^{-1}\right)$ is a vector along the normal. Therefore,

$$
\begin{aligned}
y\left(\phi \rho+\mu^{-1}\right) & =\overline{\mathrm{PN}}=\overline{\mathrm{PA}}+\overline{\mathrm{AN}} \\
" & =-\mu^{2} \phi \rho+z \mu,(1)
\end{aligned}
$$

Therefore,

$$
\begin{gather*}
\left(y+\mu^{2}\right) \phi \rho=\left(-y+z \mu^{2}\right) \mu^{-1} \\
y=-\mu^{2} ; y=z \mu^{2} \\
z=-1 \\
\mathrm{NA}=\mu=\mathrm{FR} \tag{4}
\end{gather*}
$$

Further, since $\overline{\mathrm{NA}}+\overline{\mathrm{AP}}=\overline{\mathrm{NP}}$,
$\overline{\mathrm{NP}}=\mu+\mu^{2} \phi \rho=\overline{\mathrm{FR}}+\overline{\mathrm{AP}}=\overline{\mathrm{FR}}+\overline{\mathrm{RD}}=\overline{\mathrm{FD}}$,.
and

$$
\begin{equation*}
\frac{1}{2}\left(\mu+\mu^{2} \phi \rho\right)=\frac{1}{2} \overline{\mathrm{FD}}=\overline{\mathrm{FB}}=\overline{\mathrm{FM}}+\mathrm{MB} \tag{5}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{M B}=\frac{1}{2} \mu^{2} \phi \rho, \tag{6}
\end{equation*}
$$

and MB is parallel to and equal to half AP.
It follows from (4) that the subnormal of a parabola is constant. The figure FDPN is evidently a rhombus.
$190^{\circ}$. To transform the focal equation of the parabola to the equation with the vertex for origin ; let the focal equation be written,

$$
\mu_{\mathrm{I}}^{2} \rho_{\mathrm{I}}{ }^{2}=\left(\mu_{\mathrm{l}}{ }^{2}-\mathrm{S} \mu_{\mathrm{I}} \rho_{\mathrm{I}}\right)^{2}
$$

as we are about to change the meaning of both $\mu$ and $\rho$. Then,

$$
\begin{aligned}
& \mu_{1}=\mathrm{FR}=-2 \overline{\mathrm{MF}}=-2 \mu \\
& \rho_{1}=\overline{\mathrm{FP}}=\overline{\mathrm{FM}}+\overline{\mathrm{MP}}=\rho-\mu
\end{aligned}
$$

Substituting these values of $\mu_{1}$ and $\rho_{1}$ in equation (1) of $187^{\circ}$,

$$
\begin{equation*}
\rho^{2}-4 \mathrm{~S} \mu \rho-\mu^{-2} \mathrm{~S}^{2} \mu \rho=\mathrm{o} \tag{1}
\end{equation*}
$$

the equation of the parabola with the vertex for origin.
This equation may be written,

$$
\mathrm{S} \rho\left(\rho-\mu^{-1} \mathrm{~S} \mu \rho-4 \mu\right)=0
$$

Let

$$
\begin{equation*}
\phi \rho=\rho-\mu^{-1} S \mu \rho, . \tag{2}
\end{equation*}
$$

and we have, for the equation of the parabola with the vertex for origin,

$$
\begin{gather*}
\mathrm{S}_{\rho}(\phi \rho-4 \mu)=0  \tag{3}\\
\mathrm{~S} \mu \phi \rho=: 0 ;  \tag{4}\\
\mathrm{S} \rho \phi \rho=(\phi \rho)^{2} . \tag{5}
\end{gather*}
$$

As before,
but, in this case,

The equation of the tangent will be found to be
or,

$$
\left.\begin{array}{c}
\mathrm{S} \pi \phi \rho-\mathrm{S} \rho \phi \rho+2 \mathrm{~S} \mu \rho-2 \mathrm{~S} \mu \pi=0,  \tag{6}\\
\mathrm{~S} \pi(\phi \rho-2 \mu)-2 \mathrm{~S} \mu \rho=0
\end{array}\right\}
$$

and the vector along the normal

$$
\begin{equation*}
\phi \rho-2 \mu \tag{7}
\end{equation*}
$$

As a verification of equation (1); let $i$ and $j$ be unitvectors along the axis and tangent at the vertex, and let $\mu=m i$. Then $\rho=x i+y j ; \mathbf{S} \mu \rho=-m x ;$ and,

$$
\begin{equation*}
y^{2}=4 m x \tag{8}
\end{equation*}
$$

the Cartesian equation.
$191^{\circ}$. To find the locus of the intersection of the normal and the perpendicular upon it from the focus, FS, fig. 38.

Since $\mathrm{FS} \perp \mathrm{PN}$, if $\mathrm{FS}=\sigma$,

$$
\begin{align*}
\mathrm{S} \rho \sigma & =\sigma^{2} .  \tag{1}\\
\sigma & =\overline{\mathrm{FP}}+\overline{\mathrm{PS}}=\overline{\mathrm{FP}}+\frac{1}{2} \mathrm{PN} \\
\# & =\rho-\frac{1}{2} \mu^{2}\left(\phi \rho+\mu^{-1}\right), \text { by }(5) \text { of } 190^{\circ} . \tag{2}
\end{align*}
$$

S. $\mu \times . \quad \mathrm{S} \mu \sigma=\mathrm{S} \mu \rho-\frac{1}{2} \mu^{2}(\mathrm{~S} \mu \phi \rho+1)$.

But

$$
\mathrm{S} \mu \phi \rho=0 ;
$$

therefore,

$$
\begin{equation*}
\mathrm{S} \mu \rho=\mathrm{S} \mu \sigma+\frac{1}{2} \mu^{2} . \tag{3}
\end{equation*}
$$

S. $\rho \times . \quad \mathrm{S} \rho \sigma=\rho^{2}-\frac{1}{2} \mu^{2}\left(\mathrm{~S} \rho \phi \rho+\mathrm{S} \mu^{-1} \rho\right)$.

Subtracting (1) from this equation,

$$
\rho^{2}-\sigma^{2}=\frac{1}{2} \mu^{2}\left(\mathrm{~S} \rho \phi \rho+\mathrm{S} \mu^{-1} \rho\right)
$$

Now, (5) of $187^{\circ}$,

$$
\mathrm{S} \rho \phi \rho=\frac{\mu^{2}-2 \mathrm{~S} \mu \rho}{\mu^{2}}
$$

Therefore,

$$
\begin{aligned}
\rho^{2}-\sigma^{2} & =\frac{1}{2} \mu^{2}\left(\frac{\mu^{2}-S \mu \rho}{\mu^{2}}\right)=\frac{\mu^{2}-S \mu \rho}{2} \\
" & =\frac{\mu^{2}-2 S \mu \sigma}{4}, \text { by }(3) .
\end{aligned}
$$

Multiplying this equation by $\mu^{2}$, and transposing,

$$
\begin{aligned}
\mu^{2} \sigma^{2}+\frac{\mu^{4}-2 \mu^{2} \mathrm{~S} \mu \sigma}{4} & =\mu^{2} \rho^{2}=\mu^{4}-2 \mu^{2} \mathbf{S} \mu \rho+\mathbf{S}^{2} \mu \rho,(1) \text { of } 187^{\circ} \\
& =\mu^{4}-2 \mu^{2}\left(\mathbf{S} \mu \sigma+\frac{1}{2} \mu^{2}\right)+\left(\mathrm{S} \mu \sigma+\frac{1}{2} \mu^{2}\right)^{2}, \text { by }(3)
\end{aligned}
$$

and

$$
\begin{equation*}
\mu^{2} \sigma^{2}=-\frac{1}{2} \mu^{2} \mathbf{S} \mu \sigma+\mathbf{S}^{2} \mu \sigma \tag{4}
\end{equation*}
$$

This is the equation of a parabola with its vertex for origin, whose axis is parallel to the axis of the given parabola; for, if we substitute $-8 \mu_{1}$ for $\mu$, we get

$$
\sigma^{2}-4 \mathrm{~S} \mu_{1} \sigma-\mu_{1}^{-2} \mathbf{S}^{2} \mu_{1} \sigma=0
$$

which is the same form as (1) of $190^{\circ}$.
The focus of the given parabola is the vertex of this parabola. For, let $\sigma=t \mu$. Substituting this value of $\sigma$ in (4), we get

$$
\frac{t \mu^{4}}{2}=0, \text { or, } t=0
$$

Therefore the curve passes through the origin of $\mu$,-i.e. the focus of the given parabola.

Let $\mathrm{F}^{\prime}$ (measured to the right of F , fig. 38) be the focus of the new parabola; $l^{\prime}$ the tensor of its latus rectum ; $l$ the tensor of the latus rectum of the given parabola. Then, since

$$
\begin{aligned}
\mathrm{T} \mu & =8 \mathrm{~T}_{\mu_{1}} \\
\mathrm{FR} & =8 \mathrm{FF}^{\prime}, \\
\frac{1}{2} l & =8\left(\frac{1}{4} l^{\prime}\right)=2 l^{\prime}, \\
l & =4 l^{\prime} ;
\end{aligned}
$$

we have
or, the latus rectum of the given parabola is four times the latus rectum of the new parabola.

The reader will remember that in the equation of the given parabola, the focus being the origin, $\mu$ is the vector FR drawn from the focus to the directrix. In the equation of the new parabola, the vertex being the origin, $\mu_{\mathrm{I}}$ is the vector $\mathrm{FF}^{\prime}$ drawn from the vertex F to the focus $\mathrm{F}^{\prime}$-i.e. in the opposite direction to $\mu$.
$192^{\circ}$. To find the locus of the intersection of the tangent and the perpendicular upon it from the vertex, MQ, fig. 38.

Since the vector of the sought locus is always parallel to the normal at the point of contact, we have, ( 7 ) of $190^{\circ}$,

$$
\begin{align*}
& \pi=x(\phi \rho-2 \mu)  \tag{1}\\
& \mathrm{S} \mu^{-1} \pi=-2 x,
\end{align*}
$$

S. $\mu^{-1} \times$.
and

$$
\begin{equation*}
x=-\frac{\mathrm{S} \mu^{-1} \pi}{2}=-\frac{\mathrm{S} \mu \pi}{2 \mu^{2}} ; \mathrm{S} \mu \pi=-2 x \mu^{2} . \tag{2}
\end{equation*}
$$

S. $\times \phi \rho$.

$$
\mathrm{S} \pi \phi \rho=x(\phi \rho)^{2} .
$$

Also, (3) of $190^{\circ}$,

$$
S \mu \rho=\frac{S_{\rho} \phi \rho}{4}=\frac{(\phi \rho)^{2}}{4} .
$$

Substituting these values of $S \mu \pi, S \pi \phi \rho$ and $S \mu \rho$ in (6) of $190^{\circ}$,

Squaring (1),

$$
(\phi \rho)^{2}=\frac{\mathrm{S} x \mu^{2}}{1-2 x}
$$

Therefore,

$$
(\phi \rho)^{2}=\frac{\pi^{2}}{x^{2}}-4 \mu^{2}
$$

Substituting the value of $x$ from (2),

$$
\mu^{2} \pi^{2}=\left(\mathrm{S} \mu \pi-\pi^{2}\right) \mathrm{S} \mu \pi ;
$$

the equation of a cissoid, as will be shown in the following article.

## Section 6

## Various Curves

$193^{\circ}$. The Cissoid of Diocles is the locus of a point, P , fig. 39 , where the radius-vector of a circle, OR, is cut by an ordinate so that $O Q=S B$.

Let C be the centre of the circle $; \overline{\mathrm{OC}}=a ; \overline{\mathrm{OQ}}=y a$; $\overline{\mathrm{OP}}=\rho ; \overrightarrow{\mathrm{OR}}=x \rho$.
Then, since $\overline{\mathrm{OR}}-\overline{\mathrm{OC}}=\overline{\mathrm{CR}}$,

$$
(x \rho-a)^{2}=\overline{\mathrm{CR}^{2}}=-a^{2}
$$

and the equation of the circle is

$$
\begin{equation*}
x \rho^{2}-2 S a \rho=0 \tag{1}
\end{equation*}
$$

By similar triangles,

$$
\begin{gathered}
\frac{\mathrm{OQ}}{\mathrm{OS}}=\frac{\mathrm{OP}}{\mathrm{OR}} \\
\frac{y a}{2 a-y \alpha}=\frac{\rho}{x \rho}
\end{gathered}
$$

hence,

$$
\begin{equation*}
(1+x) y=2 \tag{2}
\end{equation*}
$$

From (1),

$$
x=\frac{2 S_{a \rho}}{\rho^{2}} .
$$

Again,


Fig. 39.

$$
\rho=\overline{\mathrm{O}} \overline{\mathrm{Q}}+\overline{\mathrm{QP}}=y_{\alpha}+\overline{\mathrm{QP}}
$$

S. $\alpha \times$.

$$
\mathrm{S} a \rho=y \alpha^{2}
$$

and

$$
y=\frac{S \alpha \rho}{a^{2}}
$$

Substituting these values of $x$ and $y$ in (2), we get

$$
\begin{equation*}
2 \alpha^{2} \rho^{2}=\left(\rho^{2}+2 S a \rho\right) S a \rho ; \tag{3}
\end{equation*}
$$

the equation of the cissoid.
The cusp of the cissoid, $O$, coincides with the vertex $M$; the point $B$ coincides with $R$; and BT, the tangent to the circle ORB, coincides with the directrix of the parabola, $192^{\circ}$, Consequently, the vertex being the origin, $\mathrm{OC}=\alpha$ (in the foregoing calculation) $=\frac{1}{2} \mathrm{MR}=-\frac{1}{2} \mu$, in $192^{\circ}$. Substituting this value of $\alpha$ in (3), we get

$$
\mu^{2} \rho^{2}=\left(\mathrm{S} \mu \rho-\rho^{2}\right) \mathrm{S} \mu \rho ;
$$

the equation there deduced.
$194^{\circ}$. The Cycloid is the path described by a point on the circumference of a circle which rolls in a fixed plane upon a fixed straight line, called the base.

Let APR be any position of the generating circle, fig. 40, A being the point of contact of the circle with the base, AB . On the base take the point $O$, such that $A O=\operatorname{arc} A P$. Then, obviousiy, $O$ is the position of the tracing point, $P$, when in contact with the base. Draw OD and PQ perpendicular to the base; draw the diameter


Fig. 40. of the circle, AC, and CP, AP; and suppose OP to be drawn. Let $\mathrm{CA}=c, \quad \angle \mathrm{PCA}=\theta$; and let $a$ and $\beta$ be vectors in the directions $O B, O D$, such that $\mathrm{T} a=\mathrm{T} \beta=c$. Then,

$$
\begin{gather*}
\overline{\mathrm{OP}}=\overline{\mathrm{OQ}}+\overline{\mathrm{QP}} . \\
\overline{\mathrm{OQ}}=\overline{\mathrm{OA}}-\overline{\mathrm{QA}} \\
"=(\operatorname{arc} \mathrm{A}-c \sin \theta) \mathrm{U} \alpha \\
"=(c \theta-c \sin \theta) \mathrm{U} a \\
"=(\theta-\sin \theta) \alpha ; \\
\overline{\mathrm{QP}}=(c-c \cos \theta) \mathrm{U} \beta \\
"=(1-\cos \theta) \beta . \tag{1}
\end{gather*}
$$

Therefore, $\quad \rho=(\theta-\sin \theta) a+(1-\cos \theta) \beta$.
the equation of the cycloid.
For the tangent at $P$ we have

$$
\begin{equation*}
\frac{d \rho}{d \theta}=(1-\cos \theta) \alpha+\beta \sin \theta . \tag{}
\end{equation*}
$$

Let $\overline{\mathbf{P A}}=\nu . \quad$ Then

$$
\begin{aligned}
& \nu=\overline{\mathrm{OA}}-\rho=\theta a-(\theta-\sin \theta) \alpha-(1-\cos \theta) \beta \\
& ,,=a \sin \theta-(1-\cos \theta) \beta . \\
& \mathrm{Sv}_{d \theta}^{d \boldsymbol{d}}=\mathrm{S}\{\alpha \sin \theta-(1-\cos \theta) \beta\}\{(1-\cos \theta) a+\beta \sin \theta\} \\
& "=S\left\{-c^{2} \sin \theta(1-\cos \theta)+\alpha \beta \sin ^{2} \theta-\beta \alpha(1-\cos \theta)^{2}+c^{2} \sin \theta(1-\cos \theta)\right\} \\
& n=0 \text {. }
\end{aligned}
$$

Therefore, $v \perp \frac{d \rho}{d \theta}$, or AP is normal to the cycloid at P . . (3)
Let us assume Hamilton's formula for the vector of curvature,

$$
\pi=-\frac{\rho^{\prime 3}}{\mathrm{~V} \rho^{\prime \prime} \rho^{\prime \prime}}
$$

where $\rho^{\prime}$ and $\rho^{\prime \prime}$ are the first and second derivatives of $\rho$, and the origin of $\pi$ is the centre of curvature. Then

$$
\begin{aligned}
& \rho^{\prime 2}=\left(\frac{d \theta}{d \theta}\right)^{3}=\{(1-\cos \theta) \alpha+\beta \sin \theta\}^{3}=-2 c^{2}(1-\cos \theta)\{(1-\cos \theta) \alpha+\beta \sin \theta\} ; \\
& \rho^{\prime \prime}=\alpha \sin \theta+\beta \cos \theta ;
\end{aligned}
$$

$\mathrm{V}^{\prime \prime} \rho^{\prime}=c^{2}(1-\cos \theta) \epsilon$, where $\epsilon$ is a unit-vector coinitial with and $\perp a$ and $\beta$, such that rotation round it from $a$ to $\beta$ is positive ;

$$
\begin{equation*}
\pi=-2\{a \sin \theta-(1-\cos \theta) \beta\}=-2 \nu \tag{4}
\end{equation*}
$$

Therefore the length of the radius of curvature is twice the length of the normal, PA.
$195^{\circ}$. If a vector, $\rho$, revolve round its origin in a plane, and if equal angular motions of $\rho$ correspond to equal multiplications of $\mathrm{T} \rho$; then the locus of P is a Logarithmic Spiral, and its equation evidently is

$$
\begin{gather*}
\rho=\alpha^{\prime} \beta ;  \tag{1}\\
\mathrm{T} \alpha<1 ; \mathrm{S} \alpha \beta=0 .
\end{gather*}
$$

For, let OB, OC, \&c., fig. 41, be a number of equiangular rays, $\angle \mathrm{BOC}=\angle \mathrm{COD}=\angle \mathrm{DOE}=\& \mathrm{c} .=\theta$; let $\overline{\mathrm{OB}}=\beta$; and let $a$ be a vector perpendicular to the plane BOE, drawn frow $O$ towards us. Then

$$
\begin{aligned}
& \overline{\mathrm{OB}}=\rho_{\circ}=a^{\circ} \beta=\beta, \\
& \mathrm{OC}=\rho_{1}=a^{\varepsilon \theta} \beta=a^{\varepsilon \theta} \mathrm{T} \beta \cdot \mathrm{U} a^{c \theta} \mathrm{U} \beta \\
& \overline{\mathrm{OD}}=\rho_{2}=a^{2 c \theta} \beta=a^{2 c \theta} \mathrm{~T} \beta \cdot \mathrm{U} a^{c(\theta+\theta)} \mathrm{U} \beta, \\
& \overline{\mathrm{OE}}=\rho_{3}=a^{3 c \theta} \beta=a^{3 c \theta} \mathrm{~T} \beta \cdot \mathrm{U} a^{c(\theta+2 \theta)} \mathrm{U} \beta ; \text { and ultimately, } \\
& \overline{\mathrm{OP}}=\rho=a^{n c \theta} \beta=\alpha^{t} \beta .
\end{aligned}
$$

The scalar exponent may, of course, be either positive or negative.


Fig. 41.
Suppose, for instance, that, as in fig. 41,

$$
t=\frac{1}{3} ; \mathrm{OA}=2^{\frac{3}{2}} ; \mathrm{OB}=10 \mathrm{~mm}
$$

Then
$\phi=\angle \mathrm{QOR}=\angle \mathrm{POQ}=\& c . .=\angle \mathrm{FOG}=\angle \mathrm{GOH}=30^{\circ}$; and

$$
\begin{aligned}
& \mathrm{T} \rho_{1}=\mathrm{OC}=\mathrm{T} a^{\frac{1}{3}} \mathrm{~T} \beta=10\left(2 \frac{3}{2}\right)^{\frac{1}{3}}=10 \sqrt{ } 2 ; \\
& \mathrm{T} \rho_{2}=\mathrm{OD}=\mathrm{T} a^{\frac{1}{3}} \mathrm{~T} \rho_{1}=10 \sqrt{ } 2 \sqrt{ } 2 ; \\
& \mathrm{T} \rho_{3}=\mathrm{OE}=\mathrm{T} a^{\frac{3}{3}} \mathrm{~T}_{\rho_{2}}=10 \sqrt{ } 2 \sqrt{ } 2 \sqrt{ } 2 ; \text { and so on. }
\end{aligned}
$$

For the points $L, M, \& c$., we have

$$
\begin{aligned}
\rho & =a^{-t} \beta \\
\mathrm{~T}_{\rho_{1}^{\prime}}^{\prime}=\mathrm{OL} & =\frac{\mathrm{T} \beta}{\mathrm{~T} a^{t}}=\frac{10}{\sqrt{ } 2} ; \text { and so on. }
\end{aligned}
$$

$$
d \rho=\left(a^{t} d \mathrm{U} a^{t}+d a^{t} . \mathrm{U} a^{t}\right) \beta
$$

$$
\begin{equation*}
"=\left(121^{\circ}\right)\left(\log a+\frac{\pi}{2} \mathrm{U} \alpha\right) a^{t} \beta d t=\left(\log a+\frac{\pi}{2} \mathrm{U} a\right) \rho d t, \ldots \tag{2}
\end{equation*}
$$

the vector-tangent of the spiral.
Hence, $\quad \rho d \rho=\rho^{2} \log a . d t+\frac{\pi}{2 a} \rho a \rho d t ;$

$$
\begin{aligned}
\mathrm{S} \rho d \rho & =\rho^{2} \log a \cdot d t(\text { since } \mathrm{S} \rho a \rho=0) \\
\mathrm{V} \rho d \rho & =\frac{\pi}{2 a} \mathrm{~V} \rho \mathrm{a} \rho \cdot d t=-\frac{\pi}{2 a} \rho^{2} \mathrm{adt}
\end{aligned} \quad \begin{aligned}
\mathrm{TV} \rho d \rho & =\frac{\pi \rho^{2} d t}{2}
\end{aligned}
$$

Therefore, if $\angle \rho d_{\rho}=\theta$,

$$
\begin{equation*}
\tan \theta=\frac{\operatorname{TV} \rho d \rho}{\operatorname{S} \rho d \rho}=\frac{\pi \rho^{2} d t}{2 \mu^{2} \log a \cdot d t}=\frac{\pi}{2} \frac{1}{\log a} \tag{3}
\end{equation*}
$$

or, the angle between the vector of any point upon the logarithmic spiral and the tangent at that point, is constant. It will be observed that in this expression for $\tan \theta, a$ is the tensor of a versor perpendicular to the plane of the spiral. In the ordinary polar equation,

$$
\tan \theta=\frac{1}{\log a}
$$

$a$ is a constant line in the plane of the spiral.
$196^{\circ}$. A Helix is the path generated by a point, P , upon the rim of a very thin circular disc, fig. 42 (a), which revolves (like a wheel) at a constant velocity, and at the same time moves at a constant velocity along a very thin, straight, and fixed wire, $\mathrm{OA}_{4}$, which passes through its centre, the plane of the disc being


Fia. 42.
always perpendicular to the wire. The point $P$ is supposed to take the same time to rotate through one quadrant of the circle that the centre of the disc takes to move in a straight line from O to $\mathrm{A}_{1}$, or $\mathrm{A}_{1}$ to $\mathrm{A}_{2}$, \&c. Fig. $42(a)$ shows the position of B , the term of a given vector $\beta$, before motion has taken place. Let $a$ be a unit-vector in the direction $\mathrm{OA}_{1}$, and let $\mathrm{T} \cdot \overline{\mathrm{OA}}_{1}=\mathrm{T} \cdot \overline{\mathrm{A}_{1} \mathrm{~A}_{2}}=\& \mathrm{c} .=c$.
Then

$$
\overline{\mathrm{OP}}_{1}=\overline{\mathrm{OA}}_{1}+{\overline{\mathrm{A}_{1}} \mathrm{P}_{1},}^{2}
$$

or,

$$
\rho_{1}=c \alpha+a \beta ;
$$

$$
\overline{\mathrm{OP}}_{2}=\overline{\mathrm{OA}}_{2}+{\overline{\mathrm{A}_{2} \mathrm{P}_{2}} ; ~}^{2}
$$

or,

$$
\rho_{2}=2 c \alpha+a^{2} \beta ;
$$

and, ultimately,

$$
\begin{align*}
\rho & =c t a+\alpha^{t} \beta  \tag{1}\\
\mathrm{~T} \alpha & =1 ; \mathrm{S} a=0
\end{align*}
$$

where $t$ is a variable scalar.
It is evident that this is a helix upon the cylinder,

$$
\begin{equation*}
\text { TVap }=\mathrm{TV} a \beta \tag{2}
\end{equation*}
$$

of $109^{\circ}$. The mathematical pitch of the screw is the ratio of the rectilinear velocity of the centre of the circle to the angular velocity of P . The mechanical pitch is the rectilinear distance passed through by the centre of the circle in the time that P takes to make one complete revolution of a circle, that is, $\mathrm{OA}_{4}$.

$$
\begin{gather*}
d \rho=c a d t+\frac{\pi}{2} a^{t+1} \beta d t ;  \tag{3}\\
\mathrm{Sa}^{-1} d \rho=c d t ; \mathrm{V}^{-1} d \rho=\frac{\pi d t}{2} a^{t} \beta ;  \tag{4}\\
\mathrm{TV} a^{-1} d \rho=\frac{\pi d t}{2} \mathrm{~T} \beta=\frac{\pi d t}{e} b, \text { since } \mathrm{T} a=1 ; \\
\tan \theta=\tan \angle a^{-1} d \rho=\frac{\mathrm{TV} a^{-1} d \rho}{\mathrm{Sa}^{-1} d \rho}=\frac{\pi b d t}{2 c d t}=\frac{\pi b}{2 c} \tag{5}
\end{gather*}
$$

The inclination of the tangent, therefore, to the axis of the cylinder on which the helix is traced, is constant.

$$
\begin{equation*}
\text { If } \phi=\frac{\pi}{2}-\theta, \quad \cot \phi=\frac{\pi b}{2 c} . \tag{6}
\end{equation*}
$$

is the expression for the constant angle at which the helix cuts any circle traced upon the cylinder. $\pi b$ is the semicircumference of the cylinder ; $2 c=\mathrm{OA}_{2}$, that is, half the interval between the two spires, $B$ and $\mathbf{P}_{4}$.

If a series of vectors be drawn from $O$, in both directions, parallel to a series of tangents, the locus of the vectors will obviously be a cone of revolution whose equation is,

$$
\mathrm{SU} a^{-1} d \rho= \pm \cos \theta
$$

The normal plane is the plane perpendicular to the tangent at the point of contact.

Let $\mathrm{BPP}^{\prime}$, fig. 43 , be a helix, and let CD be the normal
plane at P to the tangent PT . Let the plane cut the axis of the cylinder in Q ; let $\overline{\mathrm{OA}}=a, \overline{\mathrm{OQ}}=x, a=\gamma, \overline{\mathrm{PT}}=\tau$.

Since $\tau$ is $\perp$ the plane CD,

$$
\begin{equation*}
\mathrm{S}(\gamma-\rho) d \rho=0 \tag{8}
\end{equation*}
$$

is the equation of the normal plane. Since the equation of the helix is

$$
\rho=c t a+a^{t} \beta
$$

with the conditions

$$
\begin{align*}
& \mathrm{T} \alpha=1 ; \mathrm{S} a \beta=0 ; \\
& \rho^{2}=\left(c t a+\alpha^{t} \beta\right)\left(c t \alpha+\alpha^{t} \beta\right)=-c^{2} t^{2}+c t \alpha^{t+1} \beta+c t \alpha^{t} \beta a+a^{t} \beta a^{t} \beta \text {, } \\
& ,=-c^{2} t^{2}+c t a^{t}(\alpha \beta+\beta a)+\mathrm{V}^{2} a^{t} \beta, \\
& "=c^{2} t^{2}-\mathrm{T}^{2} \alpha^{t} \beta, \\
& ,=\beta^{2}-c^{2} t^{2} \text {. } \tag{9}
\end{align*}
$$

Therefore, $\mathrm{S} \rho d \rho=-c^{2} t d t$.
But, (8),
Therefore,
Also, (1),

Therefore,

$$
\begin{gather*}
\mathrm{S} \rho d \rho=\mathrm{S} \gamma d \rho=x \mathrm{~S} \alpha d \rho=-x c d t,(4) \\
x=c t ; \gamma=c t a ; \mathrm{S} \alpha \gamma=c t \alpha^{2} . \\
\mathrm{S} a \rho=\mathrm{S} \alpha\left(c t \alpha+\alpha^{t} \beta\right) \\
\quad,=c t a^{2}+\mathrm{S} \alpha^{t+1} \beta=c t \alpha^{2} . \tag{10}
\end{gather*}
$$

$$
\begin{gather*}
\mathrm{S} a \gamma-\mathrm{S} a \rho=\mathrm{Sa}(\gamma-\rho)=0 ; \\
\gamma-\rho=\overline{\mathrm{PQ}} \perp a . . . \tag{11}
\end{gather*}
$$

In words, PQ is perpendicular to the axis of the cylinder, or is a normal to the cylinder.

It follows that the locus of all the perpendiculars let fall from the helix upon the axis of the cylinder is a screw-surface, or helicoid, bounded by the surface of the cylinder, and containing the helix itself; its equation being of the form,

$$
\begin{equation*}
\rho=c t a+u a^{t} / 3 \tag{1:2}
\end{equation*}
$$

where $t$ and $u$ are independent variables. Or, reverting to the conception of a moving circle, we may say that $u$ is a function of the velocity of rotation of the circumference of the circle, and $t$ is a function of the velocity of translation of its centre, the two velocities being absolutely independent.

To gain a definite idea of the shape of this surface, we have only to imagine that the cylinder is upright, and that a corkscrew staircase is constructed round the axis. The (smooth) bottom surface of the staircase is a helicoid.

## Section 7

The Plane
$197^{\circ}$. Three given coinitial vectors, $a, \beta, \gamma$, terminate in a plane; to find the perpendicular from the origin upon the plane, $\mathrm{OD}=\delta$.
We have at once

$$
\mathrm{S} a \delta^{-1}=1 ; \mathrm{S} \beta \delta^{-1}=1 ; \mathrm{S} \gamma \delta^{-1}=1 ;
$$

therefore, $131^{\circ}(2)$,

$$
\delta=\frac{\mathrm{S} \alpha \beta \gamma}{\mathrm{~V}(\beta \gamma+\gamma \alpha+\alpha \beta)}
$$

Since $\delta \mathrm{V}(\beta \gamma+\gamma \alpha+\alpha \beta)=\mathrm{a}$ scalar, $\mathrm{V}(\beta \gamma+\gamma \alpha+\alpha \beta) \| \delta$.
$198^{\circ}$. To find the condition that four points shall be coplanar. Let the vectors of the four points be $a, \beta, \gamma, \rho$. If the point $P$ lie in the plane passing through the points $A, B, C$, which are supposed to be non-collinear, then

$$
\mathrm{S} \cdot(\alpha-\rho)(\beta-\rho)(\gamma-\rho)=0,
$$

or,

$$
\mathrm{S} \beta \gamma \rho+\mathrm{S} \gamma_{a} \rho+\mathrm{S} a \beta \rho-\mathrm{S} \alpha \beta \gamma=0
$$

The geometric meaning of this equation is obvious.
As a verification, let $\rho=x i+y j+z k ; a=x_{1} i+y_{\llcorner } j+z_{1} k ;$ dec, de. Then

$$
\circ=x\left(y_{1} z_{2}-y_{2} z_{1}+y_{2} z_{3}-y_{3} z_{2}+y_{3} z_{1}-y_{1} z_{3}\right)+d c .
$$

or,

$$
\circ=\left|\begin{array}{lllllll}
x & , & y & , & z & , & 1 \\
x_{1} & , & y_{1} & , & z_{1} & , & 1 \\
x_{2} & , & y_{2} & , & z_{2} & , & 1 \\
x_{3} & , & y_{3} & , & z_{3} & , & 1
\end{array}\right|
$$

For another solution, see Part I., $38^{\circ}$.
$199^{\circ}$. The intersection of two planes is a straight line. ${ }^{1}$ For let $\mathrm{OA}=a, \mathrm{OB}=\beta$ lie in one plane, and $\mathrm{OC}=\gamma, \overline{\mathrm{OD}}=\delta$ lie in the other. Then, $79^{\circ}$, the intersection of the two planes is $\mathrm{V} . \mathrm{V} \alpha \beta \mathrm{V} \gamma \delta$, that is, a straight line.

[^0]$200^{\circ}$. The condition that three planes shall intersect in one common straight line.

Let the equations of the three planes, $\mathrm{P}_{1}, \mathrm{P}_{2}, \mathrm{P}_{3}$, be respectively,

$$
\operatorname{S} \alpha \rho=p ; \mathbf{S} \beta \rho=q ; \operatorname{S} \gamma \rho=r ;
$$

and let $\sigma$ be a vector along their common line of intersection. Then, since $a$ is perpendicular to $\mathrm{P}_{1}$, it is perpendicular to $\sigma$. Similarly, $\beta$ and $\gamma$ are perpendicular to $\sigma$.
Therefore,

$$
\begin{gathered}
\mathrm{S} a \beta \gamma=\mathrm{o} \\
p \mathrm{~V} \beta \gamma+q \mathrm{~V} \gamma \alpha+r \mathrm{~V} a \beta=\mathrm{o}
\end{gathered}
$$

This is the condition that the three planes should be parallel to the same straight line.
$201^{\circ}$. To find the condition that four planes shall meet in a point.

Let the equations of the given planes be

$$
\mathrm{S} \alpha \rho=h ; \mathrm{S} \beta \rho=l ; \mathrm{S} \gamma \rho=m ; \mathrm{S} \delta \rho=n
$$

For the point of intersection, the variables of the first three equations must have a common value,

$$
\rho=\frac{h \mathrm{~V} \beta \gamma+l \mathrm{~V} \gamma a+m \mathrm{~V} a \beta}{\mathrm{~S} a \beta \gamma}
$$

But since the fourth plane passes through the same point, this value of $\rho$ must be also a value of its variable. Therefore, substituting this value of $\rho$ in the fourth equation, we get

$$
n=\mathrm{S} \delta \rho=\frac{\mu \mathrm{S} \delta \mathrm{~V} \beta \gamma+l \mathrm{~S} \delta \mathrm{~V} \gamma a+m \mathrm{~S} \delta \mathrm{~V} a \beta}{\mathrm{~S} a \beta \gamma}
$$

or,

$$
h \mathrm{~S} \beta \gamma \delta-l \mathrm{~S} \gamma \delta \alpha+m \mathrm{~S} \delta a \beta-n \mathrm{~S} a \beta \gamma=0
$$

the sought condition.

## Section 8

## The Tetrahedron

$202^{\circ}$. To find the diameter of the sphere circumscribing a given tetrahedron.

This will be given in the Section on the sphere, $211^{\circ}$.
$203^{\circ}$. If two pairs of opposite edges of a tetrahedron, OABC , be at right angles, the third pair will be also at right angles. Let $\mathrm{OA} \perp \mathrm{BC}, \mathrm{OB} \perp \mathrm{CA}$. Then

Subtracting,

$$
\begin{gathered}
\mathrm{S} a(\gamma-\beta)=0 \\
\mathrm{~S} \beta(\gamma-a)=0 \\
\mathrm{~S}_{\gamma}(a-\beta)=0, \\
\mathrm{OC} \mathrm{\perp AB} .
\end{gathered}
$$

that is,
$204^{\circ}$. To find the condition that the perpendiculars from the corners of a tetrahedron, OABC, upon the opposite faces shall be concurrent.

Let $x \mathrm{~V} \beta \gamma$ and $y \mathrm{~V} \gamma \alpha$, the respective perpendiculars from $A$ and $B$ upon the opposite faces, intersect in $P$. Then, since $(\beta-a), \mathrm{V} \beta \gamma$ and $\mathrm{V} \gamma \alpha$ are coplanar, $\mathrm{V} . \mathrm{V} \beta \gamma \mathrm{V} \alpha a$ is perpendicular to $\beta-\alpha$. Therefore,

$$
\begin{array}{r}
\mathrm{S}(\beta-a) \mathrm{V} \cdot \mathrm{~V} \beta \gamma \mathrm{~V} \gamma \alpha=0 \\
\mathrm{~S}(\beta-a)(-\gamma \mathrm{S} a \beta \gamma)=0, \\
(\mathrm{~S} \gamma \alpha-\mathrm{S} \beta \gamma) \mathrm{S} \alpha \beta \gamma=0 .
\end{array}
$$

Therefore,

$$
\begin{equation*}
\circ=\mathrm{S} \gamma \alpha-\mathrm{S} \beta \gamma=\mathrm{S} \gamma(\alpha-\beta) \tag{l}
\end{equation*}
$$

that is,

$$
\mathrm{OC} \perp \mathrm{AB} .
$$

We get corresponding results in the other cases; therefore the sought condition is that the opposite edges shall be at right angles.
$205{ }^{\circ}$. If the opposite edges of a tetrahedron be at right angles, then the sums of the squares of the opposite edges are equal.

For, by (1) of $204^{\circ}$, we have

$$
\begin{aligned}
\mathrm{S} \beta \gamma & =\mathrm{S} \gamma a \\
\mathrm{~T} \beta \cos \mathrm{BOC} & =\mathrm{T} a \cos \mathrm{AOC} \\
\mathrm{OB} \frac{\mathrm{OB}^{2}+\mathrm{OC}^{2}-\mathrm{BC}^{2}}{2 \mathrm{OB} \cdot \mathrm{OC}} & =\mathrm{OA} \frac{\mathrm{OC}^{2}+\mathrm{OA}^{2}-\mathrm{CA}^{2}}{2 \mathrm{OC} \cdot \mathrm{OA}}
\end{aligned}
$$

consequently,

$$
\mathrm{OB}^{2}+\mathrm{CA}^{2}=\mathrm{OA}^{2}+\mathrm{BC}^{2}
$$

We get corresponding results in the other cases ; therefore, \&c., \&c.

This is another form of the condition of $204^{\circ}$.
$206^{\circ}$. The sum of the vector-areas of the faces of a tetrahedron, OABC , is zero.

$$
\mathrm{OBC}=\frac{1}{2} \mathrm{~V} \beta \gamma ; \mathrm{OCA}=\frac{1}{2} \mathrm{~V} \gamma^{\alpha} ; \mathrm{OAB}=\frac{1}{2} \mathrm{~V} a \beta
$$

As we have taken the positive areas of these three faces as seen by an observer standing upon the point $O$, i.e. from the outside of the tetrahedron; we must take the positive area of the remaining face from a corresponding point of view -exterior to the solid. Accordingly,

$$
\mathrm{ACB}=\frac{1}{2} \mathrm{~V}(\gamma-\alpha)(\beta-\alpha)=-\frac{1}{2} \mathrm{~V}(\beta \gamma+\gamma \alpha+\alpha \beta)
$$

Therefore,

$$
\begin{gathered}
\mathrm{OBC}+\mathrm{OCA}+\mathrm{OAB}+\mathrm{ACB} \\
=\frac{1}{2} \mathrm{~V} \beta \gamma+\frac{1}{2} \mathrm{~V} \gamma \alpha+\frac{1}{2} \mathrm{~V} \alpha \beta-\frac{1}{2} \mathrm{~V}(\beta \gamma+\gamma \alpha+\alpha \beta)=0 .
\end{gathered}
$$

In general, the sum of the vector-areas of the faces of any polyhedron is zero.

Let $O$ be any point within the polyhedron, and let it be divided into a number of tetrahedra by planes passing through O. Then the sum of the faces of each separate tetrahedron is zero. Adding, the sum of the faces of all the tetrahedra is zero, that is, the sum of the internal faces, plus the sum of the external faces, is zero. But the internal areas, taken two and two, cancel each other, since each two adjacent areas have the same vector-expressions with opposite signs. Therefore the sum of the external faces, that is, the sum of the vector-areas of the faces of the original polyhedron, is zero.

## Section 9

## The Sphere

207 ${ }^{\circ}$. If a quadrilateral be not inscriptible in a circle, then, whether it be plane or gauche, we can always circumscribe two circles, OAB, OBC, about the two triangles formed by drawing the diagonal OB , fig. 44.

We then have, $96^{\circ}$,

$$
\begin{aligned}
& \overline{\mathrm{OA}} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BO}}=\overline{\mathrm{OT}} \\
& \overline{\mathrm{OB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}}=\overline{\mathrm{OU}}
\end{aligned}
$$

therefore,


Fig. 44.

$$
\widehat{\mathrm{OA}} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}} \cdot=\frac{\overline{\mathrm{OT}} \cdot \overline{\mathrm{OU}}}{\mathrm{OB}^{2}}
$$

where both members of the equation are quaternions.

If the quadrilateral be plane, the axis of $\overline{\mathrm{OA}} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}}$ (or of $\overline{\mathrm{OT}} . \overline{\mathrm{OU}}$ ) is perpendicular to the plane of the two tangents, TOU, and therefore to the plane OABC. If the quadrilateral be gauche, this axis will still be perpendicular to the plane of the two tangents, and will be consequently normal at O to the sphere circumscribing the quadriateral.

In both cases the direction of the axis is such that rotation round it from OT to OU is positive.

The angle of the quaternion $\overline{\mathrm{OA}} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}}$ is the supplement of the angle TOU, and is consequently the angle TOU contained by OT and a tangent $\mathrm{OU}^{\prime}$, the opposite of OU ; or the angle between the planes OAB and OCB, or between the ares OAB and OCB (we write OCB , not OBC , because $\overline{\mathrm{OU}}=\overline{\mathrm{OC}} . \overline{\mathrm{CB}} . \overline{\mathrm{BO}})$.
$208^{\circ}$. Since $\overline{O A} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}}$ differs from the anharmonic function (OABC) by a scalar only, $163^{\circ}$, (1), we have

$$
\left.\angle(\mathrm{OABC})=\angle \frac{\mathrm{OA} B C}{\mathrm{AB}} \mathrm{CO}=\angle \overline{(\mathrm{OA}} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}}\right) .
$$

And since $\quad \angle a \beta \gamma \delta=\angle \beta \gamma \delta a=\& c$., $76^{\circ}(5)$,
we have for the successive sides of any quadrilateral, plane or gauche,
$\angle(\overline{\mathrm{OA}} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}})=\angle(\overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CO}} \cdot \overline{\mathrm{OA}})=\& \mathrm{cc} \cdot ; \ldots$ (1)
$\angle(\mathrm{OABC})=\angle(\mathrm{ABCO})=\angle(\mathrm{BCOA})=\angle(\mathrm{COAB}) ; \ldots(2)$
and also for the four reciprocal anharmonics,
$\angle(\mathrm{OCBA})=\angle(\mathrm{AOCB})=\angle(\mathrm{BAOC})=\angle(\mathrm{CBAO}) \ldots(3)$
If, then, we are given four points, $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$, coplanar


Fig. 45. or in space, fig. 45 , connected by four circles, each of which passes through three of the points ; we have the following equality of angles:

$$
\angle \mathrm{A}=\angle \mathrm{B}=\angle \mathrm{C}=\angle \mathrm{D}
$$

For

$$
\begin{array}{ll}
\angle \mathrm{A}=\angle(\mathrm{ABCD}) ; & \angle \mathrm{B}=\angle(\mathrm{BCDA}) ; \\
\angle \mathrm{C}=\angle(\mathrm{CDAB}) ; & \angle \mathrm{D}=\angle(\mathrm{DABC}) ;
\end{array}
$$

and the angles of these four anharmonic quaternions are equal by (2), (Hamilton).
$209^{\circ}$. Let ABCDE be any pentagon, plane or gauche,
inscribed in a sphere, and let the two diagonals $A C, A D$ be drawn. We then have the three equations,

$$
\begin{aligned}
& \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CA}}=\overline{\mathrm{AT}} \\
& \overline{\mathrm{AC}} \cdot \overline{\mathrm{CD}} \cdot \overline{\mathrm{DA}}=\overline{\mathrm{AU}} \\
& \overline{\mathrm{AD}} \cdot \overline{\mathrm{DE}} \cdot \overline{\mathrm{EA}}=\overline{\mathrm{AV}}
\end{aligned}
$$

where $\overline{\mathrm{AT}}, \overline{\mathrm{AU}}, \overline{\mathrm{AV}}$ are three tangents to the sphere at A . Multiplying the three equations together,

$$
\begin{equation*}
\overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CD}} \cdot \overline{\mathrm{DE}} \cdot \overline{\mathrm{EA}}=\frac{\overline{\mathrm{AT}} \cdot \overline{\mathrm{AU}} \cdot \overline{\mathrm{AV}}}{\mathrm{AC}^{2} \cdot \mathrm{AD}^{2}} . \tag{1}
\end{equation*}
$$

Now, the product $\overline{\mathrm{AT}} \cdot \overline{\mathrm{AU}} \cdot \overline{\mathrm{AV}}$ is some fourth coplanar vector $\overline{\mathrm{AW}}$, which, being coplanar with the three tangents, is itself a tangent at A. Therefore the product of the five successive sides of a pentagon, plane or gauche, inscribed in a sphere, is a tangential vector drawn from the point at which the pentagon begins and ends.

In general, the product of the successive sides of any $n$-gon inscribed in a sphere is a quaternion whose axis is normal to the sphere at the initial point of the $n$-gon, when $n$ is even; and is a vector tangential to the sphere at the same point, when $n$ is odd.
$210^{\circ}$. The last equation, $209^{\circ}(1)$, may be written :

$$
\overline{\mathrm{OA}} \cdot \overline{\mathrm{AB}} \cdot \overline{\mathrm{BC}} \cdot \overline{\mathrm{CP}} \cdot \overline{\mathrm{PO}}=x \xi
$$

where $P$ is a variable point upon the sphere. Hence, taking scalars,

$$
\circ=\operatorname{Sa}(\beta-a)(\gamma-\beta)(\rho-\gamma)(-\rho),
$$

or,

$$
\begin{equation*}
\rho^{2} \mathrm{~S} \alpha \beta \gamma=\alpha^{2} \mathrm{~S} \beta \gamma \rho+\beta^{2} \mathrm{~S} \gamma \alpha \rho+\gamma^{2} \mathrm{~S} a \beta \rho ; \tag{1}
\end{equation*}
$$

the equation of a sphere, $O$ being a point upon its surface.
To verify the equation, we have only to observe that it is satisfied by assigning to $\rho$ the successive values, $0, a, \beta, \gamma$. Hence, if the vector of any point in space, in terms of three given diplanar vectors, $a, \beta, \gamma$, be

$$
\begin{gathered}
\rho=x a+y \beta+z \gamma \\
\rho^{2}=x a^{2}+y \beta^{2}+z \gamma^{2}
\end{gathered}
$$

expresses that the vectors $a, \beta, \gamma, \rho$ terminate in the surface of a sphere which passes through 0 .

Let $\mathrm{OA}, \overline{\mathrm{OB}}, \overline{\mathrm{OC}}, \& \mathrm{c}$. , be any chords of a sphere, and let $\overline{\mathrm{OD}}$ be a diameter, fig. 35 of $161^{\circ}$. Then, $160^{\circ}, a^{-1}-\delta^{-1}=\tau_{1}$,
a tangent at $O ; \beta^{-1}-\delta^{-1}=\tau^{2}$, another tangent at 0 ; \&c., \&c. But these tangents are coplanar ; therefore $a^{-1}-\delta^{-1}$, $\beta^{-1}-\delta^{-1}$, \&c., are coplanar ; therefore $\beta^{-1}-\alpha^{-1}, \gamma^{-1}-a^{-1}$, $\& c$. , lie in a plane parallel to the tangent plane at $O$. Therefore, if $\rho$ be the vector of a variable point, P , upon the sphere,

$$
\begin{equation*}
S\left(\beta^{-1}-\alpha^{-1}\right)\left(\gamma^{-1}-\alpha^{-1}\right)\left(\rho^{-1}-\alpha^{-1}\right)=0 . \tag{2}
\end{equation*}
$$

is the equation of a sphere passing through the five points $\mathrm{O}, \mathrm{A}, \mathrm{B}, \mathbf{C}, \mathbf{P}$. It is not difficult to transform (2) into (1). Since $S \frac{\delta-\rho}{\rho}=0$,
and

$$
\left.\begin{array}{c}
\mathrm{S} \delta \rho^{-1}=1  \tag{3}\\
\rho^{2}=\mathrm{S} \delta \rho
\end{array}\right\}
$$

are equations of the sphere.
If the origin be any point in space, $\kappa$ the vector of the centre, and $\alpha$ any given vector radius,

$$
\left.\begin{array}{l}
\mathrm{T}(\rho-\kappa)=\mathrm{T} \alpha  \tag{4}\\
(\rho-\kappa)^{2}=a^{2}=\mathrm{C}
\end{array}\right\}
$$

are also equations of the sphere.
If $\mathrm{T}_{\boldsymbol{\kappa}}=c$, this last equation may be written :

$$
\begin{equation*}
\rho^{2}=2 \mathrm{~S} \kappa \rho=c^{2}-a^{2} \tag{5}
\end{equation*}
$$

$211^{\circ}$. By $82^{\circ}$,

$$
\delta \mathrm{S} a \beta \gamma=\mathrm{S} \delta a \mathrm{~V} \beta \gamma+\mathrm{S} \delta \beta \mathrm{~V} \gamma^{a}+\mathrm{S} \delta \gamma \mathrm{~V} a \beta
$$

But, by (3) of $210^{\circ}$,
Therefore,

$$
\mathrm{S} \delta \alpha=a^{2} ; \mathrm{S} \delta \beta=\beta^{2} ; \mathrm{S} \delta \gamma=\gamma^{2}
$$

$$
\begin{equation*}
\delta=\frac{a^{2} V \beta \gamma+\beta^{2} V \gamma \alpha+\gamma^{2} V a \beta}{S a \beta \gamma} ; \tag{1}
\end{equation*}
$$

the expression for the diameter of the sphere circumscribing the tetrahedron OABC.
$212^{\circ}$. The equations of the tangent and tangent plane have been given in $167^{\circ}$; that of the polar plane in $168^{\circ}$.
$213^{\circ}$. To find the equation of the curve formed by the intersection of a plane and a sphere.

From the centre, O, of the sphere let fall a perpendicular $\overline{\mathrm{OD}}=\delta$ upon the given plane. Let $\rho$ be the variable vector of the sphere ; $\sigma$ a vector in the given plane drawn from D to
meet $\rho$ in the line of intersection whose equation is required. Then, if $a$ be the radius of the sphere,
but

$$
\begin{gathered}
\rho^{2}=-a^{2} ; \\
\rho=\delta+\sigma ; \\
(\delta+\sigma)^{2}=-a^{2}, \\
\sigma^{2}=-\left(a^{2}-d^{2}\right) .
\end{gathered}
$$

therefore,
and
The locus, therefore, is the circle,

$$
\sigma^{2}=-\left(a^{2}-d^{2}\right), \boldsymbol{S} \delta \sigma=0
$$

with D for centre and $\sqrt{a^{2}-d^{2}}$ for radius.
$214^{\circ}$. To find the curve in which the spheres intersect.
Let the equations of the two spheres be, $210^{\circ}(5)$,

$$
\begin{aligned}
& \rho^{2}-2 \mathrm{~S} \kappa_{1} \rho=\mathrm{C}_{1}{ }^{2}-a_{1}{ }^{2}, \\
& \rho^{2}-2 \mathrm{~S} \kappa_{2} \rho=\mathrm{C}_{2}{ }^{2}-a_{2}{ }^{2} .
\end{aligned}
$$

For every point of the curve of intersection the variables must have one common value. We may consequently equate the two equations, thus obtaining

$$
\mathrm{S}\left(\kappa_{1}-\kappa_{2}\right)_{\varphi}=\frac{1}{2}\left\{\left(a_{1}{ }^{2}-a_{2}{ }^{2}\right)+\left(\mathrm{C}_{2}{ }^{2}-\mathrm{C}_{1}{ }^{2}\right)\right\}=\mathrm{C} . \ldots(1)
$$

Now, this is the equation of a plane $\perp\left(\kappa_{1}-\kappa_{2}\right), 100^{\circ}(9)$. Therefore the line of intersection of the two spheres is the common line of intersection of this plane with the two spheres. But the intersection of a sphere and a plane is a circle. Therefore the line of intersection of two spheres is a circle.

Equation (1) is the equation of the Radical Plane of the two spheres.
$215^{\circ}$. If three spheres intersect one another, their three planes of intersection pass through one common straight line.

If the equations of the three spheres be

$$
\begin{aligned}
& \rho^{2}-2 \mathrm{~S} \kappa_{1} \rho=\mathrm{C}_{1}, \\
& \rho^{2}-2 \mathrm{~S} \kappa_{2} \rho=\mathrm{C}_{2}, \\
& \rho^{2}-2 \mathrm{~S} \kappa_{3} \rho=\mathrm{C}_{3},
\end{aligned}
$$

the equations of the three planes of intersection will be

$$
\begin{aligned}
& \mathrm{S}\left(\kappa_{1}-\kappa_{2}\right) \rho=\frac{1}{2}\left(\mathrm{C}_{2}-\mathrm{C}_{1}\right), \text { or } \mathrm{P}_{1}, \\
& \mathrm{~S}\left(\kappa_{2}-\kappa_{3}\right) \rho=\frac{1}{2}\left(\mathrm{C}_{3}-\mathrm{C}_{2}\right), \Rightarrow, \mathrm{P}_{2}, \\
& \mathrm{~S}\left(\kappa_{3}-\kappa_{1}\right) \rho=\frac{1}{2}\left(\mathrm{C}_{1}-\mathrm{C}_{3}\right), \%, \mathrm{P}_{3}
\end{aligned}
$$

where $\mathrm{P}_{1} \perp\left(\kappa_{1}-\kappa_{2}\right), \mathrm{P}_{2} \perp\left(\kappa_{2}-\kappa_{3}\right), \mathrm{P}_{3} \perp\left(\kappa_{3}-\kappa\right)$.
Now,
$\left(\mathrm{O}_{2}-\mathrm{O}_{1}\right) \mathrm{V}\left(\kappa_{2}-\kappa_{1}\right)\left(\kappa_{3}-\kappa_{1}\right)+\left(\mathrm{O}_{3}-\mathrm{C}_{2}\right) \mathrm{V}\left(\kappa_{3}-\kappa_{1}\right)\left(\kappa_{1}-\kappa_{3}\right)+\left(\mathrm{O}_{1}-\mathrm{C}_{3}\right) \Gamma\left(\kappa_{1}-\kappa_{2}\right)\left(\kappa_{3}-\kappa_{3}\right)=0$.

Therefore $\mathrm{P}_{1}, \mathrm{P}_{\mathbf{2}}, \mathrm{P}_{3}$ intersect in one common straight line, $200^{\circ}$.
$216^{\circ}$. To find the locus of a point, the sum of the squares of whose distances from $n$ given points is constant.

Let $\rho$ be the vector of the sought point ; $a_{1}, a_{2} \ldots a_{n}$ the vectors of the given points. Then

$$
\left(\rho-\alpha_{1}\right)^{2}+\left(\rho-\alpha_{2}\right)^{2}+\& c .=\Sigma(\rho-\alpha)^{2}=-\mathrm{C}
$$

But

$$
\begin{aligned}
& \left(\rho-a_{1}\right)^{2}=\rho^{2}-2 \operatorname{Sa} a_{1} \rho+\alpha_{1}{ }^{2} \\
& \left(\rho-a_{2}\right)^{2}=\rho^{2}-2 \mathrm{~S} a_{2} \rho+{a_{2}{ }^{2}}^{2} \cdot \\
& \left(\rho-a_{n}\right)^{2}=\rho^{2}-2 \mathrm{~S} \alpha_{n} \rho+a_{n}{ }^{2} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \Sigma(\rho-a)^{2}=n \rho^{2}-2 \mathrm{~S} \rho \Sigma a+\Sigma \alpha^{2}=-\mathrm{C} \\
& \rho^{2}-2 \mathrm{~S} \rho \frac{\Sigma a}{n}+\left(\frac{\Sigma a}{n}\right)^{2}=\left(\frac{\Sigma a}{n}\right)^{2}-\frac{\Sigma a^{2}}{n}-\frac{\mathrm{C}}{n} \\
& \left(\rho-\frac{\Sigma a}{n}\right)^{2}=\left(\frac{\Sigma a}{n}\right)^{2}-\frac{1}{n}\left(\Sigma \alpha^{2}+\mathrm{C}\right)=\mathrm{C}^{\prime}
\end{aligned}
$$

Therefore, by (4) of $210^{\circ}$, the locus of P is a sphere the vector of whose centre is $\frac{\sum \alpha}{n}$, its centre consequently being the mean point of the $n$ points.

Section 10

## The Cone

$217^{\circ}$. To find the equation of a Cone of Revolution whose vertex, $O$, is the origin.

Let $a$ be a unit-vector along the axis OA, and $\rho$ the vector of any point upon the surface of the cone. Then

$$
\mathrm{S} a \rho=-\mathrm{T}_{\rho} \cos \theta ;
$$

$\theta$ being the angle POA.
But $\theta$ is constant. Therefore,

$$
\begin{equation*}
c^{2} \mu^{2}=\mathrm{S}^{2} \alpha \rho \tag{1}
\end{equation*}
$$

$218^{\circ}$. Had we written the equation of the plane, $105^{\circ}$, as

$$
\begin{equation*}
\mathrm{S} \alpha \rho=a^{2}, \tag{1}
\end{equation*}
$$

and the equation of the sphere as

$$
\begin{equation*}
\mathrm{S} \beta \rho=\rho^{2}, \tag{2}
\end{equation*}
$$

we should, by multiplying these two equations together, have obtained the equation of the Cyclic Cone in the form :

$$
\begin{equation*}
a^{2} \mu^{2}-\operatorname{Sap} \mathrm{S} \beta_{\rho}=0, \tag{3}
\end{equation*}
$$

instead of

$$
\mathrm{S} \frac{\rho}{\alpha} \mathrm{~S} \frac{\beta}{\rho}=1,108^{\circ} .
$$

This cone has for its base the circle,

$$
\begin{equation*}
\mathrm{S} a \rho=a^{2} ; \mathrm{S} \beta \rho=\rho^{2} . \tag{4}
\end{equation*}
$$

Let us take a vector with the direction of $\beta$ and the tensor of $a,-\mathrm{T} a \mathrm{U} \beta=\overline{\mathrm{OB}}^{\prime}$. The equation of the plane through $\mathrm{B}^{\prime}$ perpendicular to this vector, is
or,

$$
\begin{array}{r}
\circ=\mathrm{S} . \mathrm{T} a \mathrm{U} \beta(\rho-\mathrm{T} a \mathrm{U} \beta)=\frac{a}{b} \mathrm{~S} \beta\left(\rho-\frac{a}{b} \beta\right), \\
\mathrm{S} \beta \rho=\frac{a}{b} \beta^{2} . \cdot . \cdot . \mathrm{b} \tag{5}
\end{array}
$$

Again, let us take a vector with the direction of $a$ and the tensor of $\beta,-\mathrm{T} \beta \mathrm{U} a=\overline{\mathrm{OA}^{\prime}}$. The equation of a sphere through $\mathrm{A}^{\prime}$ with $\mathrm{OA}^{\prime}$ for a diameter is

$$
\begin{gather*}
\circ=\mathrm{S} \rho(\rho-\mathrm{T} \beta \mathrm{U} a)=\mathrm{S} \rho\left(\rho-\frac{b}{a} a\right), \\
\mathrm{S} \alpha \rho=\frac{a}{b} \rho^{2} . \tag{6}
\end{gather*}
$$

or,
Multiplying (5) and (6) together we get

$$
\mathrm{S} \alpha \beta \mathrm{~S} \beta \rho=\frac{a^{2}}{b^{2}} \beta^{2} \rho^{2}=\frac{-a^{2}}{b^{2}}\left(-b^{2}\right) \rho^{2}=a^{2} \rho^{2} .
$$

Therefore,

$$
\left(\mathrm{S} \alpha \rho=a^{2} ; \mathrm{S} \beta_{p}=\rho^{2}\right)
$$

and

$$
\left(\mathrm{S} \beta \rho=\frac{a}{b} \beta^{2} ; \mathrm{S} a \rho={ }_{b}^{a} \rho^{2}\right)
$$

are two different circular sections of the same cyclic cone. Every section of this cone by a plane parallel to the plane $\operatorname{Sap}=\alpha^{2}$, is a circle. For, let $c$ be any constant scalar. Then, $100^{\circ},(8), \quad S \alpha \mu=c a^{2}$
is a plane \| to $\operatorname{Sac}=\alpha^{2}$. Substituting this value of $\operatorname{Sap}$ in (3), we get

$$
\rho_{2}-c \mathrm{~S} \beta \rho=0
$$

We therefore have for $\rho$,

$$
\mathrm{S}_{\alpha \rho}=c^{2} a ; \rho^{2}=c \mathrm{~S} \beta \rho
$$

The locus of $P$, therefore, is the intersection of the plane through the term of $c a \perp a$, and the sphere with $c \beta$ for a diameter, i.e. a circle.

Similarly, any plane parallel to the plane, $\mathrm{S} \beta \rho=\frac{a}{b} \beta^{2}$, is a circle.

Therefore the sections of a cyclic cone made by planes perpendicular to either of the Cyclic Normals, $a$ and $\beta$, are


Fig. 46. circles. Both series of planes are consequently perpendicular to the plane OAB. If, then, AD be the intersection of the plane, $\operatorname{Sap}=a^{2}$, with OAB, and AE be the intersection of OAB with a plane through A parallel to $\mathbb{S} \beta \rho=\frac{a}{b} \beta$; AD and AE are evidently antiparallel, fig. 46. The two series of circles are consequently called the antiparallel (or subcontrary) sections of the cone.
The equation of a plane through $O$ parallel to the plane ( 1 ) is
$\mathrm{S} a \rho=0 ;$
the equation of a plane through $O$ parallel to the plane (5) is

$$
\begin{equation*}
\mathbf{S} \beta \rho=0 . \tag{8}
\end{equation*}
$$

These are the equations of the Cyclic Planes.
If the cone, in the first instance, be supposed to have for its base the circle

$$
\operatorname{Sa\rho }=a^{2} ; \mathbf{S} \beta \rho=\rho^{2}
$$

it is clear that the cyclic plane (8) is a tangent at the vertex to the circumscribing sphere (2). If, in the second instance, the cone be supposed to have for its base the circle

$$
\mathrm{S} \beta \rho=\frac{a}{b} \beta^{2} ; \operatorname{Sa\rho }=\frac{a}{b} \rho^{2},
$$

the cyclic plane (7) is a tangent at the vertex to the circumscribing sphere (6).
Since

$$
\begin{gather*}
a^{8} \rho^{2}=\operatorname{Sap} \mathrm{S} \beta \rho=\mathrm{T} a \rho \mathrm{~T} / \beta \rho \mathrm{SU} \alpha \rho \mathrm{SU} \beta \rho, \\
\mathrm{SU} \mathrm{a}_{\mu} \mathrm{SU} \beta \rho=\mathrm{T} \frac{a}{\beta}=\mathrm{constant} ; \tag{9}
\end{gather*}
$$

or, the product of the cosines of the inclinations of any variable ray, $\rho$, of an oblique cyclic cone to its two cyclic normals is constant ; or, the product of the sines of the inclinations of the same ray to the two cyclic planes is constant. If $a \| \beta$, then $\beta=m^{2} a$, where $m$ is a constant scalar $>1$, and the equation of the cone becomes

$$
\frac{a^{2}}{m^{2}} \rho^{2}=\mathrm{S}^{2} a \rho ;
$$

which is the equation of a cone of revolution, $217^{\circ}(1)$.
$219^{\circ}$. Of a system of three coinitial and rectangular vectors two are confined to given planes; to find the locus of the third (Professor MacCullagh).

Let $\pi, \rho, \sigma$ be the three rectangular vectors. Then, by condition,

$$
\begin{aligned}
& \mathrm{S} \pi \rho=0 . \quad . \quad . \quad . \quad . \quad . \quad \text { (1) } \\
& \mathrm{S}_{\rho \sigma}=0 \text {. . . . . . . . (2) } \\
& \mathrm{S} \sigma \pi=0 . \text {. . . . . . . (3) }
\end{aligned}
$$

For the given planes we also have

$$
\begin{align*}
& \mathbf{S} \alpha \pi=0 .  \tag{4}\\
& \mathbf{S} \beta \rho=0 . \tag{5}
\end{align*}
$$

It would be impossible generally to eliminate two vectors with less than six given equations. But in the present case, as the tensors are not involved, five are sufficient.

From (3) and (4),

$$
\begin{aligned}
& \pi=x \mathrm{~V} a \sigma \\
& \rho=y \mathrm{~V} \beta \sigma .
\end{aligned}
$$

Substituting these values of $\pi$ and $\rho$ in (1),

$$
x y \mathrm{~S} \cdot \mathrm{~V} a \sigma \mathrm{~V} \beta \sigma=0,
$$

and, $92^{\circ}(7)$,

$$
\sigma^{2} \mathrm{~S} a \beta-\mathrm{S} \alpha \sigma \mathrm{~S} \beta \pi=0 ;
$$

the equation of a cyclic cone.
Before concluding, the reader must be reminded that it is not by such geometric applications as the foregoing that the merits of the quaternion method can be adequately illustrated. Its simplicity and power can only be fully shown by physical applications, which can find no place in this, or any other, elementary book. For such applications the reader is referred to the works of Sir W. R. Hamilton and Professor Tait ; to
the 'Utility of Quaternions in Physics,' by Mr. A. McAulay ; and to Dr. Molenbroek's paper, 'Over de Toepassing der Quaternionen op de Mechanica en de Natuurkunde' (Müller, Amsterdam). A perusal of these works will convince most readers that quaternions are ' the natural language of metrical geometry and of physics' (Clifford).
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MITCH.ELL-The Stepping-Stone to Architecture : explaining in simple language the Principles and Progress of Architecture from the earliest times. By Thomas Mitchell. With 22 Plates and 49 Woorleuts. 18 mo . 1 s . sewed.

## BUILDING CONSTRUCTION.

Advanced Building Construction. By the Author of 'Rivington's Notes on Building Construction'. With 385 Illustrations. Crown 8vo. 4s. 6d.

BURRELL-Building Construction. By Edward J. Burrell, Second Master of the People's Palace Technical School. London. With 303 Working Drawings. Crown 8 vo. 2s. $6 d$.

SEDDON-Builder's Work and the Building Trade. By Colonel H. C. Seddox, R.E., Superintenting Engineer H.M.'s Dockyard, Portsmouth; Examiner in Building Construction, Science and Art Deparment, Sonth Kensington. With numerons Illustrations. Meditm 8ro. 16s.

## RIVINGTON'S COURSE OF BUILDING CONSTRUCTION.

Notes on Building Construction. Arranged to meet the requirements of the Syltabus of the Science and Art Department of the Committee of Council on Elucation, South Kensington. Medimm 8 vo.
Part I. First Stare, or Elementary Cotuse. With 552 Woodents. 10s. 6d.
Part II. Commencement of Second stage, or Advanced Course. With 479 Woodcuts. 10 s .6 d .

Part III. Materials. Advancel Course, and Course for Honours. With 188 Woodeuts. $21 s$.

Part IV. Caleulations for Building Stractures. Course for Honours. With 597 Woolcats. 15s.

## ELECTRICITY AND MAGNETISM.

CUMMING-Electricity treated Experimentally. For the use of Schools and Students. By Linveus Cumming, M.A., Assistant Master in Rugby School. With 242 Illustrations. Crown 8vo. 4s. 6d.
DAY-Exercises in Electrical and Magnetic Measurements, with Answers. By R. E. Day. 12mo. 3s. $6 d$.
DE TUNZELMANN-A Treatise on Electricity and Magnetism. By G. W. de Tunzelmann, B.Sc., M.I.E.E. [In Preparation.

GORE-The Art of Electro-Metallurgy, including all known Processes of Electro-Deposition. By G. Gore, LL.D., F.R.S. With 56 Woodcuts. Fcp. 8vo. 6s.
JENKIN-Electricity and Magnetism. By Fleeming Jenkin, F.R.S.S., L. \& E., M.I.C.E. With 177 Illustrations. Fcp. 8vo. 3s. 6d.

LARDEN-Electricity for Public Schools and Colleges. By W. Larden, M.A. With 215 Illustrations and à Series of Examination Papers with Answers. Crown 8vo. 6s.
POYSER-Works by A. W. Poyser, B.A., Assistant Master at the Wyggeston Schools, Leicester.

Magnetism and Electricity. With 235 Illustrations. Crown 8vo. 2s. $6 d$.

Advanced Electricity and Magnetism. With 317 Illnstrations. Crown 8vo. 4s. 6d.

SLINGO and BROOKER-Electrical Engineering for Electric Light Artisans and Students. By W. Slingo and A. Broker. With 307 Illustrations. Crown 8vo. 10s. 6d.
TYNDALL—Works by Jonn Trndall, D.C.L., F.R.S. See p. 11.

## TELEGRAPHY AND THE TELEPHONE.

CULLEY-A Handbook of Practical Telegraphy. By R. S. Colley, M.I.C.E., late Engineer-in-Chief of Telegraphs to the Post Office. With 135 Woorcuts and 17 Plates. 8vo. $16 s$.

HOPKINS-Telephone Linesand their Properties. By William John Hopkins, Professor of Physics in the Drexel Institute of Art, Science and Inilustry, Philadelphia. Crown 8vo. 6s.
PREECE and SIVEWRIGHT-Telegraphy. By W. H. Preece, F.R.S., M.I.C.E., \&c., Engineer-in-Chief and Electrician to the Post Office ; and Sir J. Sivewright, K.C.M.G., General Manager, South African Telegraphs. With 255 Woodents. Fcp. 8vo. 6s.

## WORKS BY JOHN TYNDALL,

D.C.L., LL.D., F.R.S.

Fragments of Science: a Series of Detached Essays, Addresses and Reviews. 2 vols. Crown 8vo. $16 s$.

VOL. I. :-The Constitution of Nature--Radiation-On Radiant Heat in relation to the Colour and Chemical Constitution of Bodies-New Chemical Reactions produced by Light -On Dust and Disease-Voyage to Algeria to observe the Eclipse-Niagara-The Parallei Roads of Glen Roy-Alpine Scalpture-Recent Experiments on Fog-signals-On the Study of Physics-On Crystalline and Slaty Cleavage-On Paramagnetic and Diamagnetic Forces -Physical Basis of Solar Chemistry-Elementary Magnetism-On Force-Contributions to Molecular Physics-life and Letters of Faraday-The Copley Medalist of 1870-The Copley Medalist of 1871-1 beath by Lightning.-Science and the Spirits.

YOL. II. :-Reflections on Prayer and Natural Law-Miracles and Special ProvidencesOn Prayer as a Form of Plysical Energy-Vitality-Matter ant Force-Scientific Materi-alism-An Address to Stuclents-scientific Use of the Inagination-The Bolfast AddressApology for the Belfast Address-The Rev. James Martineau and the Belfast AddressFermentation, and its Bearings on Surgery and Medicine-Spontaneous GenerationScience and Man-Professor Virciow and Evolution-The Electric Jight.

New Fragments. Crown 8vo. 10s. 6d.
Contents :-The Sabhath-Goethe's ‘Farbenlehre'-Atoms, Molecules and Ether Waves -Connt Rumford-Lonis Pasteur, his Life and Labours-The Rainbow and its CongenersAddress delivered at the Birkbeck Institution on 22 nd October, 1884 -Thomas Yonng-Life in the Alps-Alout Common Water-l'ersonal Recollections of Thomas Carlyle-On Unveiling the Statue of Thomas Carlyle-On the Origin, Propagation and Prevention of Phthisis-Old Alpine Juttings-A Morning on Alp Lasgen.

Lectures on Sound. With Frontispiece of Fog-Syrn, and 203 other Woodents and Diagrams in the Text. Crown 8vo. 10s. bid.

Heat, a Mode of Motion. With 125 Woodents and Diagrams. Cr. 8 vo . 12s.

Lectures on Light delivered in the United States in 1872 and 1873. With Portrait, Lithographie Plat. and 59 Diagrams. Crown evo. \%.s.
Essays on the Floating Matter of the Air in relation to P'utrefaction and Infection. With 24 Woolents. Crown 8vo. 7s. 6 d .
Researches on Diamagnetism and Magnecrystallic Action; incluling the Question of Diamagnetic Polanity. Crown 8vo. $12 s$.

Notes of a Course of Nine Lectures on Light, delivered at the Royal Institution of Great Britain, 1869. Crown 8vo. 1s. 6 d .

Notes of a Course of Seven Lectures on Electrical Phenomena and Theories, delivered at the Royal Institution of Great Britain, 1870. Cr. 8 vo . 1 s . 6 d .

Lessons in Electricity at the Royal Institulion, 1875-1876. With 58 Woolents and Diagiams. Crown 8vo. 2s. tid.
Address delivered before the British Associntion assembled at Belliast, 1874. With Alditions. Sro. 4s. Éd.

Faraday as a Discoverer. Crown sio. Bis. ed.

## LONGMANS' CIVIL ENGINEERING SERIES.

Edited by the Author of 'Notes on Building Construction'.
The following volumes of this new Series are in preparation, and other volumes will follow in due course:-
Tidal Rivers: their Hydraulics, Improvement and Navigation. By W. H. Wheeler, M.Inst.C.E., Author of 'The Drainage of Fens and Low Lands by Gravitation and Steam Power'. With 75 Illustrations. Medium 8vo. 16s. net.
[Ready.
Notes on Dock Construction. By C. Colson, M.Inst.C.E. of H.M. Dockyard, Devonport.
[In the press.
Railway Construction. By W. H. Mills, M.Inst.C.E., Engineer-in-Chief, Great Northern Railway, Ireland. [In preparation.
Calculations for Engineering Structures. By T. Claxton Fidler, M.Inst.C.E., Professor of Engineering in the University of Dundee ; Author of 'A Practical Treatise on Bridge Construction'.
[In preparation.
The Student's Course of Civil Engineering. By L. F. TernonHarcourt, M.Inst.C.E., Professor of Civil Engineering at University College.
[In preparation

## ENGINEERING, STRENGTH OF MATERIALS, \&c.

ANDERSON-The Strength of Materials and Structures : the Strength of Materials as depending on their Quality and as ascertained by Testing Apparatus. By Sir J. Anderson, C.E., LL.D., F.R.S.E. With 66 Woodcuts. Fcd. 8vo. 3s. 6d.

BARRY-Railway Appliances : a Description of Details of Railway Construction snbsequent to the Completion of the Earthworks and Structures. By John Wolfe Barry, M.I.C.E. With 218 Woodcuts. Fcp. 8vo. 4s. 6d.
DOWNING-Elements of Practical Construction, for the use of Stulents in Engineering and Architecture. By Samuel Downing, LL.D. Part I. Structure in direct Tension and Compression. With numerous Woodcuts in the Text, and a folio Atlas of 14 Plates of Figures and Scctions in Lithography. 8vo. $14 s$.
STONEY-The Theory of the Stresses on Girders and Similar Structures. With Practical Observations on the Strength and other Properties of Materials. By Bindos B. Stoney, LL.D., F.R.S., M.I.C.E. With 5 Plates and 143 Illnstrations in the Text. Royal 8vo. 36s.
UNWIN-The Testing of Materials of Construction. Embracing the Description of Testing Machinery and Apparatus Auxiliary to Mechanical Testing, and an Account of the most Important Researches on the Strength of Materials. By W. Cawthorne Unwin, B.Sc., Mem. Inst. Civil Engineers. With 141 Woodcuts and 5 folding-out Plates. 8vo. 21s.

## WORKSHOP APPLIANCES, \&c.

JAY and KIDSON-Exercises for Technical Instruction in Woor-Working. Designed and Drawn by H. Jay, Technical Instructor, Nottingham School Board. Arranged by E. R. Kidson, F.G.S., Science Demonstrator, Nottingham School Board. 3 sets, price $1 s$. each in cloth case. Set I. Plates 1-32. Set II. Plates 33-64. Set III. Plates 65-87.
NORTHCOTT-Lathes and Turning, Simple, Mechanical and Ormamental. By W. H. Northcott. With 338 Ilhstrations. 8 vo . 18 s .
SHELLEY-Workshop Appliances, including Descriptions of some of the Gauging and Measuring Instruments, Hand-cutting Tools, Lathes, Drilling, Planing and other Machine Tools nsed by Engineers. By C. P. B. Sheldey, M.I.C.E. With 292 Woodeuts. Fcp. 8vo. 4s. $6 d$.
UNWIN-Exercises in Wood-Working for Handicraft Classes in Elementare and Technical Schools. By Whalam Cawthorne Unwin, F.R.S., M.I.C.E. 28 Plates. Fip. folio. 4s. 6d. in case.

## MINERALOGY, METALLURGY, \&c.

BAUERMAN-Worłs ly Hilary Bauerman, F.G.S.
Systematic Mineralogy. With 373 Woolents and Diagrams. Fcp. 8vo. 6 s.

Descriptive Mineralogy. With 236 Woodents and Diagrams. Fcp. 8 vo. 6 s.
BLOXAM and HUNTINGTON-Metals : their Properties and Theatment. Ry C. L. Bhoxam and A. K. Hunthgiton, Professors in King's College, Lomdon. With l30 Woodeuts. Fcp. 8ro. 58.
GORE-The Art of Electro-Metallurgy, inchuding all known Processes of Electro-Deposition. By G. Gore, Ll..D., F.R.S. With 56 Woodents. Fcp. 8vo. Gs.
LUPTON-Mining. An Elementary Theatise on the Getting of Minetals, By AbNon Lurton, M.l.C.E., F.G.S., etc., Mining Engincer, Professor of Coal Mining at the Victoria Cniversity, Yorkshive College, Leerls. With 596 Illustations. Crown soo. ©is. net.
MITCHELL-A Manual of Practical Assaying. By Jонм Mitchell, F.C.S. Revined, with the Recent Discoveries incorporated. By W. Crookes, F.R.S. With 201 Ilhnstrations. 8ro. Bls. $6 d$.
RUTLEY-The Study of Rocks; an Elementary 'iext-Book of Petrology. By F. Ruthey, F.d.S. With 6 Plates and si Wooleuts. Fep. 8\%\%. 4s. $6 d$.
VON COTTA-Rocks Classified and Described: A Treatise on Lithology. By Brashard Vos Cotra. Wih Emglish. Cemam, and French Synomms. Tranklated by Phifp Henky Lawreace, F.G.S., F.R.G.S. Crown 8vo. 14 s .

## MACHINE DRAWING AND DESIGN.

LOW AND BEVIS-A Manual of Machine Drawing and Design. By David Allay Low (Whitworth Scholar), M.I. Mech. E., Headmaster of the Technieal School, People's Palace, London; and Alfred William Bevis (Whitworth Scholar), M.I. Mech.E., Director of Manmal Training to the Birminghan School Buard. With over 700 Illustrations. 8vo. 73. $6 d$.
LOW--Improved Drawing Scales. By David Allax Low (Whitworth Scholar), Headmaster of the Technical School, People's Palace, London. 4d. in case.
LOW-An Introduction to Machine Drawing and Design. By David Allan Low, Headmaster of the Technical School, People's Palace, London. With 97 Illnstrations and Diagrams. Crown 8vo. $2 s$.
UNWIN-The Elements of Machine Design. By W. Cawthorne Unwin, F.R.S., Professor of Engineering at the Central Institute of the City and Guilds of London Institute. Part I. General Principles, Fastenings and Transmissive Machinery. With 304 Diagrams, \&c. Crown 8vo. 6s. Part II. Chielly on Engine Details. With 174 Woodents. Crown 8vo. 4s. 6d.

## ASTRONOMY AND NAVIGATION.

BALL—Works by Sir Robert S. Ball, LL.D., F.R.S.
Elements of Astronomy. With 136 Figures and Diagrams, and 136 Woodents. Fcp. 8vo. $6 s$.

A Class-Book of Astronomy. With 41 Diagrams. Fcp. 8vo. 1s. 6d.
BGEDDICKER-The Milky Way. From the North Pole to $10^{\circ}$ of South Declination. Drawn at the Earl of Rosse's Olservatory at Birr Castle. By Otto Beddicker. With Descriptive Letterpress. 4 Plates, size 18 in . by 23 in . in portfolio. 30 s.
BRINKLEY--Astronomy. By F. Brinkley, formerly Astronomer Royal for Ireland. Re-edited and Revised by J. W. Stubbs, D.D., and F. Brunnow, Ph.D. With 49 Diagrams. Crown 8vo. 6 s.
CLERKE-The System of the Stars. By Agnes M. Clerke, With 6 Plates and numerons Illustrations. 8ro. 21 s .
HERSCHEL-Outlines of Astronomy. By Sir John F. W. Herschel, Bart., K.H., \&c. With 9 Plates and numerous Diagrams. Crown 8vo. 12s.
MARTIN-Navigation and Nautical Astronomy. Compiled, by Staff-Commander W. R. Martin, R.N. Royal 8vo. $18 s$.
MERRIFIELD-A Treatise on Navigation for the use of Students. By Johs Merrifield, LL.D., F.R.A.S., F.M.S. Crown 8vo. 5s.

PROCTOR-Works by Richard A. Proctor.

Old and New Astronomy. 12 Parts, 2s. 6d. each. Supplementary Section, 1s. Complete in 1 vol. 4to. $36 s$.

Mythsand Marvels of Astronomy. Crown 8ro. 5s. Silver Library Edition. Crown 8vo. 3s 6d.

The Moon: Her Motions, Aspect, Scenery, and Plysical Condition. With many Plates and Clarts, Wood Engraving, and 2 Lunar Photographs. Crown 8vo. 5 s.

The Universe of Stars: Researches into, and New Views respecting, the Constitution of the Heavens. With 22 Charts (4 colonred) and 22 Diagrams. 8vo. 10s. $6 d$.

Other Worlds than Ours: the Plurality of Worlds Studied under the Light of Recent Seientific Researches. With 14 Illustrations; Map, Charts, \&e. Crown 8vo. 5s. Silver Library Edition. Crown 8 vo. $3 s .6 d$.

Treatise on the Cycloid and all Forms of Cycloidal Curves, and on the Use of Cycloidal Curves in dealing with the Motions of Planets, Comets, \&c. With 161 Diagrams. Crown 8 vo . 10s. 6 d .

The Orbs Around Us: Essays on the Moon and Planets, Meteors and Comets, the Sun and Coloured Pairs of Suns. Crown 8 vo. 5 s.

Light Science for Leisure Hours : Familiar Essays on Scientific Snbjects, Natural Phenomena, \&c. 3 vols. Cr. 8 vo . 5s. each.

Our Place among Infinites: Essays contrasting our Little Abode in Space and Time with the Infinites around ns. Crown 8 vo . 5 s.

The Expanse of Heaven: Essays ou the Wonders of the Firmament. Cr. 8 vo . 5 s .

New Star Atlas for the Library, the School, and the Observatory, in Twelve Circular Maps (with 2 IndexPlates). With an Introduction on the Study of the Stars, Illnstrated by 9 Diagrams. Crown 8 vo. $5 s$.

Larger Star Atlas for Observers and Students. In Twelve Circnlar Maps, showing 6000 Stars, 1500 Double Stars, Nebule, \&c. With 2 IndexPlates. Folio, 15s.; or the Twelve Map's only, 12s. $6 d$.

The Stars in their Seasons: an Easy Guide to a Knowledge of the Star Groups. In 12 Large Maps. Imperial 8 vo. 5 s.

The Star Primer: showing the Starry Sky, Week by Week. In 24 Hourly Maps. Crown 4to. 2s. $6 d$.

Lessons in Elementary Astronomy ; with Hints for Young Telescopists. With 47 Woodeuts. Fel. 8 vo . 1 s . 6 d .

WEBB-Celestial Objects for Common Telescopes. By the Rev. T. W. Webs, M.A., F.R.A.S. Filth Edition, Revised and greatly Enlarged. by the Rev. T. E. Esirn, M.A., F.R.A.S. 2 vols. Vol. i. now ready. With Portrait and a Reminiscence of the Author. 2 Plates, and numerons Illustrations. Crown 8vo. Gs.

## MANUFACTURES, TECHNOLOGY, \&c.

ARNOLD--Steel Manufacture. By J. O. Arnold. [In preparation.
MORRIS AND WILKINSON--Cotton Spinning. By Jонn Morris and F. W. Wilkinson.
[In preparation,
SHARP-The Manufacture of Bicycles and Tricycles. By Archibald Sharp.
[In preparation.
TAYLOR-Cotton Weaving and Designing. By Jонм J. Taylor, Lecturer on Cutton Weaving and Designing in the Preston, Ashton-under-Lyne, Chorley, and Torlmorden Technical Schools, \&c. With 373 Diagrams. Crown 8 vo. 7 s .6 d . net.

WATIS—An Introductory Manual for Sugar Growers. By Fravels Watts, F.C.S., F.I.C., Assoc. Masm Coll., Birmingham, and Government Chemist, Antigua, West Indies. With 20 Illustrations. Crown 8vo. 6 s.

## PHYSIOGRAPHY AND GEOLOGY.

BIRD-Works by Charles Bird, B.A., F.G.S., Headmaster of the Rochester Mathematical School.

Elementary Geology. With Geological Map of the British Isles, and 247 Illustrations. Crown 8 vo. $2 s .6 d$.
———Advanced Geology.
[In preparation.
GREEN - Physical Geology for Students and General Readers. With Illustrations. By A. H. Green, M.A., F.G.S., Professor of Geology in the University of Oxford. 8vo. $21 s$.
LEWIS-Papers and Notes on the Glacial Geology of Great Britain and Ireland. By the late Henry Carvill Lewis, M.A., F.G.S., Professor of Mineralogy in the Academy of Natural Sciences, Philadelphia, and Professor of Geology in Haverford College, U.S.A. Edited from his unpublished MSS. With an Introduction by Henry W. Crosseey, LL.D., F.G.S.

THORNTON-Work by John Thornton, M.A., Headmaster, Clarence Street Higher Grate School.

Elementary Physiography: an Introduction to the Study of Nature. With 10 Maps and 173 Illustrations. New Edition, with Appendix on Astronomical Instruments and Measurements. Crown 8vo. 2s. 6 d .

Advanced Physiography. With 6 Maps and 180 Illustra. tions. Crown 8vo. 4s. $6 d^{2}$.

## HEALTH AND HYGIENE.

BRODRIBB-Manual of Health and Temperance. By T. Brodribb, M.A. With Extracts from Gough's 'Temperance Orations'. Revised and Edited by the Rev. W. Ruthyen Pym, M.A. Crown 8vo. 1s. 6id.

BUCKTON-Health in the House; Twenty-five Lectures on Elementary Physioloyy in its Application to the Daily Wants of Man and Animals. By Catherine M. Buckton. With 41 Woodeuts and Diagrams. Crown 8vo. $2 s$.

CORFIELD-The Laws of Health. By W. H. Corfield, M.A., M.D. Fep. 8vo. 1s. 6d.

FRANKLAND-Micro-Organısms in Water, their Significance, Identification, and Removal. Tugether with an Accomnt of the Bacteriological Methods involved in their Investigation. Specially Designed for those comnected with the Samitary Aspects of Water Supply. By Professor Percy Frankland, Ph.D., B.Sc. (Lond.), F.R.S., and Mrs. Percy Frankland.

POORE-Essays on Rural Hygiene. By (ikonge Vivian Poore, M.D. (rown 85o. 6s. 6d.

WILSON-A Manual of Health-Science: adapted for use in Schools ami Colleges, and suited to the Requirements of Students preparing for the Examinations in Hygiene of the Science and Art Department, \&e. By Andrew Widson, F.R.S.E., F.L.S., \&e. With 74 Illustrations. Crown 8vo. ©s. Gd.

## OPTICS AND PHOTOGRAPHY.

ABNEY-A Treatise on Photography. By Chpain W. ne Wiveleshe Abner, F.R.S., late lastractor in Chemistry and Photography at the School of Military Ensineering, Chatham. With Woodcuts. Fep. 8vo. 3s. 6el.

GLAZEBROOK-Physical Optics. By R. T. Glazebrook, M.A., F.R.S., Fellow and herturer of Trin. Coll., Demonstatur of Physics at the Carendish Latomatory, Cambridge. With 183 Woodeuts of Apparatus, ©゚e. Fep. 8vo. 6s.

WRIGHT-Optical Projection: a Treatise on the Use of the Lantern in Exhibition and Scientifie Demonstration. By Lewis Wright, Author of 'Light: a Course of Experimental Optics'. With 232 Illustrations. (rown 8vo. 6 s .

## PHYSIOLOGY, BIOLOGY, \&c.

ASHBY-Notes on Physiology for the Use of Students preparing for Examination. By Henry Ashbr, M.D. With 141 Illustrations. Fcp. 8ro. 5 s.
BARNETT-The Making of the Body: a Reading Book for Children on Anatony and Physiology With Inlustrations and Examples. By Mrs. S. A. Barvett.
[In the press.
BIDGOOD-A Course of Practical Elementary Biology. By Johy Bidgood, B.Sc., F.L.S. With 226 Illnstrations. Crown 8vo. $4 s .6 d$.

BRAY-Physiology and the Laws of Health, in Easy Lessons for Schools. By Mrs. Charles Bray. Fep. 8vo. 1 s.
FURNEAUX-Human Physiology. By W. Furneaux, F.R.G.S. With 218 Illustrations. Crown 8vo. 2s. 6d.
HUDSON and GOSSE-The Rotifera, or 'Wheel-Animalcules'. By C. T. Hudson, LL.D., and P. H. Gosse, F.R.S. With 30 Coloured and 4 Uncoloured Plates. In 6 Parts. 4to. 10s. 6d. each; Supplement, $12 s .6 \mathrm{~d}$. Complete in 2 vols. with Supplement, 4 to. $£ 44 s$.
MACALISTER-Wurks by Alexander Macalister, M.D., Professor of Anatomy, University of Cambridge.
———Zoology and Morphology of Vertebrata. 8vo. 10s. 6d.
__ Zoology of the Invertebrate Animals. With 59 Diagrams. Fcp. 8vo. 1s. 6d.
——Zoology of the Vertebrate Animals. With 77 Diagrams. Fep. 8vo. 1s. 6 d .
MORGAN-Animal Biology : an Elementary Text-Book. By C. Lloyd Morgan, Professor of Animal Biology and Geology in University Cullege, Bristol. With numerous Illustrations. Cr. 8vo. 8s. 6d.
THORNTON-Human Physiology. By Jонм Thornton, M.A. With 258 Illastrations, some of which are coloured. Crown 8vo.

## METEOROLOGY, \&c.

ABBOTT-Elementary Theory of the Tides: the Fundamental Theorems Demonstrated without Mathematics, and the Influence on the Lencth of the Day Discussed. By T. K. Abbotr, B.D., Fellow and Tutur, Trinity College, Dublin. C'rown 8 vo . $2 s$.
JORDAN-The Ocean : a Treatise on Ocean Currents and Tides, and their Causes. By William leighton Jordan, F.R.G.S. 8vo. 21s.
SCOTT-Weather Charts and Storm Warnings. By Robert H. Scotr, M.A., F.R.S., Secretary to the Meteorological Council. With numerous Illustrations. Crown 8 vo. $6 s$.

## BOTANY.

AITKEN-Elementary Text-Book of Botany. For the use of Schools. By Edith Aitken, late Scholar of Girton College. With over 400 Diagrams. Crown 8vo. 4s. $6 d$.
BENNETT and MURRAY-Handbook of Cryptogamic Botany. By Alfred W. Bennett, M.A., B.Sc., F.L.S., Lecturer on Botany at St. Thomas's Hospital ; and George Murray, F.L.S., Senior Assistant Department of Botany, British Museum. With 378 Illustrations. 8vo. $16 s$.

EDMONDS-Elementary Botany. Theoretical and Practical. By Henry Edmonds, B.Sc., London. With 319 Diagrams and Woodcuts. Crown 8vo. 2s. $6 d$.

KITCHENER-A Year's Botany. Adapted to Home ant School Use. With Illustrations by the Anthor. By Frances Anna Kitchener. Crown 8vo. 5s.
LINDLEY and MOORE-The Treasury of Botany ; or, Popular Dictionary of the Vegetable Kingdom: with which is incorporated a Glossary of Botanical Terms. Edited hy J. Lindley, M.D., F.R.S., and T. Moore, F.L.S. With 20 Steel Plates and numerous Woodcuts. 2 Parts. Fcp. 8vo. 12 s .
McNAB-Class-Book of Botany. By W. R. McNab. 2 Parts. Morphology and Plysiology. With 42 Diagrams. Fep. 8vo. 1s. 6d. Classification of Plants. With 118 Diagrams. Fcp. 8vo. 1s. 6d.
THOME and BENNETT-Structural and Physiological Botany. By Dr. Otto Wilhelm Thomé and by Alfed W. Bennett, M.A., B.Sc., F.L.S. With Coloured Map and 600 Woodents. Fcp. 8 vo . 6 s.
WATTS-A School Flora. For the use of Elementary Botanical Classes. By W. Marshald Watts, D.Sc., Lond. Ce. 8vo. 2s. 6d.

## AGRICULTURE AND GARDENING.

ADDYMAN - Agricultural Analysis. A Manual of Quantitative Analysis for students of Agriculture. By Frank T. Addyans, B.Sc. (Lond.), F.l.C. With 49 Illnstrations. Crown 8vo. 5s net.

COLEMAN and ADDYMAN-Practical Agricultural Chemistry. For Elementary Stulents, adapted for nise in Agricultural Classes and Colleges. By J. Bervabd Coleman; A.R.C.s.c., F.l.C., and Frank 'T. Admyman, B.Sc. (Loml.), F.1.C. Crown 8vo. 1s. 6d.

LLOYD-The Science of Agriculture. By F.J. Lloyd. 8vo. $12 \varepsilon$.

## TEXT-BOOKS OF SCIENCE-Continued.

Workshop Appliances, including Descriptions of some of the Gauging and Measuring Instruments-Hand-Cutting Tools, Lathes, Drilling, Planing, and other Machine Tools used by Engineers. By U. P. B. Shelley, M.I.C.E. With 291 Woodcuts. Fcp. 8vo. 4s. 6 d.
Elements of Machine Design. By W. Cawthorne Unwin, F.R.S., B. Sc., M.I.C.E.

Part I. General Principles, Fastenings, and Transmissive Machinery. 304 Woodcuts. 6s.
Part. II. Chiefly on Engine Details. 174 Woodcuts. Fcp. 8vo. 4s. $6 d$.
Structural and Physiological Botany. By Dr. Otto Wilhelm Thomé, and A. W. Bexnett, M.A., B.Sc., F.L.S. With 600 Woodcuts. Fcp. 8vo. $6 s$.
Plane and Solid Geometry. By H. W. Watson, M.A. Fcp. 8vo 3s. $6 d$.

## ELEMENTARY SCIENCE MANUALS.

Written specially to meet the requirements of the Elementary Stage of Science Subjects as laid down in the Syllabus of the Directory of the Science and Art Department.

Practical Plane and Solid Geometry, inclnding Graphic Arithmetic. By I. H. Morris. Fully Illustrated with Drawings preparel specially for the Book. Crown 8vo. 2s. 6d.
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[^0]:    ${ }^{1}$ As the point of intersection of two lines is called their cross, I venture to suggest that the line of intersection of two planes might be called their cut.

