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[Read Nov. 25, 1889.]
§ 1. IF $t_{x z} . t_{y z}$.. denote the stresses and $u, v, w$ the displacements in an elastic solid of uniform density $\rho$, acted on by an external system of forces $X, Y, Z$, the three internal equations are of the form

$$
\left.\begin{array}{l}
\frac{d t_{x x}}{d x}+\frac{d t_{x y}}{d y}+\frac{d t_{x z}}{d z}+X-\rho \frac{d^{2} u}{d t^{2}}=0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right\}
$$

If the axis of $z$ be an axis of symmetry in the material, the stress-strain relations are*

$$
\left.\begin{array}{ll}
t_{x x}=\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right) \frac{d u}{d x}+\mathbf{f}^{\prime} \frac{d v}{d y}+\mathbf{d}^{\prime} \frac{d w}{d z}, & t_{y z}=\mathbf{d}\left(\frac{d v}{d z}+\frac{d w}{d y}\right), \\
t_{y y}=\mathbf{f}^{\prime} \frac{d u}{d x}+\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right) \frac{d v}{d y}+\mathbf{d}^{\prime} \frac{d w}{d z}, & t_{z x}=\mathbf{d}\left(\frac{d w}{d x}+\frac{d u}{d z}\right),  \tag{2}\\
t_{z z}=\mathbf{d}^{\prime}\left(\frac{d u}{d x}+\frac{d v}{d y}\right)+\mathbf{c} \frac{d w}{d z}, & t_{x y}=\mathbf{f}\left(\frac{d u}{d y}+\frac{d v}{d x}\right)
\end{array}\right\}
$$

When the solid is in equilibrium in the absence of the bodily forces $X, I, Z$, substituting in (1) from (2) and arranging the terms we get

$$
\begin{align*}
\mathbf{f} \nabla^{2} u+(\mathbf{d}-\mathbf{f}) \frac{d^{2} u}{d z^{2}}+\left(\mathbf{f}+\mathbf{f}^{\prime}\right) \frac{d \delta}{d x}+\left(\mathbf{d}+\mathbf{d}^{\prime}-\mathbf{f}-\mathbf{f}^{\prime}\right) \frac{d^{2} w}{d x d z} & =0 .  \tag{3}\\
\mathbf{f} \nabla^{2} v+(\mathbf{d}-\mathbf{f}) \frac{d^{2} v}{d z^{2}}+\left(\mathbf{f}+\mathbf{f}^{\prime}\right) \frac{d \delta}{d y}+\left(\mathbf{d}+\mathbf{d}^{\prime}-\mathbf{f}-\mathbf{f}^{\prime}\right) \frac{d^{2} w}{d y d z} & =0 . . \\
\mathbf{d} \nabla^{2} w+\left(\mathbf{c}-2 \mathbf{d}-\mathbf{d}^{\prime}\right) \frac{d^{2} w}{d z^{2}}+\left(\mathbf{d}+\mathbf{d}^{\prime}\right) \frac{d \delta}{d z} & =0 . .
\end{align*}
$$

* Saint-Venant's Theorie de lélasticité des Corps Solides de Clebsch, p. 77.
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$$
\begin{align*}
\delta & \equiv \frac{d u}{d v^{x}}+\frac{d v}{d y}+\frac{d w}{d z}  \tag{6}\\
\Gamma^{2} & =\frac{d^{2}}{d x^{2}}+\frac{d^{2}}{d y^{2}}+\frac{d^{z}}{d z^{2}} \tag{7}
\end{align*}
$$

Differentiating (B) with respect to $x$ and ( $\psi$ ) with respect to $y$, then adding and arranging the terms, we get

$$
\left[-2 \mathbf{f}+\mathbf{f}^{\prime}\right) \Gamma^{2}+\left(\mathbf{d}-2 \mathbf{f}-\mathbf{f}^{\prime}\right) d^{\left(d^{2}\right.}\left(d z^{2}\right] \delta=\left[\left(2 \mathbf{f}+\mathbf{f}^{\prime}-\mathbf{d}-\mathbf{d}^{\prime}\right) \nabla^{2}+\left(2 \mathbf{d}+\mathbf{d}^{\prime}-2 \mathbf{f}-\mathbf{f}^{\prime}\right) \frac{d^{2}}{d z^{2}}\right]{ }_{d w}^{d z} \ldots(\$)
$$

Differentiating (5) with respect to $z$ we get

$$
\begin{equation*}
\left(\mathbf{d}+\mathbf{d}^{\prime}\right) \frac{d^{3} \delta}{d z^{2}}+\left[\mathbf{d} \nabla^{2}+\left(\mathbf{c}-2 \mathbf{d}-\mathbf{d}^{\prime}\right) \frac{d^{2}}{d z^{2}}\right] \frac{d w}{d z}=0 . \tag{9}
\end{equation*}
$$

Combining (8) and (9) we find for the equation from which $\delta$ or $\frac{d w}{d z}$ must be derived

$$
\begin{align*}
& {\left[\mathbf{d}\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right) \nabla^{2} \cdot \nabla^{2}+\left\{\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)(\mathbf{c}-2 \mathbf{d})-\mathbf{d}^{\prime}\left(2 \mathbf{d}+\mathbf{d}^{\prime}\right)\right\} \nabla^{2} \frac{d^{2}}{d z^{2}}\right.} \\
&  \tag{10}\\
& \left.\quad+\left\{\mathbf{c d}-\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)(\mathbf{c}-\mathbf{d})+\mathbf{d}^{\prime}\left(2 \mathbf{d}+\mathbf{d}^{\prime}\right)\right\} \frac{d^{4}}{d z^{4}}\right]_{\frac{d w}{d z}}^{\delta}=0 .
\end{align*}
$$

In this equation it is obvious that $\delta$ may be replaced by $\frac{d u}{d x}+\frac{d v}{d y}$.
§2. Confining our attention to solutions containing only integral powers of the rariables, it is obvious that (10) is satisfied by any term the sum of whose indices is less than 4 . For our immediate purpose we do not require to carry the expression for $\delta$ above the terms of the second degree of the variables, and so the equations we shall really have to do with at present are (8) and (9) not (10).

All possible terms not higher than the second degree are included in

$$
\begin{align*}
& \delta=A_{1,0}+A_{2,1} x+B_{2,1} y+A_{2,0} z+\frac{1}{2} A_{3,0}\left(2 z^{2}-x^{2}-y^{2}\right)+3 A_{3,2}\left(x^{2}-y^{2}\right)+F_{3}\left(x^{2}+y^{2}\right) \\
&+6 B_{3,2} x y+3 A_{3,1} x z+3 B_{3,1} y z .  \tag{11}\\
& \frac{d w}{d z}=\text { similar expression with dashed letters......................... } \tag{12}
\end{align*}
$$

where $\Lambda_{1,0}, A_{1,0}^{\prime}$ etc. are constants.
The first of the two suffixes attached to a letter indicates the dimensions of the curresponding terms in the expressions for the displacements. A second suffix has not been attached to $F_{3}^{\prime}$ and $F_{3}^{\prime}$ because these constants in consequeuce of (8) and (9) are immediately connected with $A_{3,0}$ and $A_{3.0}^{\prime}$ by the relations

$$
\begin{align*}
&\left(\mathbf{d}-2 \mathbf{f}-\mathbf{f}^{\prime}\right) A_{3,0}+ 2\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right) F_{\mathbf{3}}= \\
&\left(2 \mathbf{d}+\mathbf{d}^{\prime}-2 \mathbf{f}-\mathbf{f}^{\prime}\right) A_{3,0}^{\prime}+2\left(2 \mathbf{f}+\mathbf{f}^{\prime}-\mathbf{d}-\mathbf{d}^{\prime}\right) F_{3}^{\prime} \ldots(13)  \tag{14}\\
&\left(\mathbf{d}+\mathbf{d}^{\prime}\right) A_{3,0}+\left(\mathbf{c}-2 \mathbf{d}-\mathbf{d}^{\prime}\right) A_{3,0}^{\prime}+2 \mathbf{d} F_{3}^{\prime}=0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{align*}
$$

From (13) and (14) we could substitute at once for $F_{3}^{\prime}$ and $F_{8}^{\prime}$, but it will be more convenient to retain them at present.

Integrating (12) we find

$$
\begin{align*}
w & =A_{1,0}^{\prime} z+A_{2,1}^{\prime} x z+B_{2,1}^{\prime} y z+\frac{1}{2} A_{2,0}^{\prime} z^{2}+\frac{1}{2} A_{3,0}^{\prime}\left(\frac{2}{3} z^{3}-x^{2} z-y^{2} z\right) \\
& +3 A_{32}^{\prime} z\left(x^{2}-y^{2}\right)+6 B_{3,2}^{\prime} x y z+\frac{3}{2} A_{3.1}^{\prime} x z^{2}+\frac{3}{2} B_{3,1}^{\prime} y z^{2}+F_{3}^{\prime} z\left(x^{2}+y^{2}\right) \\
& +\phi(x, y) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{15}
\end{align*}
$$

where

$$
\begin{align*}
\phi(x, y) \equiv \bar{\alpha}_{1} x+\bar{\beta}_{1} y+\bar{\gamma}_{2} x y & +\bar{\epsilon}_{2}\left(x^{2}-y^{2}\right)+\bar{\zeta}_{2}\left(x^{2}+y^{2}\right) \\
& +\eta_{3}\left(x^{3}-3 x y^{2}\right)+\bar{\theta}_{3}\left(y^{3}-3 y x^{2}\right)+\lambda_{3}\left(x^{3}+3 x y^{2}\right)+\overline{\mu_{3}}\left(y^{3}+3 y x^{2}\right) . \tag{16}
\end{align*}
$$

Here $\bar{\alpha}_{1}$, etc. are new constants; and all possible terms of less than the fourth degree which can appear in the value of $w$ are included.

On account of (5) we have the following relations between the constants occurring in (11) and (15):

$$
\begin{align*}
& \left(\mathbf{d}+\mathbf{d}^{\prime}\right) A_{2,0}+\left(\mathbf{c}-\mathbf{d}-\mathbf{d}^{\prime}\right) A_{2,0}^{\prime}+4 \mathbf{d} \overline{\zeta_{2}}=0 .  \tag{17}\\
& \left(\mathbf{d}+\mathbf{d}^{\prime}\right) A_{3,1}+\left(\mathbf{c}-\mathbf{d}-\mathbf{d}^{\prime}\right) A_{3,1}^{\prime}+4 \mathbf{d} \overrightarrow{\lambda_{3}}=0 .  \tag{18}\\
& \left(\mathbf{d}+\mathbf{d}^{\prime}\right) B_{3,1}+\left(\mathbf{c}-\mathbf{d}-\mathbf{d}^{\prime}\right) B_{3,1}^{\prime}+4 \mathbf{d} \bar{\mu}_{3}=0 . \tag{19}
\end{align*}
$$

If for shortness

$$
\left.\begin{array}{l}
\overline{A_{0}} \equiv-\left(\mathbf{f}+\mathbf{f}^{\prime}\right) A_{2,1}+\left(\mathbf{f}+\mathbf{f}^{\prime}-\mathbf{d}-\mathbf{d}^{\prime}\right) A_{2,1}^{\prime}, \\
\overline{A_{1}} \equiv\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(A_{3,0}-6 A_{3,2}-2 F_{3}\right)+\left(\mathbf{d}+\mathbf{d}^{\prime}-\mathbf{f}-\mathbf{f}^{\prime}\right)\left(A_{3,0}^{\prime}-6 A_{3,2}^{\prime}-2 F_{3}^{\prime}\right),  \tag{20}\\
\overline{A_{2}} \equiv 6\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(B_{3,2}^{\prime}-B_{3,2}\right)-6\left(\mathbf{d}+\mathbf{d}^{\prime}\right) B_{3,2}^{\prime}, \\
A_{3} \equiv 3\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(A_{3,1}^{\prime}-A_{3,1}\right)-3\left(\mathbf{d}+\mathbf{d}^{\prime}\right) A_{3,1}^{\prime},
\end{array}\right)
$$

then substituting from (11) and (12) in (3), we have to determine $u$ from

$$
\begin{equation*}
\mathbf{f}\left(\frac{d^{2} u}{d x^{2}}+\frac{d^{2} u}{d y^{2}}\right)+\mathbf{d} \frac{d^{2} u}{d z^{2}}=\overline{A_{0}}+\overline{A_{\mathrm{i}}} x+\overline{A_{2}} y+\overline{A_{3}} z \tag{21}
\end{equation*}
$$

A complete solution, so far as terms of not higher than the third degree are concerned, is

$$
\begin{align*}
u & =\left(A_{0}+A_{1} x+\bar{A}_{2} y+\frac{1}{3} \bar{A}_{3} z\right) z^{2} / \oslash \mathbf{d} \\
& +\alpha_{1} x+\beta_{1} y+\gamma_{1} z+\alpha_{2}\left(x^{2}-y^{2}\right)+\beta_{2} x y+\gamma_{2} x z+\epsilon_{2} y z \\
& +\eta_{2} x^{2}+\zeta_{2} y^{2}-\mathbf{f d}^{-1}\left(\eta_{2}+\zeta_{2}\right) z^{2}+\alpha_{3}\left(x^{3}-3 x y^{2}\right)+\beta_{3}\left(y^{3}-3 y x^{2}\right)+\gamma_{3} x y z \\
& +\epsilon_{3} x^{2} y+\eta_{3} y^{3}-\mathbf{f d}^{-1}\left(\epsilon_{3}+3 \eta_{3}\right) y z^{2}+\zeta_{3} y^{2} x+\theta_{3} x^{3}-\mathbf{f d}^{-1}\left(\zeta_{3}+3 \theta_{3}\right) x z^{2} \\
& +\lambda_{3} x^{2} z+\mu_{3} y^{2} z-\frac{1}{3} \mathbf{f d}^{-1}\left(\lambda_{3}+\mu_{3}\right) z^{3} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{22}
\end{align*}
$$

Similarly if for shortness
$\vec{B}_{0} \equiv\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(B_{2,1}^{\prime}-R_{2,1}\right)-\left(\mathbf{d}+\mathbf{d}^{\prime}\right) B_{2,5}^{\prime}$,
$\overline{B_{1}^{\prime}} \equiv(\mathbf{f}+\mathbf{f})\left\{A_{3,0}-A_{3,0}^{\prime}+6\left(A_{3,2}-A_{3,2}^{\prime}\right)-2\left(F_{3}^{\prime}-F_{3}^{\prime}\right)\right\}+\left(\mathbf{d}+\mathbf{d}^{\prime}\right)\left(A_{3,0}^{\prime}+6 A_{3,2}^{\prime}-2 F_{3}^{\prime}\right)$,
$\overline{B_{o}}=6\left\{(\mathbf{f}+\mathbf{f}\rangle\left\langle B_{3,2}^{\prime}-B_{3,2}\right)-\left(\mathbf{d}+\mathbf{d}^{\prime}\right) B_{3,2}^{\prime}\right\}$,
$\overline{B_{3}}=3\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(B_{3,1}^{\prime}-B_{3,2}\right)-3\left(\mathbf{d}+\mathbf{d}^{\prime}\right) B_{3,1}^{\prime}$,
we find from (11), (12) and (4),

$$
\begin{align*}
c & =\left(B_{0}+B_{1} y+\bar{B}_{2} r+\frac{1}{3} B_{3} z\right) z^{2}, 2 \mathrm{~d} \\
& +\alpha_{1}^{\prime} x+\beta_{1}^{\prime} y+\gamma_{1}^{\prime} z+\alpha_{2}^{\prime}\left(x^{2}-y^{2}\right)+\beta_{2}^{\prime} x y+\gamma_{2}^{\prime} x z+\epsilon_{2}^{\prime} y z \\
& +\eta_{2}^{\prime} x^{2}+\zeta_{2}^{\prime} y^{2}-\mathbf{f d}^{-1}\left(\eta_{2}^{\prime}+\zeta_{2}^{\prime}\right) z^{2}+\alpha_{3}^{\prime}\left(x^{3}-3 x y^{2}\right)+\beta_{3}^{\prime}\left(y^{3}-3 y x^{2}\right)+\gamma_{3}^{\prime} x y z \\
& +\epsilon_{3}^{\prime} x^{2} y+\eta_{3}^{\prime} y^{3}-\mathbf{f d}^{-1}\left(\epsilon_{3}^{\prime}+3 \eta_{3}^{\prime}\right) y z^{2}+\zeta_{3}^{\prime} y^{2} x+\theta_{3}^{\prime} x^{3}-\mathbf{f d}^{-1}\left(\zeta_{3}^{\prime}+3 \theta_{3}^{\prime}\right) x z^{2} \\
& +\lambda_{3}^{\prime} x^{2} z+\mu_{3}^{\prime} y^{2} z-\frac{1}{3} \mathbf{f d}^{-1}\left(\lambda_{3}^{\prime}+\mu_{3}^{\prime}\right) z^{3} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{24}
\end{align*}
$$

In consequence of the identity (6) the following relations subsist between the coustants in (15), (22) and (24):

$$
\begin{align*}
& \alpha_{1}+\beta_{1}^{\prime}+A_{1,0}^{\prime}-A_{1,0}=0  \tag{25}\\
& 2 \alpha_{2}+2 \eta_{2}+\beta_{2}^{\prime}+A_{2,1}^{\prime}-A_{2,1}=0  \tag{26}\\
& \beta_{2}-2 \alpha_{2}^{\prime}+2 \zeta_{2}^{\prime}+B_{2,1}^{\prime}-B_{2,1}=0  \tag{27}\\
& \gamma_{2}+\epsilon_{2}^{\prime}+A_{2,0}^{\prime}-A_{2.0}=0  \tag{28}\\
& 3 x_{3}+3 \theta_{3}-3 \beta_{3}^{\prime}+\epsilon_{3}^{\prime}+\frac{1}{2}\left(A_{3,0}-A_{3,0}^{\prime}-6 A_{3,2}+6 A_{3,2}^{\prime}-2 F_{3}^{\prime}+2 F_{3}^{\prime}\right)=0  \tag{29}\\
& -3 x_{3}+3 \eta_{3}{ }^{\prime}+3 \beta_{3}^{\prime}+\zeta_{3}+\frac{1}{2}\left(A_{3,0}-A_{3,0}^{\prime}+6 A_{3,2}-6 A_{3,2}^{\prime}-2 F_{3}+2 F_{3}^{\prime}\right)=0 .  \tag{30}\\
& { }_{2}^{1} \mathbf{d}^{-1}\left(A_{1}+\overline{B_{1}}\right)-A_{3,0}+A_{3,0}^{\prime}-\mathbf{f d}^{-1}\left(\zeta_{3}+3 \theta_{3}+\epsilon_{3}{ }^{\prime}+3 \eta_{3}{ }^{\prime}\right)=0  \tag{31}\\
& \epsilon_{3}-3 \beta_{8}-3 \alpha_{3}^{\prime}+\zeta_{3}^{\prime}+3 B_{3,2}^{\prime}-313_{3,2}=0 .  \tag{32}\\
& 2 \lambda_{3}+\gamma_{3}^{\prime}+3 A_{3,1}^{\prime}-3 A_{3,2}=0  \tag{33}\\
& \gamma_{3}+2 \mu_{3}^{\prime}+3 B_{3,1}^{\prime}-3 B_{3,1}=0 \tag{34}
\end{align*}
$$

§ 3. Multiplying (31) by $\mathbf{d} / \mathbf{f}$, and adding it to the sum of (29) and (30), we obtain an equation identical with (13). There thus exist between the constants of the solution only 14 independent relations, viz. (14), (17), (18), (19), and (25) to (34). Since 05 constants occur in the solution this leaves 51 of them arbitrary, to be determined by the surface conditions.

Certain of these constants fall into sets which seem fitted for application to different problems. The constants of any one set are associated with one or more of the constants occurring in the expression (11) for $\delta$. The following table gives an analysis of the constants:-

TABLE I.


There are thus 47 associated constants, of which however only 33 are independent, and 18 unassociated constants. The associated constants all occur in the expressions for strains causing a dilatation $\delta$; while the unassociated constants answer to strains in which the dilatation is zero.
§ 4. By applying the solution consisting of (15), (22) and (24) to the problem of a straight cylinder of uniform elliptic section free from force on the curved surface, it may be demonstrated* that Saint-Venant's solution for an elliptic beam acted on only by terminal forces is the only possible one when terms of the fourth degree of the variables $x$ and $y$, measured in the cross section, are neglected. The constants enteriug into the solution are those associated with $A_{1,0}, A_{2,1}, B_{2,1}, A_{3,1}$, and $B_{9,1}$, and in addition the unassociated constants $\epsilon_{2}, \gamma_{2}^{\prime}$ and $\bar{\gamma}_{2}$. It can be shown explicitly that the conditions on the curved surface require every other constant to be zero except certain of the unassociated constants appearing in terms of the first degree in the displacements. The terms however in which they appear merely represent rotations of the solid as a rigid body about the rectangular axes, and so do not properly refer to the elastic problem.

For the same problem in the general case of any form of cross section the only constants left after satisfying the conditions on the sides are those associated with $A_{1,0}, A_{2,1}$ and $B_{2,1}$. The solution agrees with Saint-Venant's, which is thus proved to be complete so far as it goes.
§ 5. The proof of the completeness of Saint-Venant's solution is laborions, involving some heavy algebraic calculations. As it merely confirms results that meet with general acceptance,-based it is true on somewhat insuffisient grounds,-it could hardly be

[^0]expected to be found interesting. Accordingly the first application I shall make of the previous solution is to the problem of a spheroid of uniform density rotating with uniform angular velocity about its axis of figure, which is also an axis of symmetry of the material. So far as I know, this problem has hitherto been solved only for the case of an isotropic* material, and in the paper referred to it was hardly attempted to deduce from the solution the true character of the phenomena. Thus the results obtained here may possess an interest even for those who are not professed mathematicians.
§6. If $\omega$ denote the angular velocity and $\rho$ the density of the spheroid it may be regarded as at rest, but acted on by "centrifugal" forces whose components, per unit rolume, are
$$
X=\omega^{2} \rho x, \quad Y=\omega^{2} \rho y, \quad Z=0 .
$$

In place of (3) and (4) we get, reintroducing $X$ and $Y$ and slightly altering the form

$$
\begin{align*}
& \left(2 \mathbf{f}+\mathbf{f}^{\prime}\right) d^{d^{2} u}+\mathbf{f}^{d^{2} u}  \tag{3a}\\
& d y^{2}  \tag{4a}\\
& \left(\mathbf{d} \frac{d^{2} u}{d z^{2}}+\left(\mathbf{f}+\mathbf{f}^{\prime}\right) \frac{d^{2} v}{d x d y}+\left(\mathbf{d}+\mathbf{d}^{\prime}\right) \frac{d^{2} w}{d x d z}+\omega^{2} \rho r^{r}=0 \ldots \ldots \ldots( \right. \\
& \left(\mathbf{f}+\mathbf{f}^{\prime}\right) \frac{d^{2}}{d x d y}+\mathbf{f} \frac{d^{2} v}{d x^{2}}+\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right) \frac{d^{2} v}{d y^{2}}+\mathbf{d} \frac{d^{2} v}{d z^{2}}+\left(\mathbf{d}+\mathbf{d}^{\prime}\right) \frac{d^{2} w}{d y d z+\omega^{2} \rho y=0 \ldots \ldots( } .
\end{align*}
$$

while (5) remains unchanged.
A particular solution of these equations is

$$
\begin{align*}
& u=-\frac{\omega^{2} \rho x\left(x^{2}+y^{2}\right)}{\delta\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)} \\
& v=-\frac{\omega^{2} \rho y\left(x^{2}+y^{2}\right)}{s\left(2 \mathbf{f}+\mathbf{f}^{2}\right)} \\
& w=0
\end{align*}
$$

The general solution is contained of course in (22), (24) and (15). It would however be a needlessly long process to substitute the whole of these terms in the surface conditions. A comparatively small number of terms suftice to give a complete solution. As by means of these the surface conditions are exactly satisfied, the solution is on an entirely different footing from Saint-Venant's solution for beams, and the neglecting of the remaining terms requires no justification. The only terms required are those of the first degree depending on $A_{1.0}$ and its associated constants, and those of the third degree depending on $A_{3,0}, A_{3,2}$ and their associated constants. Further from the symmetry around the axis of $z$ we may at once assume

$$
\left.\begin{array}{l}
\beta_{2}^{\prime}=\alpha_{1},  \tag{36}\\
\eta_{3}^{\prime}=\epsilon_{3}^{\prime}=\zeta_{3}=\theta_{3}, \\
\alpha_{3}=\beta_{3}^{\prime}=A_{3,2}=A_{3,2}^{\prime}=0
\end{array}\right\} .
$$

[^1]Thus the solution we propose to use is in full, substituting $r^{2}$ for $x^{2}+y^{2}$,

$$
\begin{equation*}
\delta=A_{1,0}+\frac{1}{2} A_{3,0}\left(2 z^{2}-r^{2}\right)+F_{3} r^{2}-\frac{1}{2} \omega^{2} \rho r^{2} /\left(\mathbf{e} \mathbf{f}+\mathbf{f}^{\prime}\right) \tag{37}
\end{equation*}
$$

$$
\begin{array}{r}
\frac{u}{x}=\frac{v}{y}=\frac{u_{r}}{r}=\alpha_{1}+\theta_{3} r^{2}+{ }_{2} z^{2} \mathbf{d}^{-1}\left\{\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(A_{3,0}-A_{3,0}^{\prime}-2 F_{3}^{\prime}+2 F_{3}^{\prime}\right)+\left(\mathbf{d}+\mathbf{d}^{\prime}\right)\left(A_{3,0}^{\prime}-2 F_{3}^{\prime}\right)-8 \mathbf{f} \theta_{3}\right\} \\
 \tag{38}\\
\quad-\frac{1}{8} \omega^{2} p r^{2} /\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}
$$

The constants appearing in this solution are connected, as shown in the table of constants, by the relations (14), (13)—taken as more convenient than its equivalent (31),-(25), (29) and (30). Owing however to the relations (36) the relation (25) simplifies into

$$
\begin{equation*}
x_{1}=\frac{1}{2}\left(A_{1,0}-A_{1,0}^{\prime}\right) \tag{25a}
\end{equation*}
$$

while (29) and (30) both transform into the single equation

$$
\begin{equation*}
8 \theta_{3}+A_{3,0}-A_{9,0}^{\prime}-2 F_{3}^{\prime}+2 F_{3}^{\prime}=0 . \tag{29a}
\end{equation*}
$$

§ 7. Let the equation to the spheroid, prolate or oblate, be

$$
a^{-2}\left(x^{2}+y^{2}\right)+c^{-2} z^{2}=1
$$

The direction-cosines of the normal at the point $x, y, z$ are in the ratio $a^{-2} x: a^{-2} y: c^{-2} z$. Thus the conditions for a free surface are

$$
\begin{align*}
& a^{-2}\left(x t_{x s}+y t_{x y}\right)+c^{-2} z t_{x z}=0 .  \tag{41}\\
& a^{-2}\left(x t_{x y}+y t_{y y}\right)+c^{-2} z t_{y z}=0 .  \tag{42}\\
& a^{-2}\left(x t_{x z}+y t_{y z}\right)+c^{-2} z t_{z z}=0 . \tag{43}
\end{align*}
$$

The first two are however here identical as is obvious from the symmetry.
The relations between the strains and stresses are given in (2). Employing these it will be seen that in the surface conditions the terms containing $\omega$ or the constants associated with $A_{3,0}$ and $A_{3,2}$ are of the third degree in the variables $x, y, z$, while the terms containing the constants associated with $A_{1,0}$ are only of the first degree in the variables. At the surface however the relation (40) holds; thus the terms in the surface conditions containing the constants associated with $A_{1,0}$ can be made of the third degree by multiplying them by $a^{-2} r^{2}+c^{-2} z^{2}$ which is there identical with unity. Doing this, and equating separately to zero the coefficients of $x r^{2}$ and $x z^{2}$ in (41), we find

$$
\begin{gather*}
2\left(\mathbf{f}+\mathbf{f}^{\prime}\right) \alpha_{1}+\mathbf{d}^{\prime} A_{1,0}^{\prime}+a^{2}\left(6 \mathbf{f}+4 \mathbf{f}^{\prime}\right) \theta_{3}+a^{2} \mathbf{d}^{\prime}\left(F_{3}^{\prime}-\frac{1}{2} A_{3,0}^{\prime}\right)=\frac{\omega^{2} \rho a^{2}\left(3 \mathbf{f}+2 \mathbf{f}^{\prime}\right)}{4\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)} \ldots \ldots(44),  \tag{4£}\\
2\left(\mathbf{f}+\mathbf{f}^{\prime}\right) \alpha_{1}+\mathbf{d}^{\prime} A_{1,0}^{\prime}+c^{2}\left(\mathbf{f}+\mathbf{f}^{\prime}\right) \mathbf{d}^{-1}\left\{\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(A_{3,0}-A_{3,0}^{\prime}-2 F_{3}^{\prime}+2 F_{3}^{\prime}\right)+\left(\mathbf{d}+\mathbf{d}^{\prime}\right)\left(A_{3,0}^{\prime}-2 F_{3}^{\prime}\right)-8 \mathbf{f} \theta_{3}\right\} \\
+c^{2} \mathbf{d}^{\prime} A_{3,0}^{\prime}+a^{2}\left\{\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(A_{3,}-A_{3,0}^{\prime}-2 F_{3}+2 F_{3}^{\prime}\right)+\mathbf{d}^{\prime}\left(A_{3,0}^{\prime}-2 F_{3}^{\prime}\right)-8 \mathbf{f} \theta_{3}\right\}=0 \ldots \ldots(45)
\end{gather*}
$$

Treating the surface condition (43) similarly, and equating separately to zero the coefficients of $z r^{2}$ and $z^{3}$, we find

$$
\begin{align*}
& 2 \mathbf{d}^{\prime} \alpha_{1}+\mathbf{c} A^{\prime}{ }_{1.0}+c^{2}\left\{\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(A_{8,0}-A_{3.0}^{\prime}-2 F_{3}^{\prime}+2 F_{s}^{\prime}\right)+\mathbf{d}^{\prime}\left(A_{3,0}^{\prime}-2 F_{3}^{\prime}\right)-8 \mathbf{f} \theta_{3}\right\} \\
& +a^{2}\left\{\mathbf{c}\left(F_{3}^{\prime \prime}-\frac{1}{2} \Lambda_{s, 0}^{\prime}\right)+4 \mathbf{d}^{\prime} \theta_{3}\right\}=\frac{\omega^{2} p u^{2} \mathbf{d}^{\prime}}{2\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)^{\circ}}  \tag{46}\\
& 2 \mathbf{d}^{\prime} x_{1}+\mathbf{c} A^{\prime}{ }_{1.0}+c^{\circ} \mathbf{d}^{\prime} \mathbf{d}^{-1}\left\{\left(\mathbf{f}+\mathbf{f}^{\prime}\right)\left(A_{3,0}-A_{3,0}^{\prime}-2 F_{3}+2 F_{3}^{\prime}\right)+\left(\mathbf{d}+\mathbf{d}^{\prime}\right)\left(A_{3,0}^{\prime}-2 F_{3}^{\prime}\right)-8 \mathbf{f} \theta_{3}\right\} \\
& +c^{2} \mathbf{c} A_{8,0}^{\prime}=0 . \tag{47}
\end{align*}
$$

The equations $(44)-(47)$ combined with $(13),(14),(25$ a) and (29a) are obviously suftedent, and no mure than sufficient, to determine without ambiguity the 8 constants of the solution, riz. $A_{3.0}, A_{1.0}^{\prime}, a_{1}, A_{9.0}, A_{9.0}^{\prime}, F_{3^{\prime}}^{\prime} F_{3}^{\prime}$ and $\theta_{3}$.
§ S. The actual determination of these constants is a somewhat laborious process, and presents no novel features. Further a statement of the values of the individual constants seems hardly likely to be of service in the solution of any other problem. I shall thus not occupy space by recording here the values of the constants or the algebraic steps by which they were obtained, but shall proceed at once to give the values of the displacements. Their accuracy may be easily tested by reference to the equations which they require to satisfy, viz. (3a) or $(4 a),(5),(41)$ or (42), and (43).

For shortness let

$$
D \equiv \frac{-2}{2} \mathbf{c} \mathbf{f}+\left(\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}\right\}\left[3 \mathbf{c}+2 c^{2} a^{-2} \mathbf{d}^{-1}\left\{\mathbf{c}\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime}\left(2 \mathbf{d}+\mathbf{d}^{\prime}\right)\right\}+8 c^{4} a^{-4}\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)\right] \ldots(48) ;
$$

then the values of the displacements are as follows:

$$
\begin{align*}
& \frac{D}{\omega^{2} \rho} \frac{u}{x}=\frac{D}{\omega^{2} \rho} \frac{u^{y}}{y}=\frac{D}{\omega^{2} \rho} \frac{u_{r}}{r} \\
& =\frac{1}{2}\left(l^{2} \mathbf{c}^{2}\left\{\frac{\mathbf{c f}}{\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}}+2\right\}+\frac{1}{4} c^{2} \mathbf{c} \mathbf{d}^{-1}\left\{\mathbf{c}\left(3 \mathbf{f}+2 \mathbf{f}^{\prime}\right)-2 \mathbf{d}^{\prime 2}\right\}+c^{4} u^{-2}\left\{\mathbf{c}\left(3 \mathbf{f}+2 \mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}\right\}\right. \\
& -\frac{1}{4} z^{2}\left[\mathbf{c}^{2}+c^{2} a^{-2} \mathbf{c}\left\{\mathbf{d}^{\prime}+\frac{\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}}{\mathbf{d}}\right\}+4 c^{4} a^{-4}\left\{\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}\right\}\right] \\
& -\frac{1}{2} z^{2}\left[\mathbf{c d}^{\prime} \mathbf{d}^{-1}\left(2 \mathbf{d}-\mathbf{d}^{\prime}\right)+\frac{1}{2} \mathbf{c}^{2} \mathbf{d}^{-1}\left(3 \mathbf{f}+2 \mathbf{f}^{\prime}\right)+2 c^{2}\left(a^{-2}\left\{\mathbf{c}\left(3 \mathbf{f}+2 \mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}\right\}\right]\right.  \tag{49}\\
& \omega_{\omega^{2} \rho}{ }^{\prime \prime}=-z\left[\frac{1}{2} n^{2} \mathbf{c} \mathbf{d}^{\prime}!\frac{\mathbf{c f}}{\left(\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}\right.}+2\right\}+\frac{1}{2} c^{2} \frac{\mathbf{d}+\mathbf{d}^{\prime}}{\mathbf{d}}\left\{\mathbf{c}\left(3 \mathbf{f}+2 \mathbf{f}^{\prime}\right)-2 \mathbf{d}^{\prime 2}\right\}+2 c^{3}\left(c^{-2} \mathbf{d}^{\prime}\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)\right] \\
& \left.+z r^{2}\left[\mathbf{c d}^{\prime}+c^{2} \ell^{-2} \int\left(\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}\right) \frac{\mathbf{d}+\mathbf{d}^{\prime}}{\mathbf{d}}+\mathbf{c}\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)^{\prime}\right)\right] \\
& +\frac{1}{3} z^{3}\left[\frac{1}{2} \mathbf{d}^{-1}\left(\mathbf{c}\left(3 \mathbf{f}+2 \mathbf{f}^{\prime}\right)\left(\mathbf{d}+\mathbf{d}^{\prime}\right)+2 \mathbf{d}^{\prime 2}\left(\mathbf{d}-\mathbf{d}^{\prime}\right)\right\}+2 c^{2} a^{-2} \mathbf{d}^{\prime}\left(2 \mathbf{f}+\mathbf{f}^{\prime}\right)\right] \tag{50}
\end{align*}
$$

§ 9: The clastic constants occurring in the preceding solution are not those which direct experiment would immediately lead to, and thus the application of the formulae to a solid whose elastic properties had been determined by the usual methods might be foumd laborious. It will thus be advantageous to transform the expressions into others in which the elastic constants occurring are such as practical men may be expected to become conversant with.

It is necessary of course to fix on five constants, and there is little doubt as to what three of these should be. Suppose two straight bars of uniform rectangular section cut out of the material, the axis of one of the bars coinciding with the axis of symmetry of the material, while in the other this axis of symmetry is perpendicular to one of the lateral faces. Let $E$ and $E^{\prime \prime}$ denote the values of Young's modulus for the respective bars under longitudinal tension, and $\eta, \eta^{\prime}$ the ratios of the lateral coutraction to the longitudinal expausion in the experiments determining $E$ and $E^{\prime \prime}$, the direction in which $\eta^{\prime}$ is measured being perpendicular to the axis of symmetry; and finally let $G$ denote the modulus of torsion for the first of the two bars twisted about its longitudinal axis. Then the constants it is proposed to use here are $E, E^{\prime}, \eta, \eta^{\prime}$ and $G$. The notation is Saint-Yenant's, who has pointed out how the several constants may be found by experiment.

Experimental methods at present in use ought to supply trustworthy values of $\boldsymbol{E}, \boldsymbol{E}^{\prime}$, and $G$ with comparative ease. The determination of $\eta$ and $\eta^{\prime}$ is by no means so easy, and not improbably two more conveuient constants might be selected. Still it must be remembered that the strictures that have been so frequently passed on the seemingly unsatisfactory determination of "Poisson's ratio" are really in the main directed against experiments in which all substances, even hard drawn wires, are regarded as isotropic bodies. There is no very obvious reason why satisfactory results should not be obtained when observers take the trouble to find out what exactly are the quantities whose magnitudes they determine with such extreme nicety.
§ 10. In Saint-Venant's Clebsch, pp. 83, 84, are given the relations between the several constants for the kind of material treated here. The following relations are in part directly taken from this source, and in part deduced algebraically:

$$
\begin{align*}
\mathbf{d} & =G, \\
\mathbf{f} & =\frac{1}{2} E^{\prime} /\left(1+\eta^{\prime}\right), \\
\mathbf{c} & =E^{2}\left(1-\eta^{\prime}\right) /\left\{E\left(1-\eta^{\prime}\right)-2 E^{\prime \prime} \eta^{2}\right\}, \\
\mathbf{d}^{\prime} / \mathbf{c} & =\eta E^{\prime} / E\left(1-\eta^{\prime}\right),  \tag{51}\\
\left(\mathbf{f}+\mathbf{f}^{\prime}\right) / \mathbf{c} & =\frac{1}{2} E^{\prime} / E\left(1-\eta^{\prime}\right), \\
\left\{\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime \prime}\right\} / \mathbf{c} & =\frac{1}{2} E^{\prime} /\left(1-\eta^{\prime}\right), \\
\mathbf{c f} /\left\{\mathbf{c}\left(\mathbf{f}+\mathbf{f}^{\prime}\right)-\mathbf{d}^{\prime 2}\right\} & =\left(1-\eta^{\prime}\right) /\left(1+\eta^{\prime}\right)
\end{align*}
$$

§ 11. If now $D^{\prime} \equiv \frac{1-\eta^{\prime 2}}{E^{\prime}}\left\{\begin{array}{c}\left.E\left(1-\eta^{\prime}\right)-2 E^{\prime} \eta^{2}\right\}^{2} \\ E^{2}\left(1-\eta^{\prime}\right)\end{array}\right\}^{2}$

$$
=\frac{1}{4}\left(11+\eta^{\prime}\right)+c^{2} a^{-2} \stackrel{E^{\prime}}{E\left(1-\eta^{\prime}\right)}\left\{\frac{E^{\prime}}{G}-2 \eta\left(1+\eta^{\prime}\right)+4 c^{2} u^{-2} \frac{E-E^{\prime} \eta^{2}}{E}\right\} \ldots(52)
$$

the equations (49) and (50) transform into:-

$$
\begin{aligned}
& -\frac{1}{2} r^{2}\left(1+\eta^{\prime}\right)\left\{\begin{array}{c}
1-\eta^{\prime} \\
E^{\prime \prime}+c^{2}\left(l^{-2}\left(\begin{array}{c}
\eta \\
E^{3} \\
2\left(\theta^{\prime}\right)
\end{array}\right)+2 c^{\prime}\left(l^{-4} E^{\prime}\left(1-\eta^{\prime}\right)-2 E^{\prime \prime} \eta^{2}\right.\right. \\
E^{2}\left(1-\eta^{\prime}\right)
\end{array}\right\} \\
& -\frac{1}{2} z^{2}\left\{\frac{2 \eta\left(1+\eta^{\prime}\right)}{E^{\prime}}+\begin{array}{c}
3+\eta^{\prime} \\
4 \xi^{\prime}
\end{array}+c^{2} u^{-2} \frac{E\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)-+E^{\prime \prime} \eta^{2}}{E^{2}\left(1-\eta^{\prime}\right)}, .\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{z r^{2}}{E^{\prime}}\left[\eta\left(1+\eta^{\prime}\right)+\frac{c^{2} a^{-2}}{2 E\left(1-\eta^{\prime}\right)}\left\{E^{\prime}\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)-4 E^{\prime} \eta^{2}+\eta E E^{\prime \prime} \frac{\left(1+\eta^{\prime}\right)}{\left(\dot{\sigma}^{\prime}\right.}\right)\right]
\end{aligned}
$$

From physical considerations alone we are led to treat $D^{\prime}$ as essentially a positive Inantity. From (52) it is obviously positive when $c / a$ is small, and if in any kind of material it could change sign as $c / a$ increased then a spheroid of this material could be constructed such that all the displacements would become infinite however slow the rotation.

These expressions it must be admitted appear somewhat formidable. It will be found however that their length does not present an insuperable barrier to the drawing of general conclusions. To permit the mind more easily to grasp these conclusions we shall consider first some special cases of comparative simplicity.
§ 12. When terms in $c^{2}$ and $z^{2}$ are neglected we get the following solution, applicable to a very flat oblate spheroid,

$$
\begin{align*}
& u_{+}=\frac{\omega^{2} \rho\left(1-\eta^{\prime}\right) r^{\prime}}{E^{\prime \prime}\left(11+\eta^{\prime}\right)}\left\{\left(3+\eta^{\prime}\right) a^{2}-\left(1+\eta^{\prime}\right) r^{2}\right\}, \\
& \left.w=\frac{-2 \omega^{\prime} \rho \eta z}{E\left(11+\eta^{\prime}\right)}\left\{\left(3+\eta^{\prime}\right) a^{2}-2\left(1+\eta^{\prime}\right) r^{2}\right\}\right\} \tag{53}
\end{align*}
$$

This solution does not satisfy the equations (3a), ( + a) and (5), and there is no reason to expect any approximate solution of the kind to do so; because while a term in $u$ of the order $w^{2}$ may be negligible when $z$ is small, yet when operated on by $\frac{d^{2}}{d z^{2}}$ its contribution to the equation (3 a) is just as important as that of any other term in the expressions for the displacements. It is thus impossible to test the accuracy of such approximate solutions by means of the internal equations.
§ $1 \%$. It is well known that the distribution of electricity on a flat circular plate has been deduced by a mathematical treatment which regards the plate as the limiting form of a flat oblate spheroid. It would also appear that except near the rim there is a good agreement between theory and experiment. We are thus led to investigate whether (53) may not satisfactorily be applied to the case of a rotating circular plate.

The only way of testing the matter is by finding how exactly (53) may satisfy the surface conditions for a right circular cylinder of radius $a$ and length $2 c$. These conditions are the following:--

$$
\begin{align*}
x t_{x x}+y t_{x y} & =0 \text { when } r=a, \text { for all values of } z \text { between }-c \text { and }+c,  \tag{ă4}\\
x t_{x z}+y t_{y z} & =0 \\
t_{x s}=t_{y z} & =0 \text { when } z= \pm c, \text { for all values of } r<a, \\
t_{x z} & =0
\end{align*}
$$

Of these the first and the last, which answer to the vanishing of the normal stresses on the curved surface and on the flat ends, are identically satisfied. This is not however exactly the case with the other two, as the solution yields tangential forces of the order $z a$ on the curved surface, and of the order $c r$ on the flat ends. Thus while the surface conditions are not all identically satisfied, they are approximately satisfied in a thin plate, and the approximation becomes closer the thinner the plate.

It will be noticed however that if each term of the solution (53) were multiplied by one and the same constant the resulting solution would satisfy the surface conditions (54) to the same degree of approximation that (53) itself does. Thus all we are safely entitled to assume is that (53), which gives very approximately the absolute magnitudes of the displacements in a flat oblate spheroid, gives to a somewhat less close degree of approximation the laws of variation of the several displacements and their relative magnitudes in a thin circular plate. Considering that the volume of a flat spheroid is less than that of the corresponding Hat plate in the ratio $2: 3$, we should expect the absolute magnitudes of the displacements to be decidedly larger in the plate.
§ 14. To derive its full interpretation from the solution (53) we require to know something of the relative magnitudes of the elastic constants which appear in it. In all ordinary elastic solids the constants $\mathbf{c}, \mathbf{f}$ etc. can hardly fail to be positive quantities, and the same is obviously true of $E, E^{\prime}$ and $G$. It is conceivable that in some exceptional substances $\eta$ or $\eta^{\prime}$ might be negative, though it seems a somewhat remote possibility. If we assume here that all the constants are positive, then it follows from the expressions in (51) for $\mathbf{c}$ and $\mathbf{d}^{\prime} / \mathbf{c}$ that

$$
\begin{gather*}
1>\eta^{\prime}  \tag{55}\\
E\left(1-\eta^{\prime}\right)>2 E^{\prime} \eta^{2}
\end{gather*}
$$

Thus in (53), $u_{r}$ must be everywhere positive and $w$ everywhere negative. Consequently every element of the flat spheroid, or of the thin circular plate, increases its distance from the axis of rotation and approaches simultaneously the central or, as it may be termed, "equatorial" plane.

Confining our attention at first to the flat spheroid, we notice that the centre of an originally plane section perpendicular to the axis of rotation diminishes its distance $z$ from the equatorial plane by the amount

$$
2 \omega^{2} \rho \theta^{2} z \eta\left(3+\eta^{\prime}\right) \div E\left(11+\eta^{\prime}\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(56) ;
$$

and the section itself becomes very approximately a paraboloid of revolution, whose latus rectum is

$$
\begin{equation*}
\frac{a^{2}}{z} E\left(11+\eta^{\prime}\right) \div t \omega^{2} \rho a^{2} \eta\left(1+\eta^{\prime}\right) . \tag{.57}
\end{equation*}
$$

The axis of the paraboloid is the axis of rotation, and the concavity is directed away from the equatorial plane.

The curvature of the originally plane cross sections continually increases with their distance from the equatorial plane, and for a given material and given angular velocity is independent of the radius u-supposed of course great compared to the thickness $2 c$.

The diminution of the polar axis $2_{c}$ is

$$
\begin{equation*}
+\omega^{2} \rho \ell^{2} c \eta\left(3+\eta^{\prime}\right) \div E(11+\eta) \tag{.58}
\end{equation*}
$$

It thus raries directly as the density, as the thickness and as the squares of the angular velocity and the radius. It also varies directly as $\eta$ and inversely as $E$. On the other hand it is quite independent of $E^{\prime}$, and increases only about 20 per cent. as $\eta^{\prime}$ increases from 0 to 1 .

The increase in the equatorial semi-axis, or radius, $a$ is

$$
\begin{equation*}
-\omega^{2} \rho a^{3}\left(1-\eta^{\prime}\right) \div E^{\prime}\left(11+\eta^{\prime}\right) \tag{59}
\end{equation*}
$$

It thus varies directly as the density, as the square of the angular velocity, and as the cube of the radius. It varies inversely as $E^{\prime}$ and diminishes as $\eta^{\prime}$ decreases, but is entirely independent of $E$ or of $\eta$.

In the circular plate, as in the Hat spheroid, every originally plane section perpendicular to the axis of rotation becomes very approximately a parabolvid of revolution :ibout that axis; and the latus rectum of the geuerating parabola varies inversely as the original distance of the section from the central section, as the density, and as the siguare of the angular velocity, while it is independent of the radius of the plate. Owing to this change in its originally plane surfaces the plate will present a biconcave appearance. As the actual measurements of the displacements might be easier for the plate than for the spheroid it may be as well to state explicitly the following relations, the diminution in thickness being measured along the axis of rotation:

$$
\begin{align*}
& \text { Increase in radius of plate }=\frac{a}{2 c} \frac{\left(1-\eta^{\prime}\right) E}{\eta\left(3+\eta^{\prime}\right) E^{\prime}}  \tag{60}\\
& \text { Diminution in thickness " }  \tag{61}\\
& \text { Curvature at centre of face of plate } \\
& \text { Diminution in thickness } \\
& \text { D } \\
& a^{2} \\
& \frac{\partial\left(1+\eta^{\prime}\right)}{3+\eta^{\prime}} \cdots
\end{align*}
$$

If the ratios on the left-hand sides of these equations could be experimentally determined it is obrious that a great deal of light would be thrown on the nature of the material.
§ 15. To arrive at a more complete knowledge of the effects of rotation, an malysis of the strains is necessary. For our purpose the most conveniont normal strain
components are

$$
\begin{aligned}
& \text { the longitudinal } \equiv \frac{d w}{d z}, \\
& \equiv \frac{d u_{r}}{d r}, \\
& \text { radial } \\
& \text { " transverse } \equiv u_{r} / r_{0}
\end{aligned}
$$

The first is directed parallel to the axis of rotation, the second along the perpendicular on the axis of rotation directed outwards, and the third is perpendicular to the other two.

Referring to (53) we see that in a flat spheroid, or a thin circular plate, the longitudinal strain is everywhere a compression, and the transverse everywhere an extension, and that the numerical measures of both these strains are greater the nearer the element considered to the axis of rotation. A cylinder whose axis is the axis of rotation, and whose radius is

$$
\text { u }\left\{\begin{array}{c}
3+\eta^{\prime} \\
3\left(1+\eta^{\prime}\right)
\end{array}\right\}^{\frac{1}{2}} .
$$

divides the volume into two portions in the inner of which the radial strain is an extension while in the outer it is a compression. The expression (62) is necessarily less than $a$ so long as $\eta^{\prime}$ does not vanish, so that except in this extreme case the radial strain actually is a compression near the rim of the circular plate and in the superficial equatorial regions of the flat spheroid.
$\S$ 16. The next case that presents itself is that of a very elongated prolate sphervid in which $c / a$ is very large. Near the centre of its length the surface of such a spheroid differs very little from that of a right circular cylinder of radius $u$. We are thus led to expect that a solution obtained from (49 a) and (50 a) by making c/a infinite while $z / a$ remains finite, being strictly applicable to the central portions of an indefinitely long prolate spheroid, will apply very approximately to the case of a right circular cylinder, provided the length of the cylinder be great compared to its radius and its terminal portions be excluded from the solution. The solution in question is

$$
\begin{align*}
& u_{r}=8 E^{\prime} \frac{\omega^{2} \rho r}{\left(E-E^{\prime} \eta^{2}\right)}\left[u^{2}\left\{E\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)-4 E^{\prime} \eta^{2}\right\}-r^{2}\left(1+\eta^{\prime}\right)\left\{E\left(1-\eta^{\prime}\right)-\varrho E^{\prime} \eta^{2}\right\}\right],  \tag{6;3}\\
& u=-\frac{\omega^{2} \rho u^{2} z \eta}{2 E}
\end{align*}
$$

Unlike (53) this solution, though deduced as an approximation from the general solution, itself satisfies the internal equations. There can thus be no doubt that it gives the absolute magnitudes of the displacements in any rotating solid whose boundary conditions it may happen to satisfy. It will be found to satisfy identically the first three surface conditions (54) for a right circular cylinder of finite length. The last of equations (54) is not exactly satisfied, as from (63) we get for all values of $z$

$$
t_{z z}=\omega^{2} \rho\left(\iota^{2}-2 r^{2}\right) E \eta\left(1+\eta^{\prime}\right) \div 4\left(E^{\prime}-E^{\prime} \eta^{2}\right)
$$

It will be noticed however that

$$
\int_{\|}^{a}-2 \pi r t_{n} d r=0
$$

and thus the sum of the normal forces over a terminal cross-section vanishes. Now Saint-Veuant's solution for beams acted on by terminal forces only sccures that the integral of the stresses taken over the ends should have required values, and notwithstanding it is regarded by the highest authorities as perfectly satisfactory provided the length of the beam be great compared to its greatest transverse dimension. Thus (63), which satisfies exactly 3 out of 4 surface conditions, and is as regards the remaining condition in no respect less satisfactory than is Saint-Venant's solution as regards the terminal conditions in the ordinary beam problem, will doubtless be accepted by the majority of elasticians as a very approximate solution for the case of a rotating circular cylinder whose length is great compared to its diameter. The portions of the cylinder immediately adjacent to its ends ought however to be excluded.
§ 17. Assuming $\eta^{\prime}<1$, and noticing that in accordance with (55) $E-E^{\prime} \eta^{2}$ must be positive, we see from (63) that each element of the long cylinder, as of the flat plate, increases its distance from the axis of rotation and approaches the central plane $z=0$. In the long cylinder, however, the longitudinal displacement varies only as the distance from the central section, so that each cross-section remains plane.

The shortening in a length $2 c$ of the cylinder amounts to

$$
\begin{equation*}
\omega^{2} \rho c^{2} c \eta / E \tag{64}
\end{equation*}
$$

It thus bears to the shortening in the polar axis $2 c$ of a flat oblate spheroid of the same density and central section, rotating with the same, augular velocity, the ratio $11+\eta^{\prime}: 4\left(3+\eta^{\prime}\right)$, which for uniconstant* isotropy is $45: 52$, and is for every material less than 11:12.

The increase in the radius of the long cylinder is

$$
\begin{equation*}
\omega^{2} \rho \ell^{3}\left(1-\eta^{\prime}\right) / 4 E^{\prime} \tag{65}
\end{equation*}
$$

This bears to the increase in the equatorial semi-axis of the flat oblate spheroid of the same density and central section, rotating with the same angular velocity, the ratio $11+\eta^{\prime}: 8$, which is for every material a little less than the ratio, $3: 2$, of the volumes of a cylinder and spheroid of the same axial thickness and central section.

We also see from (63) that throughout the long cylinder the longitudinal strain is everywhere a compression, and the transverse strain an extension. Also the radial strain is an extension inside and a compression outside of the coaxial cylinder

$$
r=u\left[\begin{array}{c}
E\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)-4 E^{\prime} \eta^{2}  \tag{666}\\
3\left(1^{\prime}+\eta^{\prime}\right)\left\{E^{\prime}\left(1-\eta^{\prime}\right)-2 E^{\prime} \eta^{2}\right\}
\end{array}\right]^{\frac{1}{2}} .
$$

[^2]In order to apply to our problem this radius must not exceed $a$, which is the case only when

$$
E \eta^{\prime}\left(1-\eta^{\prime}\right)>E^{\prime} \eta^{2}\left(1+3 \eta^{\prime}\right) .
$$

When this inequality becomes an equality the radial strain just vanishes over the surface of the rotating cylinder, and if the inequality be reversed then the radial strain is everywhere an extension. In the case of uniconstant isotropy the radial strain is a compression throughout one-fifteenth of the area of the cross-section.
§ 18. The next case we proceed to consider is that of uniconstant isotropy. In a material of this kind there is only one elastic constant. The one employed here is Young's modulus $E$, which is identical in Thomson and Tait's notation with 5 m 2 or $5 \mathrm{~m} / \mathrm{t}$. The expressions for the displacements in this case are:

$$
\begin{align*}
&\left.\left.\begin{array}{l}
u_{\mathrm{r}}=\frac{\omega^{2} \rho r}{60 E\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}\left\{117 a^{2}+195 c^{2}+280 c^{4} a^{-2}-5 r^{2}(9\right.
\end{array}\right)+18 c^{2} a^{-2}+20 c^{4} a^{-4}\right) \\
&\left.\quad-5 z^{2}\left(51+56 c^{2} a^{-2}\right)\right\} \ldots \ldots(67),  \tag{67}\\
& w= \frac{-\omega^{2} \rho z}{30 E\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}\left\{39 a^{2}+130 c^{2}+60 c^{4} a^{-2}-10 r^{2}\left(3+19 c^{2} a^{-2}\right)-10 z^{2}\left(5+2 c^{2} a^{-2}\right)\right\} \ldots(68) .
\end{align*}
$$

In considering the straius we shall also want the following expressions:

$$
\begin{align*}
& \frac{d u_{r}}{d r}={ }_{60 E\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}\left\{117 c^{2}+195 c^{2}+280 c^{4} \epsilon^{-2}-15 r^{2}\left(9+18 c^{2} u^{-2}+20 c^{4} a^{-4}\right)\right. \\
& \left.-5 z^{2}\left(51+56 c^{2} a^{-2}\right)\right\} \ldots \ldots(69), \\
& d w=\frac{-\omega^{2} \rho}{d z}=\underset{30 E\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}{ }\left\{39 a^{2}+130 c^{2}+60 c^{4} a^{-2}-10 r^{2}\left(3+19 c^{2} a^{-2}\right)-30 z^{2}\left(5+2 c^{2} a^{-2}\right)\right\} \ldots(70), \\
& \frac{d u_{r}}{d z}+\frac{d w}{d v}=\frac{-\omega^{2} \rho r z\left(39-20 c^{2} a^{-2}\right)}{6 E\left(9+8 c^{2} a^{-2}+16 c^{4}\left(u^{-4}\right)\right.} . \tag{71}
\end{align*}
$$

§ 19. Writing

$$
\begin{align*}
& \nu \equiv \omega^{2} \rho a^{2}\left(117+195 c^{2} a^{-2}+280 c^{4} a^{-4}\right) / 60 E\left(9+8 c^{2} a^{-2}+16 c^{3} a^{-4}\right)  \tag{72}\\
& \alpha_{1}^{2} \equiv a^{2}\left(117+195 c^{2} u^{-2}+280 c^{4} a^{-4}\right) / 5\left(9+18 c^{2} a^{-2}+20 c^{\frac{1}{4}} u^{-4}\right)  \tag{73}\\
& \beta_{1}^{2} \equiv a^{2}\left(117+19 \text { ว } c^{2} a^{-2}+280 c^{5} a^{-4}\right) / 5\left(51+56 c^{2} a^{-2}\right) \tag{74}
\end{align*}
$$

we get

$$
\begin{equation*}
u_{r} / r=\nu\left(1-r^{2} / \alpha_{1}^{2}-z^{2} / \beta_{1}^{2}\right) . \tag{75}
\end{equation*}
$$

Thus as $\nu, \alpha_{1}^{2}$ and $\beta_{1}{ }^{2}$ are necessarily positive for all values of ci/u, it follows that $u_{r}$ and $u_{r} / r$ are positive inside and negative outside the spheroid whose equatorial and polar semi-axes are respectively $\alpha_{1}$ and $\beta_{1}$. Obviously $\alpha_{1}^{2}$ is more than twice $\alpha^{2}$, whatever $c / a$ may be. Treating $a$ as constant and varying $c$, it is easily seen that $\beta_{1}$ is greater than $c$ so long as $c / a$ is less than $\sqrt{39 / 20}$, but that for greater finite values of $c / a$ the value of $\beta_{1}$ is less than $c$. The least value of $\beta_{1} / c$ is very nearly 989 , occurring when $c / a$ is approximately 2.08 . Thus for all values of $c / a$ exceeding $\sqrt{39} / 20$ the difference between $\beta_{1}$ and $c$ is extremely small. They become equal when $c / a$ becomes infinite.

It follows that so long as $c / a$ is less than $\sqrt{ } 39 / 20$ every element of the spheroid increases its distance from the axis of rotation, and the transverse strain is everywhere an extension. When cou exceeds $\sqrt{ } 39,20$ there is an extremely limited superficial volume surrounding each extremity of the axis of rotation within which the elements diminish their distances from the axis of rotation, and where the transverse strain is a compression; elsewhere the distance of an element from the axis of rotation increases, and the transverse strain is an extension.

When cia equals $\sqrt{39 / 20}$, or when it becomes infinite, the volumes within which the elements diminish in distance from the axis of rotation and the transverse strain is a compression, become reduced to the extremities of the axis of rotation.
§ 20. Similarly from (6\$)

$$
\begin{equation*}
w=-\tau z\left(1-r^{2} / \alpha_{2}^{2}-z^{2} / \beta_{z}^{2}\right) . \tag{70}
\end{equation*}
$$

where

$$
\begin{align*}
\tau & \equiv \omega^{2} \rho a^{2}\left(39+130 c^{2} a^{-2}+60 c^{4} a^{-4}\right) / 30 E\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right) .  \tag{77}\\
\alpha_{2}^{2} & \equiv a^{2}\left(39+130 c^{2} a^{-2}+60 c^{4} a^{-4}\right) / 10\left(3+19 c^{2} a^{-2}\right) \ldots \ldots \ldots \ldots \ldots \ldots  \tag{78}\\
\beta_{2}{ }^{2} & =r^{2}\left(39 u^{2} c^{-2}+130+60 c^{2} a^{-2}\right) 10\left(5+2 c^{2} a^{-2}\right) \ldots \ldots \ldots \ldots \ldots \ldots \tag{79}
\end{align*}
$$

Thus $\tau, \alpha_{2}{ }^{2}$ and $\beta_{2}{ }^{2}$ being essentially positive, $w$ is of the opposite sign to $z$ inside and of the same sign outside the spheroid whose equatorial and polar semi-axes are respectively $\alpha_{2}$ and $\beta_{2}$. It is easily proved that $\alpha_{2}$ equals $a$ when $c / u$ has approximately the values 4. 4 and '90, and that it is only when $c / a$ lies between these limits that $\alpha_{2}$ is less than $u$. The least value of $\alpha_{2} / a$ is about 97 , answering to $c, u=65$ approximately. It is obvious that $\beta_{2}$ considerably exceeds $c$ for all values of $c / u$.

It follows that when $c / u$ lies between 43 and 90 there is a very limited superficial volume close to the equator, the elements within which increase in distance from the equatorial plane, while elsewhere the elements approach this plane. When $c / a$ lies outside these limits every element throughout the spheroid approaches the equatorial plane.
§ 21. From (69)

$$
\begin{equation*}
\frac{d u_{r}}{d r}=\nu\left\{1-r^{2} / \alpha_{3}^{2}-z^{2} / \beta_{1}^{2}\right\} \tag{80}
\end{equation*}
$$

where $\nu$ is given by (72) and $\beta_{1}^{2}$ by (74), while $\alpha_{3}{ }^{2}$ equals $\alpha_{1}^{2} / 3$ and so is known from (73).
It is obvious from (73) that $\alpha_{3}$ is always less than $a$. It may also easily be found that as cia increases from zero, $a_{3} / a$ commencing with the value $\sqrt{13} / 15$ diminishes at first, attaining a minimum value of about 908 when $c / a$ is 6 approximately. It then increases continually as c/u increases further, passing through its initial value $\sqrt{13 / 1 \overline{5}}$ when c/u equals $\sqrt{69} / 20$, and finally reaches the value $\sqrt{ } 14 / 15$ when $c / a$ becomes infinite. It may be remarked as a somewhat curious fact that $\alpha_{2} / u$ and $\alpha_{3} / a$ attain their minimum values for the identically same value of $c / u$. The variations in the value of $\beta_{1}$ have been already traced.

The conclusions from these data are as follows:-The radial strain is for all values of $c / a$ an extension throughout all but a small portion of the spheroid. There is always however in the equator a superficial volume throughout which the radial strain is a compression. As $c / a$ increases from zero this superficial volume extends towards the poles, and eventually reaches them when $c / a=\sqrt{39 / 20}$. For greater values of $c / a$ this volume forms a layer completely enclosing the rest of the spheroid. The thickness of this layer in the equator continually diminishes from about $069 a$ when $c / a=\sqrt{39 / 20}$ to about 034a when $c / a=\infty$. At the poles the ratio of the thickness to $c$ attains a maximum of about 01 when $c / a=2.08$ approximately, and then continually diminishes and vanishes in the limit when $c / a$ becomes infinite.
§ 22. From (70)

$$
\begin{equation*}
\frac{d w}{d z}=-\tau\left(1-r^{2} / \alpha_{2}^{2}-z^{2} / \beta_{s}^{2}\right) \tag{81}
\end{equation*}
$$

where $\tau$ is given by (77) and $\alpha_{2}^{2}$ by (78), while $\beta_{3}{ }^{2}=\beta_{2}^{2} / 3$ and so is known from (79).
Thus $\frac{d w}{d z}$ is negative inside and positive outside the spheroid whose equatorial and polar semi-axes are respectively $\alpha_{2}$ and $\beta_{3}$. The variation of $\alpha_{2}$ with the value of $c / a$ has been already traced in $\S 20$. As $c / a$ increases from zero $\beta_{3} / c$ diminishes from infinity and becomes unity when $c / a=\sqrt{39} / 20$. It attains a minimum value of about $\cdot 986$ when $c / a=2 \cdot 21$ approximately, and then continually but slowly increasing becomes unity when $c / a$ becomes infinite.

The observed variations in the values of $\alpha_{2}$ and $\beta_{3}$ lead us to the following results :When $c / a$ is less than $\cdot \mathbf{4 3}$, or when it lies between 90 and $\sqrt{39 / \mathbf{2 0}}$, the longitudinal strain is a compression throughout the entire spheroid. When $c / a$ lies between 43 and $\cdot 90$ the longitudinal strain is an extension throughout a small superficial volume in the equator, elsewhere it is a compression. When $c / a$ has any finite value exceeding $\sqrt{ } 39 / 20$ the longitudinal strain is an extension in a small superficial volume surrounding each pole, being elsewhere a compression. Lastly when $c / a$ becomes infinite the longitudinal strain is everywhere a compression, except at the poles themselves where it vanishes.
§ 23. It will be observed that $\frac{d w}{d z}, \frac{d u_{r}}{d r}$ and $\frac{u_{r}}{r}$ are the normal strains when for the coordinate axes at each point we take the parallel to the axis of rotation, the perpendicular on this axis produced outwards, and a third axis at right angles to the other two. The only remaining strain is the tangential or shearing strain $\frac{d u_{r}}{d z}+\frac{d w}{d r}$ in the plane of $z r$.

From the expression (71) for the shearing strain it will be seen that it vanishes along the whole of the polar axis and everywhere in the equatorial plane. On the positive side of this plane it is everywhere of one sign, and this sign is negative or Vol. XV. Part I.
 As will more fully appear presonlly, this particular value of che whose rocumence will have been already moticerl, answers to a sort of turning point in the character of the phenomena presented by a rotating spheroid. It will in finture be reforred to as the critical ralue, and the comesponding spheroid will be termed the critical spleroid. preceding results as to the mature of the strains will be fommt
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to the mature of the strains will be fomm concisely
The semeral character of the following table.
TABLE II.

| Limiting <br> values of c/a | Radial strain $\frac{d u_{r}}{d r}$ where |  |  | Transverse strain $\tau_{y} / r$ where |  |  | Longitudinal strain $\frac{d x}{d z}$ where |  |  | Shearing strain $\frac{d u_{r}}{d z}+\frac{d n}{d r}$, <br> for $z$ positive, where |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | extension | zero | compression | extension | zero | compression | extension | zero | compression | positive | zero | negative |
| $11-43$ | all the central regions | surface of spheroid semi-axes $a_{3}, \beta_{1}$ | superficial region in equator | everywhere | nowhere | nowhere | nowhere | nowhere | everywhere | nowhere | polar axis <br> and <br> equatorial <br> plane | everywhere except where zero |
| $\cdot 43-90$ | " | " | " | " | " | " | superficial region in equator | surface of spheroid semi-axes $a_{2}, \beta_{3}$ | all the central regions | " | " | " |
| $\cdot 90-\sqrt{39 / 20}$ | " | " | " | " | " | " | nowhere | nowhere | everywhere | " | " | " |
| $\sqrt{39,20}-\infty$ | " | " | superficial layer all round | all the central regions | surface of spheroid semi-axes $a_{1}, \beta_{1}$ | suprricial <br> regions round poles | superficial regions round poles | surface of spheroid semi-axes $a_{2}, \beta_{3}$ | all the central regions | everywhere <br> except <br> where <br> zero | " | nowhere |

A clearer idea possibly of the general character of the phenomena may be obtained from a study of the accompanying figures (see Plate I.). Each figure is intended to represent the state of some particular strain throughout a section of the spheroid by a plane through the axis of rotation. The strain represented is the radial $\frac{d u_{r}}{d r}$ when the lines are straight and horizontal, the transverse $\frac{u_{r}}{r}$ when the lines are curved, the longitudinal $\frac{d w}{d z}$ when the lines are straight and vertical. When the lines are thin the strain is an extension, when thick a compression. The boundary line is drawn thin or thick according as the particular strain is an extension or compression in the surface at the point considered.

The surface volumes in which the sign of a strain differs from that at the centre are as a rule very considerably exaggerated in thickness. If drawn accurately to scale some of them could hardly be seen without a microscope.
§ 24. The displacements whose experimental determination appears most feasible are the increase $u_{a}$ in the equatorial semi-axis, and the diminution $-w_{c}$ in the polar semi-axis. The amounts of these quantities per unit of original length, i.e. $u_{a} / a$ and $-w_{c} / c$, are given in the second and third columns of the following Table III. The fourth column gives the common maximum value $\nu$ of $u_{p} / r$ and $\frac{d u_{r}}{d r}$. This is found at the centre and, as will presently appear, see § 31, is the absolutely greatest strain existing anywhere in the spheroid. According to Saint-Yenant's theory of rupture if the angular velocity be increased until $\nu$ reaches a certain limit, determined by experiment, the spheroid will rupture-or more correctly the material will cease to obey the laws of perfect elasticity. The fifth column gives the maximum longitudinal compression, i.e. $\tau$ or the value of $-\frac{d w}{d z}$ at the centre. The last column gives the maximum stress-difference at the centre-i.e the difference $4 E(\nu+\tau) / 5$ between the algebraically greatest and least of the principal stresses found there. On the maximum stress-difference theory of rupture the absolutely greatest maximum stress-difference found in the solid supplies the place taken on Saint-Venant's theory by the greatest strain. In certain special cases the absolutely greatest value of the maximum stress-difference unquestionably is found at the centre, but I have not proved this universally true, so in general we are only entitled to regard the value given in the last column of the table as an inferior limit to the value of the absolutely greatest maximum stress-difference existing in the spheroid.

As a basis of comparison a may be regarded as remaining constant while c/a passes through the values indicated in the first column. The displacements and strains are thus all expressed in terms of $\omega^{2} \rho a^{2} / E$. This represents a numerical quantity whose value can be easily calculated when the angular velocity, the equatorial diameter, the density, and Young's modulus for the material are known.

TABLE III.

| Value of cis | Increase of equatorial diameter per unit leugth $u_{a} / \frac{\omega^{p} p a^{2}}{k}$ | Decrease of polar diameter per unit length $\frac{-u u_{c} / \omega^{*} \rho t^{2}}{E}$ | Greatest strain $v / \frac{\omega^{2} \rho a^{2}}{E}$ | Greatest <br> longitudinal <br> compression $\tau / \begin{gathered} \omega^{2} \rho a^{2} \\ b \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| infinitely small | 1\% | 14 | -216 | -14 | -8 |
| $\because$ | -1364 | -1507 | -2034 | -1580 | 3051 |
| ${ }^{+}$ | -146 | -1647 | - $2+2$ | -1913 | 3468 |
| 6 | -1590 | -1743 | -2669 | -2835 | -3924 |
| - | $\cdot 1717$ | -1719 | -874 | -2367 | -4192 |
| $1 \cdot 0$ | -1803 | -160 | -998 | 23i | +2 |
| $1 \because$ | -1851 | -1422 | -3037 | $\cdot 2176$ | -4171 |
| 1.4 | -1875 | -1852 | -3047 | $\cdot 2029$ | -4060 |
| $1 \%$ | -1886 | -1255 | -3041 | -1898 | 3951 |
| $1 \cdot 8$ | -1891 | -1180 | -3030 | -1791 | -3857 |
| 2 | -1892 | -112 | -3017 | -1705 | -3778 |
| 3 | -1888 | -0968 | -2972 | $\cdot 1469$ | -35.33 |
| 4 | -1883 | -0910 | -2950 | -1376 | 3461 |
| infinitely great | -1875 | .083 | -2916 | -125 | 3 |

It will be understood of course that in the preceding as in the succeeding table the entries do not as a rule give the exact values, but the last figure of each decimal is chosen so as to make the result as correct as the number of figures retained will permit.
§ 25. The approximate positions and values of the maxima of the several quantities, supposing $\omega, \rho, E$ and $a$ to be constants, can be obtained from the preceding table. The following more exact results were obtained by direct calculation from the formulae:-

## TABLE IV.

| Quantity | Value of c/a supplying maximum | Maximum |
| :---: | :---: | :---: |
| $\begin{array}{cc} \frac{u_{a}}{a} & \omega^{2} \rho a^{2} \\ E \end{array}$ | $2 \cdot 06$ | -1892 |
| $-\frac{w_{c}}{c}: \frac{\omega^{2} \rho a^{2}}{E}$ | -658 | -1749 |
| $\nu \quad \frac{\omega^{2} \rho a^{2}}{E}$ | $\sqrt{39 / 20}=1 \cdot 396$ | -3047 |
| $\begin{array}{cc}  & \omega^{2} \rho \iota^{2} \\ E \end{array}$ | -826 | -2367 |
| ${ }_{5}^{4} E(\nu+\tau) / \omega^{2} \rho \iota^{2}$ | .956 | - 4246 |

§ 26. The most notable results in the two preceding tables are the extremely small change in the increase per unit length of the equatorial diameter or in the value of the greatest strain as $c / a$ increases from 1 to $\infty$, and the fact that the absolutely largest value of the greatest strain-and so according to Saint-Venant the greatest tendency to rupture-occurs in the critical spheroid.

It is important to bear in mind that the above maxima are calculated on the hypothesis that the length of the equatorial diameter is the same in all the spheroids. If this be varied and some other quantity kept constant different results of course will be obtained. If for instance $c$ and $a$ both vary while the volume remains constant, a biquadratic equation in $c^{2} / a^{2}$ is obtained whose roots determine for what forms of spheroid the greatest strain $\nu$-or Saint-Venant's tendency to rupture-has its greatest and least values. All the terms of this equation are however of the same sign, and so no true maximum or minimum can exist. The correct interpretation is that when the mass of the spheroid is constant Saint-Venant's tendency to rupture continually diminishes as the polar axis $2 c$ increases from 0 to $\infty$. The same conclusion also follows if the constant quantity be the moment of inertia about the axis of rotation.
§ 27. Taking the axes specially for each point considered, as in the case of the strains, we get for the stresses in the case of unicoustant isotropy the following expressions:-

$$
\left.\begin{array}{l}
Z=\frac{2}{5} E\left(\begin{array}{c}
d u_{r}+u_{r}+3 \frac{d w}{d z} \\
d l_{r} \\
r
\end{array}\right) \\
R=\frac{2}{5} E\left(3 \frac{d u_{r}}{d r}+\frac{u_{r}}{r}+\frac{d w}{d z}\right),  \tag{82}\\
\Phi=\frac{2}{5} E\left(\begin{array}{l}
\frac{d u_{r}}{d r}+3 \frac{u_{r}}{r}+\frac{d w}{d z}
\end{array}\right) \\
R=\frac{2}{\bar{\sigma}} E\left(\frac{d u_{r}}{d z}+\frac{d w}{d r}\right)
\end{array}\right\}
$$

The first three are normal stresses directed respectively parallel to the axis of rotation, along the perpendicular on this axis directed outwards, and along the perpendicular to these two directions. The last is a tangential or shearing stress in the meridian plane, or plane containing $z$ and $r$.

From (67)-(71) we obtain the following convenient expressions for the stresses:-

$$
\begin{equation*}
Z=\frac{\omega^{2} \rho c^{2}\left(39-20 c^{2} a^{-2}\right)}{15\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}\left\{\frac{r^{2}}{a^{2}}-\left(1-\frac{r^{2}}{a^{2}}-\frac{z^{2}}{c^{2}}\right)\right\} \tag{83}
\end{equation*}
$$

$R=\frac{\omega^{2} \rho a^{2}}{1 \check{5}\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}\left\{\left(39-20 c^{2} a^{-2}\right)\left(1-\frac{r^{2}}{a^{2}}\right)+4 \frac{c^{2}}{a^{2}}\left(18+25 c^{2} a^{-2}\right)\left(1-\frac{r^{2}}{a^{2}}-\frac{z^{2}}{c^{2}}\right)\right\} \ldots \ldots(84)$,
$\Phi=\frac{\omega^{2} \rho a^{2}}{15\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}\left\{\left(39-20 c^{2} a^{-2}\right)\left(1-\frac{r^{2}}{a^{2}}\right)+4 \frac{c^{2}}{a^{2}}\left(18+25 c^{2} u^{-2}\right)\left(1-\frac{r^{2}}{a^{2}}-\frac{z^{2}}{c^{2}}\right)\right.$ $\left.+\left(18+36 c^{2} a^{-2}+40 c^{4} a^{-5}\right) \frac{r^{2}}{a^{2}}\right\}$
$R_{z}=\frac{\left.-\omega^{2} \rho\left(39-20 c^{2} a^{-2}\right)\right)^{2} z}{15\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}$
§ 2s. There are at every point, as is well known, three principal stresses parallel to three rectangular axes, whose directions are such that the tangential stresses vanish over the elements whose normals are these axes. $\Phi$ is one of these principal stresses, and the corresponding strain $u_{r}$, is everywhere one of the three principal strains. The two other principal stresses lie in the plane $2 r$, but coincide with $Z$ and $R$ only when $R$, ranishes, and so in general only along the polar axis and in the equatorial plane. These principal stresses are the two values of

$$
\begin{equation*}
\frac{1}{2}\left[R+Z \pm\left\{(R-Z)^{2}+4 R_{z}^{2}\right\}^{\frac{1}{2}}\right] \tag{87}
\end{equation*}
$$

If we suppose the square root always to represent a positive quantity, then the algebraically greatest principal stress in the meridian plane answers to the upper sign, and the angle $\alpha$ which its direction makes with the perpendicular on the axis of rotation directed outwards is given by

$$
\alpha=\tan ^{-1}\left[\begin{array}{c}
Z-R+\left\{(R-Z)^{2}+4 R_{z}^{2}\right\}^{\frac{1}{2}}  \tag{88}\\
2 R_{z}
\end{array}\right]
$$

As this expression concerns us practically only when $R_{z}$ is not zero, we may say that $\tan \alpha$ is everywhere of the same sigu as $R_{2}$. It is thus by (86) negative or positive for $z$ positive according as $c / u$ is less or greater than the critical value $\sqrt{39 / 20}$. It follows that the angle which the direction of the algebraically greater principal stress in the meridian plane makes with the perpendicular on the axis of rotation directed outwards is oblique or acute according as $c / u$ is less or greater than the critical value.
§ 29. On the surface of the spheroid $1-r^{2} / / c^{2}-z^{2} / c^{2}$ vanishes, and it is very simply proved from the expressions (83)-(86) that the two principal stresses in the meridian plane are there directed along the tangent and the normal. Also, from above, the principal stress along the tangent is the algebraically greater or the algebraically less according as c/a is less or greater than the critical value. Further the principal stress directed along the normal is zero, this being in fact a consequence of the surface conditions. Thus the tangential meridional stress is a tension or a pressure according as $c / a$ is less or greater than the critical value. The algebraical expression for this stress may easily be found to be

$$
\begin{equation*}
\frac{\omega^{2} p\left(39-20 c^{2} a^{-2}\right)}{15\left(9+8 c^{2} u^{-2}+16 c^{4} u^{-4}\right)} \cdot a^{2} b^{2} . \tag{89}
\end{equation*}
$$

where $p$ is the perpendicular from the centre of the spheroid on the tangent plane at the point considered. Comment on the applications of this remarkably simple result seems unnecessary:

The complete change that takes place in the character of the meridional surface stress as che passes through the value $\sqrt{3 y} / \overline{20}$ seems an ample justification of our designation of it as the criticul value. There also appears for this value of $c / a$ an important change in the character of the surface value of $\Phi$ the stress perpendicular to the meridian plane.

For from (85) we find for the surface value of $\Phi$ the expression

$$
\Phi_{s}^{*}=\frac{\omega^{2} \rho a^{2}}{15\left(9+8 c^{2} a^{-2}+16 c^{4} a^{-4}\right)}\left\{\left(39-20 c^{2} a^{-2}\right) \frac{z^{2}}{c^{2}}+\left(18+36 c^{2} a^{-2}+40 c^{4} a^{-4}\right) \frac{r^{2}}{a^{2}}\right\} \ldots(90) .
$$

So long as $c / a$ is less than the critical value it is obvious that $\Phi_{s}$ is positive for all values of $r / z$ and so all over the surface. When $c / a$ attains the critical value $\Phi_{s}$ is still everywhere positive but just vanishes at the poles. For all greater values of $c / a, \Phi_{6}$ is negative within a small area surrounding each pole, being elsewhere positive. Thus for all values of $c / a$ below the critical the surface stress perpendicular to the meridian plane is everywhere a tension. But for all values of $c / a$ above the critical there is a small area round each pole within which this stress is a pressure.

It may also be easily proved that the surface tension at right angles to the meridian has its greatest value at the poles or on the equator according as $c / a$ is less or greater than '555 approximately.
§30. In the critical spheroid the state of stress is extremely simple as the only stresses which do not vanish are $R$ and $\Phi$, and these are everywhere principal stresses. Of these $R$ vanishes all over the surface and elsewhere is positive, while $\Phi$ vanishes only at the poles being elsewhere positive. Excepting at the poles $\Phi$ is everywhere greater than $R$; and so, as both are positive and the third principal stress is zero, $\Phi$ is everywhere a correct measure of the maximum stress-difference. Its greatest value obviously occurs at the centre. Thus the critical spheroid is one of the special forms in which it is actually proved that the tendency to rupture on the maximum stress-difference theory, as well as on the greatest strain theory, occurs at the centre. It will be noticed that over the surface of the critical spheroid $\Phi$ varies as the square of the perpendicular on the axis of rotation.
$\S 31$. For values of $c / a$ other than the critical the determination of the algebraically greatest principal stresses is a matter of some little difficulty. It is however worthy of notice as it leads at once to the greatest principal strain, which is required in applying Saint-Venant's theory of rupture.

Let $P$ and $Q$ denote the algebraically greater and less of the two principal stresses in the meridian plane. Then the algebraically greatest principal stress is either $\Phi$ or $P$. From the formulae for $\Phi$ and $P$ we easily find

$$
\Phi \gtreqless P \text { according as }
$$

$$
\begin{equation*}
\frac{2 u_{r}}{r}-\frac{d u_{r}}{d r}-\frac{d w}{d z} \geq\left\{\left(\frac{d u_{r}}{d r}-\frac{d w}{d z}\right)^{2}+\left(\frac{d u_{r}}{d z}+\frac{d w}{d r}\right)^{2}\right\}^{\frac{1}{2}} \cdot \tag{91}
\end{equation*}
$$

Thus $\Phi$ is the greatest principal stress when $\frac{2 u_{r}}{r}-\frac{d u_{r}}{d r}-\frac{d w}{d z}$ is positive, and when its square exceeds $\left(\begin{array}{l}d u_{r} \\ d v_{r}\end{array}-\frac{d w}{d z}\right)^{2}+\left(\begin{array}{l}d u_{r} \\ d z\end{array}+\frac{d w}{d w}\right)^{2}$; otherwise $P$ is the greatest principal stress.

[^3]Substituting the expressions for the strains from (67), (69), (70), (71), I find by a straightforward and not very laborious calculation on the above lines that so long as $c / u$ is below the critical value, $\Phi$ is everywhere-excepting the axis of rotation where it equals $R$ which is there a principal stress-the algebraically greatest principal stress. Thus for all values of $c / a$ below the critical $u_{r} / r^{\circ}$ is at every point in the spheroid the greatest strain, and so is the correct measure of Saint-Venant's tendency to rupture. A glance at (67) will show that its greatest value is found at the centre. This is given in Table III. under the heading $v$.

When c/a exceeds the critical value there is a small superficial volume round each pole within which ( is not the algebraically greatest stress, though elsewhere it continues to be so. Within these small volumes, however, the values of the maximum stress-difference and of the greatest strain are for finite values of $c / a$ much less than are the corresponding values found at the centre of the spheroid. Thus so far as the question of rupture is concerned, the fact that when c/a exceeds the critical value small reginns exist around the poles in which $\Phi$ is not the greatest principal stress nor $u_{r} / r$ the greatest strain is of no material consequence, though of course a point well worthy of notice on its own account. This leaves the value of $v$ given in Table III. a correct measure of the tendency to rupture on Saint-Venant's theory even when $c / a$ exceeds the critical value.
§32. The determination of the maximum stress-difference throughout the whole of the spheroid would be a laborious process which seems hardly worth the trouble. The value at the centre is given in the last column of Table III. In the critical spheroid it was shown above that this is the absolutely greatest value of the maximum stress-difference, and in a previous paper* it was proved that the same was true for a sphere of any isotropic material.

If the values $m$ and $n$ of the elastic constants in the general case of isotropy be substituted in the general expression (53) for a flat rotating spheroid, it can easily be proved that the stress $Z$ everywhere vanishes, and that consequently, excluding the surface where all meridian stresses are of order $z$ at least, the principal stresses in the meridian plane are respectively $R$ and zero, when terms in $z^{2}$ are neglected. Further the value of $R$ is nowhere negative. The third principal stress is $\Phi$ along the perpendicular to the meridian plane. $\Phi$ is everywhere not less than $R$-it is equal to $R$ along the axis of rotation,-and its greatest value exists in the axis, where it is constant so long at least as terms in $z^{2}$ are neglected. Thus the greatest value of the maximum stress-difference is correctly given by the value of $\Psi$ at the centre of the flat spheroid.

The expressions obtained from (63) for a very clongated prolate spheroid of isotropic material, whether uniconstant or not, are even more simply treated. The stresses $Z, R$ and $\Phi$ are everywhere the principal stresses, and $\Phi-Z$ is everywhere a correct measure of the maximum stress-difference. It is easily proved that its greatest value occurs in the axis of rotation, at every point of which the value is the same.

[^4]We are thus certain that in the cases of the flat oblate spheroid, the sphere, the critical spheroid, and the elongated prolate spheroid, the numbers in the last column of Table III. give the greatest value of the maximum stress-difference occurring anywhere, and there seems to me every probability that such is in general the casc. I thus believe this column to give in each instance the true measure of the tendency to rupture on the stress-difference theory; but except in the four special cases just mentioned, we are strictly speaking only warranted in regarding the results as supplying minima for the correct measures of the tendency to rupture.
$\S 33$. After our examination of these special cases it will be unnecessary to enter into great detail in discussing the general case, for which the displacements are given by the expressions (49 a) and (50 a).

Assuming the original elastic constants $\mathbf{c}, \mathbf{f}$ etc., as well as $\eta, \eta^{\prime}$ etc. all positive, we have as already explained the relations (59). From the latter of these it follows that

$$
\left.\begin{array}{rl}
E & >E^{\prime} \eta^{2},  \tag{92}\\
E\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right) & >4 E^{\prime \prime} \eta^{2}
\end{array}\right\} .
$$

Bearing in mind these relations, we see from (49 a) and (50 a) that:-

$$
\left.\begin{array}{rr}
u_{r} / r= & \nu^{\prime}\left(1-r^{2} / \alpha_{1}^{\prime 2}-z^{2} / \beta_{1}^{\prime}{ }^{2}\right), \\
w & =-\tau^{\prime} z\left(1-r^{2} / \alpha_{2}^{\prime 2}-z^{2} / \beta_{2}^{\prime 2}\right), \\
\frac{d u_{r}}{d r}= & \nu^{\prime}\left(1-r^{2} / \alpha_{3}^{\prime 2}-z^{2} / \beta_{1}^{\prime 2}\right),  \tag{93}\\
\frac{d w}{d z}= & -r^{\prime}\left(1-r^{2} / \alpha_{2}^{\prime 2}-z^{2} / \beta_{3}^{\prime 2}\right)
\end{array}\right\}
$$

where $\nu^{\prime}, \tau^{\prime}, \alpha_{1}^{\prime 2}, \beta_{1}^{\prime 2}, \alpha_{2}^{\prime 2}, \beta_{2}^{\prime 2}, \alpha_{3}^{\prime 2} \equiv \alpha_{1}^{\prime 2} / 3$, and $\beta_{3}^{\prime 2}=\beta_{2}^{\prime 2} / 3$ are all positive constants depending on the values of $c / a$ and on the elastic constants. For the special case of uniconstant isotropy these reduce to the corresponding undashed constants $\boldsymbol{\nu}, \boldsymbol{\tau}$, etc.

There is thus for each displacement, or normal strain, a determining spheroidal surface over which the displacement, or strain, vanishes. Also $u_{r} / r$ and $\frac{d u_{r}}{d r}$ are positive inside and negative outside their determining spheroids, while the reverse is true of $w$ and $\frac{d w}{\bar{d} z}$. When a determining spheroidal surface lies wholly outside of the material rotating spheroid the corresponding displacement or strain is, if $u_{r}, u_{r} / r$, or $\frac{d u_{r}}{d r}$, everywhere positive, but if $w$ or $\frac{d w}{d z}$ everywhere negative throughout the solid.

The only remaining strain is the shearing strain in the meridian plane, whose value is given by the simple expression

$$
\begin{equation*}
\frac{D^{\prime}}{\omega^{2} \rho}\left(\frac{d u_{r}}{d z}+\frac{d w}{d r}\right)=-\frac{r z}{G}\left\{\frac{3+\eta^{\prime}}{4}-\frac{E^{\prime} \eta\left(1+\eta^{\prime}\right)}{E^{\prime}\left(1-\eta^{\prime}\right)} c^{2} \alpha^{-2}\right\} . \tag{94}
\end{equation*}
$$
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Thus it vanishes everywhere along the polar axis and in the equatorial plane, and throughout the rest of the spheroid changes sign only with $z$. The sign is - or + for $z$ positive according as cla is less or greater than the critical ralue

$$
\begin{equation*}
\left\{\frac{E^{\prime}\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)}{4 E^{\prime} \eta\left(1+\eta^{\prime}\right)}\right\}^{\frac{1}{3}} \tag{95}
\end{equation*}
$$

In the critical spheroid whose axes possess this ratio the shearing strain is everywhere zero.
§ 34. The expressions for $\nu^{\prime}$, $a_{1}^{\prime 2}$ etc. are somewhat complicated, and a consideration of the magnitudes of the semi-axes of the determining spheroids does not so easily lead to the desired results as does the following method.

The signs of the displacements and strains at the centre of the spheroid are already known. Thus if we determine their signs at the surface of the material spheroid we can tell whether any portion of the solid lies outside of the determining spheroids. To get the sign of any displacement or strain at the surface, it is simplest to make the expression for it homogeneous by substituting $a^{-2} r^{2}+c^{-2} z^{2}$ for unity. There are then in each expression only two coefficients whose signs have to be considered. Employing this method we find over the surface

$$
\begin{aligned}
\frac{D^{\prime}}{\omega^{2} \rho}\left(\frac{u_{r}}{r}\right)_{s}=\frac{1}{4} r^{2}\left[\frac{2\left(1-\eta^{\prime}\right)}{E^{\prime}}+c^{2} a^{-2}\left\{\frac{1}{G}-\frac{\eta\left(1+\eta^{\prime}\right)}{E}\right\}\right. & \left.+\frac{4 c^{4} a^{-4}}{E^{2}}\left(E-E^{\prime} \eta^{2}\right)\right] \\
& +\frac{1}{2} z^{2}\left\{a^{2} c^{-2}\left(\frac{\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)}{E^{\prime}}-\frac{4 \eta\left(1+\eta^{\prime}\right)}{E}\right\} \ldots(96)\right.
\end{aligned}
$$

Employing the last of equations (55) it is easily proved that for all values of $c / a$, however large $G / E$ may be, the coefficient of $r^{2}$ is positive. The coefficient of $z^{2}$ is obviously positive or negative according as $c / a$ is less or greater than the critical value.

It follows that for all materials of the class here considered, so long as $c / a$ is less than the critical value, every element of the rotating spheroid increases ats distance from the axis of rotation and the transverse strain is everywhere an extension. When, however, c a exceeds the critical value there is in all such materials a superficial region surrounding each pole wherein the distance of each element from the axis of rotation is diminished and the transverse strain is a compression.
§ 35. The expression for the surface value of $w$ is not quite so manageable. It is the following:-

$$
\begin{align*}
& \frac{D^{\prime}}{\omega^{2} \rho}(w)_{n}=r^{2} z\left[-\begin{array}{c}
\eta\left(1-\eta^{\prime}\right) \\
2 E
\end{array}+\begin{array}{c}
c^{2} a^{-2} \\
4 E^{2}
\end{array}\left\{E\left(3+\eta^{\prime}\right)-2 E^{\prime} \eta^{2}-\begin{array}{c}
\eta E^{\prime} \\
G^{\prime}
\end{array}\right\}-\frac{2 c^{4} a^{-4} E^{\prime} \eta\left(E-E^{\prime} \eta^{2}\right)}{E^{3}\left(1-\eta^{\prime}\right)}\right] \\
& +z^{3}\left[-n^{2} c^{-2} \frac{\eta\left(3+\eta^{\prime}\right)}{2 E^{\prime}}-\frac{1}{\left(j E\left(1-\eta^{\prime}\right)\right.}\left\{\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)-\frac{2 E^{\prime} \eta^{2}\left(5+3 \eta^{\prime}\right)}{E}+\frac{E^{\prime} \eta\left(3+\eta^{\prime}\right)}{G}\right\}\right. \\
& \left.-\frac{1}{3} c^{2} a^{-2} \frac{E^{\prime} \eta\left(E-E^{\prime} \eta^{2}\right)}{E^{3}\left(1-\eta^{\prime}\right)}\right] \tag{97}
\end{align*}
$$

By means of the second of equations (505) it is not very difficult to prove that, whatever be the value of $G / E$, the coefficient of $z^{3}$ is negative for all materials of the kind here considered. The coefficient of $r^{2} z$ is certainly negative if $c / a$ be either very small or very large, but in general it will be positive when $c / a$ lies between certain limits depending on the material, the superior of which is decidedly less than the critical value. C.f. $\S 20$.

It follows that if c/a be either very small or very large every element diminishes its distance from the equatorial plane. In most if not all materials, however, of the kind treated here,-certainly in all isotropic materials,--there is between certain limiting values of $c / a$ depending on the material a superficial equatorial region within which the elements increase in distance from the equatorial plane.
$\S 36$. For the surface value of $\frac{d u_{r}}{d r}$ we get

$$
\begin{array}{r}
\frac{D^{\prime}}{\omega^{2} \rho}\binom{d u_{r}}{d r}=r^{2}\left[\begin{array}{c}
\eta^{\prime}\left(1-\eta^{\prime}\right) \\
2 E^{\prime \prime}
\end{array}-\frac{1}{4} c^{2}\left(\varepsilon^{-2}\left\{\begin{array}{l}
\eta^{\prime} \\
G^{\prime}
\end{array}+\begin{array}{c}
3 \eta\left(1+\eta^{\prime}\right) \\
E
\end{array}\right\}-\begin{array}{c}
c^{4} a^{-4} \\
E^{2}\left(1-\eta^{\prime}\right)
\end{array}\left\{E \eta^{\prime}\left(1-\eta^{\prime}\right)-E^{\prime} \eta^{2}\left(1+3 \eta^{\prime}\right)\right\}\right]\right. \\
+\frac{1}{4} z^{2}\left\{a^{2} c^{-2} \frac{\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)}{E^{\prime}}-\frac{4 \eta\left(1+\eta^{\prime}\right)}{E}\right\} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{98}
\end{array}
$$

The coefficient of $z^{2}$ is positive or negative according as $c / a$ is less or greater than the critical value. The coefficient of $r^{2}$ is negative for all values of $c / a$ for all materials in which

$$
\begin{equation*}
E \eta^{\prime}\left(1-\eta^{\prime}\right)>E^{\prime} \eta^{2}\left(1+3 \eta^{\prime}\right) \tag{99}
\end{equation*}
$$

This includes all isotropic materials in which $m<3 n$.
For other materials however, including isotropic materials in which $m>3 n$ if such exist, the coefficient of $r^{2}$ becomes positive when $c / a$ is sufficiently increased above the critical value.

We conclude that while $c / a$ is below the critical value the radial strain is everywhere an extension, except in a superficial volume about the equator where it is a compression. As c/a increases the superficial volume approaches the poles and eventually reaches them when $c / a$ attains the critical value. In materials whose elastic constants satisfy the relatiou (99) there is for all values of c/a above the critical a superficial layer completely surrounding the spheroid wherein the radial strain is a compression, while elsewhere it is an extension. In materials whose elastic constants do not satisfy (99),-including isotropic materials for which $m>3 n$,-when $c / a$ exceeds a certain value, greater considerably than the critical value, the superficial volume in which the radial strain is a compression splits up into two volumes one surrounding each pole, and as c/a further increases these polar volumes continually contract. The materials in which this splitting up of the superficial layer into two polar volumes may naturally be expected are those in which Young's modulus for the direction parallel to the axis of rotation is small compared to that for the perpendicular directions.
$\leqslant 37$. The surface value of $\frac{d w}{d z}$ is given by

$$
\begin{align*}
\left.\begin{array}{cc}
D^{\prime} & d w \\
w^{2} \rho & d z
\end{array}\right)_{s}=r^{2}\left[\begin{array}{r}
\eta\left(1-\eta^{\prime}\right) \\
-E^{\prime}
\end{array}\right. & \left.+\begin{array}{c}
c^{2} u^{-2} \\
+E^{2}
\end{array}\left(E^{\prime}\left(3+\eta^{\prime}\right)-2 E^{\prime} \eta^{2}-\frac{\eta E E^{\prime}}{G}\right\}-2 c^{4} a^{-4} \frac{E^{\prime} \eta\left(E-E^{\prime} \eta^{2}\right)}{E^{3}\left(1-\eta^{\prime}\right)}\right] \\
& +z^{2}\left\{-u^{2} c^{-2} \frac{\eta\left(3+\eta^{\prime}\right)}{2 E}+\frac{2 E^{\prime \prime} \eta^{2}\left(1+\eta^{\prime}\right)}{E^{2}\left(1-\eta^{\prime}\right)}\right\} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{100}
\end{align*}
$$

The coefficient of $r^{2}$ is the same as that of $r^{2} z$ in (97), and its sign has been already treated of in considering that expression. The coefficient of $z^{2}$ is negative or positive according as c/a is less or greater than the critical value. The conclusions these data lead to are as follows:-

For small values of c/u the longitudinal strain is in all materials everywhere a compression. In most if not in all materials,-certainly in all isotropic materials-there exists within certain limiting values of $c / u$, the superior of which is decidedly below the critical value, a superficial region about the equator wherein the longitudinal strain is an extension; elsewhere it remains a compression. Between this superior limit of $c / a$ and the critical value the longitudinal strain is everywhere a compression. Finally when $c / a$ excceds the critical value there exists in all materials a superficial region round each pole wherein the longitudinal strain is an extension; elsewhere it is a compression.
§ 38. It will be observed that on the whole the variations of the strains and displacements in the general case follow very closely the variations which occur in the special case of uniconstant isotropy. In fact, with one exception presently to be noticed, when $\alpha_{2}$ ctc. are replaced by $\alpha_{2}^{\prime}$ ctc., $\sqrt{39 / 20}$ by the "critical value" (95), and 43 and 90 by the two positive values of $c / a$ obtained by equating the coefficient of $r^{2}$ in (100) to zero, Table II. in § 23 may be applied to all but certain exceptional materials whose existence is somewhat problematical.

The single exception is that of materials in which the relation (99) does not hold. In such materials, as already explained, the superficial volume wherein the radial strain is a compression becomes for large values of $c / a$ limited to circumpolar regions. This is a rather noticeable departure from the phenomena described in uniconstant isotropy, and is worthy of special attention because the relation it requires between the values of the elastic constants seems likely to be by no means uncommon in materials in which Young's modulus in the direction of the axis of symmetry is small compared to that in the perpendicular directions.
§39. The expressions for the stresses in the general case are on the whole wonderfully simple. The tangential or shearing stress in the meridian plane $=G \times$ (corresponding shearing strain), and so is the product of the right-hand side of (94) into $\omega^{2} \rho G / D^{\prime}$. Its fluctuations in sign have been already nuticed in treating the shearing strain. It will be noticed that the surfaces over which this shearing strain and stress have constant values are generated by the revolution about the axis of rotation of rectangular hyperbolas whose asymptotes are the axis of rotation and an equatorial diameter.

The expressions for the normal stresses, referred as previously to the fundamental directions at each separate point for axes, are as follows:-

$$
\begin{align*}
& Z=\frac{\omega^{2} \rho c^{2}}{4 E\left(1-\eta^{\prime}\right)} D^{\prime}\left\{E\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)-4 c^{2} a^{-2} E^{\prime} \eta\left(1+\eta^{\prime}\right)\right\}\left\{\left\{\begin{array}{r}
r^{2} \\
a^{2} \\
a^{2} \\
a^{2}
\end{array} \frac{r^{2}}{c^{2}}\right)\right\} .  \tag{101}\\
& R=\frac{\omega^{2} \rho a^{2}}{4 E\left(1-\eta^{\prime}\right) D^{\prime}}\left[\left\{E\left(1-\eta^{\prime}\right)\left(3+\eta^{\prime}\right)-4 c^{2} a^{-2} E^{\prime} \eta\left(1+\eta^{\prime}\right)\right\}\left(1-\frac{r^{2}}{a^{2}}\right)\right. \\
& \left.+c^{2} a^{-2} E^{\prime \prime}\left\{\begin{array}{c}
E \\
2 G
\end{array}\left(3+\eta^{\prime}\right)+\eta\left(1+3 \eta^{\prime}\right)+\underset{ }{2 c^{2} a^{-2}} \underset{E}{E}\left(E\left(3+\eta^{\prime}\right)-2 E^{\prime} \eta^{2}\right)\right\}\left(1-\frac{r^{2}}{a^{2}}-\frac{z^{2}}{c^{2}}\right)\right] \ldots(102), \\
& \Phi=R+\frac{\omega^{2} \rho E^{\prime} r^{2}}{2 D^{\prime}}\left\{\frac{1-\eta^{\prime}}{E^{\prime}}+c^{2} a^{-2}\left(\frac{\eta}{E}+\frac{1}{2 G}\right)+2 c^{4} a^{-4} \frac{E\left(1-\eta^{\prime}\right)-2 E^{\prime} \eta^{2}}{E^{2}\left(1-\eta^{\prime}\right)}\right\} . \tag{103}
\end{align*}
$$

§ 40. From (101) it appears that for all values of $c /(c$, whatever be the character of the material, the longitudinal stress vanishes over the surface of the spheroid whose equatorial and polar semi-axes are respectively $a / \sqrt{2}$ and $c$. It is a pressure inside and a tension outside this surface when $c / a$ is less than the critical value, a tension inside and a pressure outside when $c / a$ is greater than the critical value. The volume throughout which it is a tension is thus under all circumstances equal to that throughout which it is a pressure. In the critical spheroid itself the longitudinal stress everywhere vanishes. Over the surface of the material spheroid for all values of $c / a$ the longitudinal stress varies as the square of the perpendicular on the axis of rotation.

In (102) it will be noticed that the coefficient of ( $\left.1-r^{2} / a^{2}-z^{2} / c^{2}\right)$ is essentially positive for all materials of the kind considered here, and that the coefficient of $\left(1-r^{2} / a^{2}\right)$ is positive or negative according as $c / a$ is less or greater than the critical value.

Thus so long as $c / a$ is less than the critical value the radial stress is everywhere a tension, but when c/a exceeds the critical value it becomes a pressure in a superficial volume, whose thickness is greatest at the poles and zero in the equator. Over the surface of the spheroid, whatever be the value of $c / a$ or the character of the material, the radial stress varies as the square of the perpendicular on the equatorial plane. The radial stress thus vanishes where the equatorial plane cuts the surface and in general nowhere else. In the critical spheroid however it vanishes at every point of the surface.

The stress $\Phi$ at right angles to the meridian plane is equal to the radial stress at every point on the axis of rotation and everywhere else is algebraically greater than it. It is everywhere a tension so long as $c / u$ is less than the critical value, but when $c / a$ exceeds the critical value it becomes a pressure in a superficial volume around each pole.

The remarks made on the position of the principal axes in the case of uniconstant isotropy, cf. § 28, apply verbatim to the general case. The stress © perpendicular to the meridian plane is everywhere a principal stress. Along the polar axis and in the equatorial plane the longitudinal and radial stresses $Z$ and $R$ are principal stresses, and this is also the case at every point of the critical spheroid, which has thus one of its
principal stresses everywhere zero. With these exceptions however the principal stresses in the meridian plane do not act along the fundamental directions, and the angle which the algebraically greater of them makes with the perpendicular on the axis of rotation produced outwards is everywhere obtuse or acute according as $c / a$ is less or greater than the critical value.

On the surface the ouly stress in the meridian plane is along the tangent, and it is a tension or a pressure according as $c / a$ is less or greater than the critical value. Over the surface of any given spheroid it varies inversely as the square of the perpendicular from the centre on the tangent plane.
$\S 41$. In the general case it seems scarcely worth while constructing tables for the values of the changes in the lengths of the equatorial and polar diameters and for the strains at the centre of the spheroid. To be practically useful such tables would have to assign numerical values to $\eta, \eta^{\prime}, G / E$ and $E^{\prime} / E$. It is doubtful if satisfactory experimental determinations of these quantities exist for materials of the class here considered, and a large amount of time would be required to make the arithmetical calculations necessary if all values theoretically possible were to be included.

Further, materials of this class can doubtless support a greater strain in some directions than in others, so that the value of the greatest positive strain, or the greatest value of the maximum stress-difference, cannot on any possible theory immediately determine the tendency of the body to pass beyond the limits of perfect elasticity or to approach rupture. Saint-Venant it is true has applied his theory of rupture in a generalized form to such materials, but it seems on the whole advisable to postpone consideration of the question until a reasonable expectation exists that the theory corresponds to the facts.
§ 42. In the case of uniconstant isotropy the variation of the more important strains and displacements with the value of $c / a$ have been already shown in Table inf. Since however in this country the biconstant theory of isotropy is almost universally accepted, I have calculated the values of the several quantities of that table for the values $0,{ }^{\prime} 2,4,{ }^{\prime} 6$ and 1 of the ratio of the elastic constants $n: m$. These answer respectively to the values $\cdot 5, \cdot 4, \cdot 3, \cdot 2$ and 0 of Poisson's ratio. Every solid probably that has the least claim to be regarded as isotropic will be admitted to have positive values for Poisson's ratio and for the rigidity, so that 0 and 1 are respectively the least and greatest values which can be attached to $n / m$. The results are thus of the utmost generality so far as isotropic materials are concerned. They are given in the following tables, V .-IX. The corresponding results for intermediate values of $n / m$ could in general be obtained to a close degree of approximation by interpolation from the tables.
§43. The quantity treated in Table $v$. is the total increase in the equatorial diameter divided by its whole length. It is for shortness spoken of as the increase per unit length, but it must be clearly understood that the radial strain varies from point to
point of a diameter, so that the change in any particular unit of length varies with the distance from the centre. In this as in the following three tables the numbers in the table must be multiplied by $\omega^{2} \rho a^{2} / E$ to get the absolute values. This factor is an arithmetical quantity, and as such independent of the particular system of units employed. The value of $E$ must of course be determined by experiment and expressed in terms of the same system of units as the other quantities.

In comparing the results answering to a given value of $n / m$ the equatorial semidiameter $a$ must be regarded as constant, so that the variations in the value of $c / a$ must be treated as proceeding from variations in $c$ alone. Thus what Table V., for instance, immediately shows is how the increase in the equatorial diameter of a spheroid of given equatorial diameter, formed of given material and rotating with a given angular velocity, depends on the ratio of the polar to the equatorial diameter.

Table vi. gives the total diminution of the polar diameter divided by its whole length. The actual longitudinal strain of course along the polar diameter is not in general constant but varies with the distance from the centre.

Table vir. gives the algebraically greatest principal strain at the centre. It might equally correctly have been represented by $\binom{d u_{r}}{d r}_{0}$, because the radial and transverse strains are there the same. In certain cases-e.g. for the values $0,1, \infty$ of $c / a$-this has already been proved to be the algebraically greatest strain occurring anywhere in the spheroid, and is then known to be the exact measure of the tendency to rupture on Saint-Venant's theory. It may further be shown, as in the corresponding case in uniconstant isotropy, that this quantity is in general the correct measure of Saint-Venant's tendency to rupture.

Table viil gives the numerical value of the third principal straiu at the centre. It is a negative quantity and so is a compression, and its direction is the polar diameter. It does not in itself supply a measure of the tendency to rupture on any theory and so is of less importance than the greatest strain. Its variations have been deemed worthy of tabulation because the centre is in itself the most important point in the spheroid, and because the value of any given normal strain throughout the spheroid is as a rule small or great according as its value at the centre is small or great.

The quantity tabulated in Table LX . is the maximum stress-difference at the centre. For the values $0,1, \infty$ of c/a it measures exactly on the stress-difference theory the tendency of the spheroid to rupture. For other values of $c / a$ it can be regarded only as an inferior limit to the true tendency to rupture, as the existence of greater values elsewhere has not been formally disproved.

Being of the nature of a stress it is measured in terms of $\omega^{2} \rho a^{2}$, and is thus given in absolute measure in terms of the system of units of length, time and mass which may have been adopted.

Table x . is of a totally different character from the previous five. It gives the value of $c / a$ in the critical spheroid answering to the assigned values of $n / m$. The
importance of the critical spheroid has been pointed out and most of its properties have been noticed in treating of the general case or of uniconstant isotropy. In the latter case it was stated in $\S 26$ that the absolutely largest value of the greatest strain, for a given material and given equatorial diameter, vecurs in the critical spheroid. This is not however a peculiarity of uniconstant isotropy but, as may easily be proved from the expression for the greatest strain, is true of the general case of biconstant isotropy. We can thus lay down as a general law that :-

In a rotating spheroid of given equatorial diameter formed of an isotropic medium, the absolutely largest "greatest strain" at the centre, and so the greatest "tendency to rupture" on Saint-Venant's theory, invariably occurs in the critical spheroid.

Table $V$.
Increase in equatorial diameter per unit length.

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Value of } \\ & c / a \end{aligned}$ | Value of | 0 | $\because$ | 4 | -6 | 1 |
| 0 |  | $\cdot 087$ | $\cdot 105$ | -124 | $\cdot 143$ | -18 |
| $\cdots$ |  | $\cdot 091$ | -109 | $\cdot 127$ | -146 | -183 |
| $\cdot 4$ |  | -102 | -119 | $\cdot 137$ | $\cdot 154$ | -191 |
| -8 |  | -126 | 144 | $\cdot 163$ | -181 | $\cdot 217$ |
| 1.0 |  | -132 | $\cdot 151$ | $\cdot 171$ | -190 | -229 |
| $2 \cdot 0$ |  | -131 | $\cdot 154$ | $\cdot 178$ | $\cdot 2009$ | -2475 |
| 4.0 |  | -127 | $\cdot 1514$ | -1760 | -2006 | -2498 |
| $\infty$ |  | - 125 | $\cdot 15$ | $\cdot 175$ | $\cdots$ | -25 |

Table VI.
Diminution of polar diameter per unit length.

$$
\frac{-w_{c}}{c} \div \frac{\omega^{2} \rho a^{2}}{E^{-}}
$$



Table VII.

Greatest strain at centre.

$$
\left(\frac{u_{r}}{r}\right)_{0} \div \frac{\omega^{2} \rho u^{2}}{E}
$$

| Value of c/a | Value of $n / m$ | 0 | $\stackrel{\bullet}{ }$ | $\cdot 4$ | $\cdot 6$ | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  | 152 | -179 | -204 | -299 | $\underline{8}$ |
| ${ }^{2}$ |  | -164 | -188 | $\cdot 212$ | -334 | $\cdot 276$ |
| 4 |  | -190 | -213 | -233 | $\checkmark 25$ | -286 |
| 8 |  | -218 | -252 | $\cdot 277$ | -296 | $\cdot 325$ |
| 1.0 |  | $\stackrel{-10}{ }{ }^{10}$ | 25.5 | $\cdot 286$ | . 31 | -343 |
| $2 \cdot 0$ |  | $\cdot 160$ | -231 | $\cdot 282$ | -319 | $\cdot 371$ |
| 4.0 |  | -185 | $\cdot 215$ | ${ }^{2} 72$ | -8150 | . 3747 |
| $\infty$ |  | -125 | $\cdot 208$ | - 268 | -3125 | -37.) |

Table Vili.

Longitudinal compression at centre.

$$
-\left(\frac{d w}{d z}\right)_{0} \div \frac{\omega^{2} \rho a^{2}}{E} .
$$

| $\underset{c / a}{\text { Value of }}$ | Value of $11 m$ | 0 | $\cdots$ | $\bullet 4$ | ' ${ }^{\text {j }}$ | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  | 304 | -2:39 | - 175 | $\cdot 114$ | 0 |
| ${ }^{2}$ |  | $\cdot 327$ | -256 | -190 | $\cdot 127$ | 011 |
| $\cdot 4$ |  | -380 | $\cdot 298$ | -225 | $\cdot 158$ | -038 |
| -8 |  | -487 | . 347 | $\cdot 271$ | -24 | -0847 |
| 1.0 |  | -421 | $\cdot 337$ | -264 | $\cdot 2$ | -0857 |
| 20 |  | -319 | -256 | -198 | -143 | $\cdot 040$ |
| 40 |  | -269 | $\cdot 215$ | $\cdot 163$ | $\cdot 112$ | $\cdot 011$ |
| $\infty$ |  | -25 | -2 | $\cdot 15$ | $\cdot 1$ | 0 |
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Table LN.
Marimum stress-difference at centre.

$$
\frac{2 E^{\prime}}{3-n / m}\left\{\binom{u_{r}}{r_{r}}_{0}-\left(\frac{d w}{d z}\right)_{0}\right\} \div \omega^{2} \rho u^{2} .
$$

| Talue of | $\begin{gathered} \text { Value of } \\ u / m \end{gathered}$ | 0 | $\cdot 2$ | 4 | $\cdot 6$ | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  | 304 | $\cdot 298$ | -292 | -286 | $\cdot 27$ |
| $\cdots$ |  | \%327 | 318 | -309 | 301 | -286 |
| 4 |  | 380 | $\cdot 36.5$ | -352 | -342 | 324 |
| S |  | -4.37 | -488 | -423 | $\cdot 417$ | -410 |
| $1 \cdot 0$ |  | - 421 | + 222 | -424 | -425 | -429 |
| $\because 0$ |  | \%19 | 348 | $\cdot 369$ | $\bigcirc 386$ | '411 |
| 40 |  | $\cdot 69$ | $\bigcirc 307$ | -335 | 3.56 | :386 |
| so |  | - 9 | $\cdot 292$ | $\cdots 31$ | $\because 4$ | 375 |

Table X.
Value of c'a in the critical spheroid.

| $n / m=$ | 0 | $\cdot 1$ | 2 | 4 | 6 | 8 | 9 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| critical value <br> of $c / 4$ | -764 | .853 | .954 | 1.217 | 1683 | 2.318 | 3715 | $\infty$ |

§ 44. The calculations on which these tables are based proceeded to 4 places of decimals. The last of these however has been retained only in a few cases where the variation of the quantity considered with the value of c/e is exceptionally slow. When less than 3 places of decimals are shown the value given in the table is the exact value of the quantity.

The results of the Tables V.-IX, are also shown graphically in the accompanying figures 1-5, Plate II., as they seem peculiarly well adapted for this form of treatment. In all the figures the abscissae of the curves answer to the values of $c / a$, a special curve being drawn for each value of $n_{\text {' }} / m$. In the first four figures the curves for the value $n / m=5$, answering to uniconstant isotropy, are also drawn. In the last figure this curve is omitted as in its carlier portion it could hardly be shown distinctly between the eurves answering to the values 4 and "f of $\mathrm{II} / \mathrm{m}$.

In the first four figures the ordinates give the numerical value of the coefficient of $\omega^{2} \rho a^{2} / E$, which is thus treated as the unit quantity. In the last figure the unit quantity is $\omega^{2} \rho a^{2}$ simply. In the first four figures and the corresponding tables when a direct comparison is instituted, for a given value of $c / a$, between the values of the quantities which answer to the various values of $n / m$, the materials compared must be supposed to have the same Young's modulus and density.
§ 45. From fig. 1, or Table v., it is seen at a glance that the way in which the increase in the equatorial diameter varies with the value of $c / a$ is very similar for all possible values of $n / m$. As $c / a$ increases from 0 to 1 the increase in the equatorial diameter rises continually in every case, though somewhat slowly. As c/a increases further the variations in the quantity considered are remarkably small, so that the increase in the equatorial diameter is practically nearly independent of the eccentricity in all prolate spheroids. When $n / m=1$ the curve continually approaches an asymptotic value as a superior limit. In the other curves the ordinates show true maxima for finite values of $c / a$, all greater than unity and so denoting prolate spheroids, and the value of $c / a$ answering to the maximum continually diminishes as $n / m$ diminishes, i.e. as Poisson's ratio increases. Also it is obvious that for a given value of Young's modulus and a given density, the increase in the equatorial diameter invariably increases as Poisson's ratio diminishes, whatever be the value of $c / a$.
§ 46. The ordinates of all the curves of fig. 2 show distinct maxima which answer to values of $c / a$ less than 1 , so that for a given material and a given equatorial diameter the diminution per unit length in the polar diameter is greatest in some form of oblate spheroid. It is also obvious from the figures that the spheroid in which the quantity is a maximum becomes more and more oblate as $n / m$ diminishes, i.e. as Poisson's ratio increases.

The dependence of the diminution of the polar diameter on the value of Poisson's ratio is very marked. When Poisson's ratio becomes zero, the diminution of the polar diameter totally disappears in the limiting forms of the oblate and prolate spheroids answering to the values 0 and $\infty$ of $c / a$, and is extremely small in all spberoids which differ much from the spherical form.

A comparison of figures 1 and 2 shows very strikingly how the class of isotropic materials in which the increase in the equatorial diameter is most marked is precisely the class in which the diminution in the polar diameter is least conspicuons.
$\S 47$. The curves of fig. 3 resemble pretty closely those of fig. 1. Except in the case of $n / m=1$, the ordinates show true maxima for finite values of $c / a$, and the value of $c / a$ at which the maximum appears continually diminishes as Poisson's ratio increases. The exact positions of the maxima are, as already explained, given by Table $x$. Except in the case of $n / m=0$, the dependence of the greatest strain on the eccentricity is decidedly more conspicuous in oblate thas in prolate spheroids.

S 48. The curves of fig. $\&$ show a general resemblance to those of fig. 2. Their ordinates however exhibit mach more pronounced maxima. The spheroids in which these maxima occur are all oblate, and the oblateness increases but only to a very small extent as Poisson's ratio increases. It will also be noticed that for a given magnitude of spheroid the longitudinal compression at the centre diminishes rapidly as Poisson's ratio diminishes, and absolutely vanishes along with Poisson's ratio in the limiting oblate and prolate spheroids answering to the valnes 0 and $\infty$ of $c / a$. In fact the isotropic materials in which the greatest straiu at the centre is largest are precisely those in which the longitudinal compression is least and conversely.
§49. In fig. 5 the closeness of the curves for all values of c/a less than unity seems very remarkable. This would indicate that on the stress-difference theory the numerical measure of the tendency to rupture at the centre in all oblate spheroids of isotropic material is nearly independent of the values of the elastic constants. This would not of course imply that the angular velocities causing rupture in oblate spheroids of the same size and shape are nearly the same for all isotropic materials of the same density, because one such material might stand a very much greater stress-difference than another. There is also a critical value of $c / a$, lying in every case between 9 and 1 , at which the value of the maximum stress-difference regarded as a function only of $n / m$ becomes stationary. In all oblate spheroids in which $c / a$ is less than '9 the maximum stress-difference contimually increases, though only to a small extent, as Poisson's ratio iucreases; whereas in all prolate spheroids the maximum stress-difference continually diminishes as Poisson's ratio increases. In oblate spheroids in which $c / a$ lies between ' 9 and 1 the maximum stress-difference is practically independent of the values of the elastic constants.

In all the stress-difference curves the ordinates possess distinct maxima. When $n / m=1$ this maximum appears when $c / a$ is nearly $1 \cdot 2$. In each of the other curves the maximum appears when $c / a$ is less than unity, i.e. iu an oblate spheroid, and the oblateness of this spheroid continually increases as $n / m$ diminishes, i.c. as Poisson's ratio increases. In no case, however, does the spheroid in which the maximum occurs differ very much from the spherical form.

## II. Non-Euclidiun Geometry. By Professor Cayley.

[Read January 27, 1890.]

I consider ordinary three-dimensional space, and use the words point, line, plane, dc. in their ordinary acceptations; only the notion of distance is altered, viz. instead of taking the Absolute to be the circle at infinity, I take it to be a quadric surface: in the analytical developments this is taken to be the imaginary surface $x^{2}+y^{2}+z^{2}+w^{2}=0$, and the formule arrived at are those belonging to the so-called Elliptic Space. The object of the Memoir is to set out, in a somewhat more systematic form than has been hitherto done, the general theory; and in particular to further develope the analytical formulæ in regard to the perpendiculars of two given lines. It is to be remarked that not only all purely descriptive theorems of Euclidian geometry hold good in the new theory; but that this is the case also (only we in nowise attend to them) with theorems relating to parallelism and perpendicularity, in the Euclidian sense of the words. In Euclidian geometry, infinity is a special plane, the plane of the circle at infinity, and we consider (for instance) parallel lines, that is lines which meet in a point of this plane: in the new theory infinity is a plane in nowse distinguishable from any other plane, and there is no occasion to consider (although they exist) lines meeting in a point of this plane, that is parallel lines in the Euclidian sense. So again, given any two lines, there exists always, in the Euclidian sense, a single line perpendicular to each of the given lines, but this is not in the new sense a perpendicular lime; there is nothing to distinguish it from any other line cutting the two given lines, and consequently no occasion to consider it: we do consider the lines-there are in fact two such lines-which in the new sense of the word are perpendicular to each of the given lines.

It should be observed that the term distance is used to include inclination: we have, say, a linear distance between two points; an angular distance between two lines which meet; and a dihedral distance between two planes. But all these are distances of the same kind, having a common unit, the quadrant, represented by $\frac{1}{2} \pi$; and in fact any distance may be considered indifferently as a linear, an angular, or a dihedral distance: the word, perpendicular, usually represented by $\perp$, refers of course to a distance $=\frac{1}{3} \pi$. We have moreover the distance of a point from a plane, that of a point from a line, and that of a plane from a line. Two lines which do not meet may be $\perp$, and iu particular they may be reciprocal: in general they have two distances; and they have also a "moment" and "comoment", the values of which serve to express those of the
two distances. Lines may be, in sereral distinct senses, as will be explained, parallel; and for this reason the word parallel is never used simpliciter; the notion of parallelism does not apply to planes, nor to points.

Elliptic space has been considered and the theory developed in connexion with the imaginaries called by Clifford bipuaternions, and as applied to Mechanics: I refer to the names, Ball, Buchheim, Clifford, Cox, Gravelius, Heath, Klein, and Lindemann: in particular much of the purely geometrical theory is due to Clifford. Memoirs by Buchheim and Heath are referred to further on.

## Geometrical Notions. Nos. 1 to 16.

1. The Absolute is a general quadric surface: it has therefore lines of two kinds, which it is convenient to distinguish as directrices and generatrices: through each point of the surface there is a directrix and a generatrix, and the plane through these two lines is the tangent plane at the point. A line meets the surface in two points, say $A, C$; the generatrix at $A$ meets the directrix at $C$; and the directrix at $A$ meets the

generatrix at $C$; and we have thus on the surface two new points $B, D$; joining these we have a line $B D$, which is the reciprocal of $A C$; viz. $B D$ is the intersection of the planes $B A D, B C D$ which are the tangent planes at $A, C$ respectively, and similarly $A C$ is the intersection of the planes $A B C, A D C$ which are the tangent planes at $B, D$ respectively.

According to what follows, reciprocal lines are $\perp$, but $\perp$ lines are not in general reciprocal; thus the two epithets are not convertible, and there will be occasion throughout to speak of reciprocal lines.
2. Two points may be harmonic; that is the two points and the intersections of their line of junction with the Absolute may form a harmonic range: the two points are in this case said to be 1 .

Two planes may be harmonic: that is the two planes and the tangent planes of the Absolute through their line of intersection may form a harmonic plane-pencil: the two planes are said to be 1 .

Two lines which meet may be harmonic: that is the two lines and the tangents from their point of intersection to the section of the Absolute by their common plane may form a harmonic pencil: the two lines are said to be 1 .

The locus of all the points $\perp$ to a given point is a plane, the reciprocal or polar plane of the given point; and similarly the envelope of all the planes $\perp$ to a given plane is a point, the pole of the given plane: a point and plane reciprocal to each other, or say a pole and polar plane, are said to be 1 .
3. If a point is situate anywhere in a given line, the $\perp$ plane passes always through the reciprocal line: each point of the reciprocal line is thus a point of the $\perp$ plane i.e. it is $\perp$ to the given point: that is, considering two reciprocal lines, any point on the one line and any point on the other line are $\perp$. Similarly any plane through the one line and any plane through the other line are 1 .

A line and plane may be harmonic; that is they may be reciprocal in regard to the cone, vertex their point of intersection, circumscribed to the Absolute; the line and plane are said to be $\perp$. The $\perp$ plane passes through the reciprocal line, and conversely every plane through the reciprocal line is a $\perp$ plane. It may be added that the line passes through the $\perp$ point of the plane; and conversely, that every line through the $\perp$ point of a plane is $\perp$ to the plane. Moreover if a line and plane be $\perp$, the line is $\perp$ to every line in the plane and throngh the point of intersection.

A line and point may be harmonic; that is they may be reciprocal in regard to the section of the Absolute by their common plane: the line and point are said to be $\perp$. The $\perp$ point lies in the reciprocal line, and conversely every point of the reciprocal line is a $\perp$ point. It may be added that the line lies in the $\perp$ plane of the point: and conversely that every line in the $\perp$ plane of a point is $\perp$ to the point. Moreover if a line and point be $\perp$, the line is $\perp$ to every line through the point and in the plane of junction.
4. We may have a triangle $A B C$ composed of three lines $B C, C A, A B$ in the same plane: the six parts hereof are the linear distances $B, C ; C, A ; A, B$ of the angular points, and the angular distances of the sides $C A, A B ; A B, B C ; B C, C A$. Similarly we may have a trihedral composed of three lines meeting in a point, say the planes through the several pairs of lines are $A, B, C$ respectively: the six parts hereof are the angular distances $C A, A B ; A B, B C ; B C, C A$ of the three lines, and the dihedral distances $B, C ; C, A ; A, B$ of the three planes. According to the definitions of distance hereinafter adopted, the relation of the six parts is that of the sides and angles of a spherical triangle: in particular, if two sides are each $=\frac{1}{3} \pi$, then the opposite angles are each $=\frac{1}{2} \pi$, and the included angle and the opposite side have a common value; and so also if two angles are each $=\frac{1}{2} \pi$, then the opposite sides are each $=\frac{1}{2} \pi$, and the iucluded side and the opposite angle have a common value.
5. Let $A, C$ be points on a line, and $B, D$ points on the reciprocal line; by what precedes, each of the lines $A B, A D, C B, C D$ is $=\frac{1}{2} \pi$ : also each of the angles $A C D, A C B$,
$C A B, C^{\prime \prime} A D$ is $=\frac{1}{2} \pi$. The line $A C$ is $\perp$ to the plane $B C D$ and to the lines $B C, C D$, in that plane; it is also $\perp$ to the plane $B A D$ and to the lines $B A, A D$ in that plane; and similarly for the line $B D$. From the trihedral of the planes which meet in $C$, distance of planes $A C B, A C D=$ distance of lines $B C, C D$, viz. the dihedral distance of two planes through the line $A C$ is equal to the angular distance of their intersections with the $\perp$ plane $B C D$; and it is therefore equal also to the linear distance of their intersections with the
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other 1 plane $B A D$ : and so from the triangle $B C D$, where $B C, C D$ are each $=\frac{1}{2} \pi$, the angular distance $B C D$ is equal to the linear distance $B D$; that is the distance of the planes $A C B, A C D$, that of the lines $B C, C D$ that of the lines $B A, A D$ and that of the points $B, D$ are all of them equal; say the value of each of them is $=\theta$. And in like manner the distance of the planes $A B D, C B D$, that of the lines $A B, B C$, that of the lines $A D, D C$ and that of the points $A, C$ are all of them equal: say the value of each of them is $=\delta$.

The theorem may be stated as follows: all the planes $\perp$ to a given line intersect in the reciprucal line: and if we have through the given line any two planes, the distance of these two planes, the distance between their lines of intersection with any one of the - planes, and the distance between their points of intersection with the reciprocal line are all of them equal.

And it thus appears also that a distance may be represented indifferently as a linear distance, an augular distance, or a dihedral distance.
6. Consider a point and a plane: we may through the point draw a line $\perp$ to the plane, and intersecting it in a point called the 'foot': the distance of the point and plane is then (as a definition) taken to be equal to that of the point and foot. It may be added that the $\perp$ line is in fact the line joining the point with the $\perp$ point of the plane; and that the distance of the point and plane is equal to the complement of the distance of the point and the $\perp$ point. Or again, we may in the plane draw a line $\perp$ to the point, and determining with it a plane called the roof: and then (as an equivalent definition) the distance of the plane and point is equal to the distance of the plane and roof. It may be added that the $\perp$ line is in fact the intersection of the plane with the $\perp$ plane of the point, and that the distance of the point and plane is also equal to the complement of the distance of the plane and the $\perp$ plane of the point.
7. Consider a point and line: we have through the point a line $\perp$ to the line and cutting it in a point called the foot; the distance of the point and line is then (as a definition) equal to the distance of the point and foot. It may be added that the foot is the intersection with the line of a plane $\perp$ thereto through the point.

Again consider a plane and line: we have in the plane a line $\perp$ to the line and determining with it a plane called the roof: the distance of the plane and line is then as a definition equal to the distance of the plane and roof. It may be added that the roof is the plane determined by the line and a point $\perp$ thereto in the plane.
8. If two lines intersect, then their reciprocals also intersect. Say the intersecting lines are $X, Y$; and their reciprocals $X^{\prime}, Y^{\prime}$ respectively; then $K$, the point of intersection of $X, Y$, has for its reciprocal the plane of the lines $X^{\prime}, Y^{\prime}$; and similarly $K^{\prime}$, the point of intersection of the lines $X^{\prime}, Y^{\prime}$, has for its reciprocal the plane of the lines $X, Y$ : hence $K K^{\prime}$ has for its reciprocal the line of intersection of the planes $X Y$ and $X^{\prime} Y^{\prime}$; say this is the line $\Lambda$, meeting $X, Y, X^{\prime}, Y^{\prime}$, in the points $\alpha, \beta, \alpha^{\prime}, \beta^{\prime}$ respectively. Since
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$K, K^{\prime}$ are points in the reciprocal lines $X, X^{\prime}$ (or in the reciprocal lines $Y, I^{\prime}$ ) the distance $K K^{\prime}$ is $=\frac{1}{2} \pi$; and since the plane $X Y$ passes through the line $\Lambda$ which is the reciprocal of $K K^{\prime}$, the line $K K^{\prime}$ is $\perp$ to the plane $X Y$ and also to each of the lines $X, Y$ (it is also $\perp$ to the plane $X^{\prime} Y^{\prime}$ and to each of the lines $X^{\prime}, Y^{\prime}$ ). Again since the lines $K K^{\prime}$ and $\Lambda$ are reciprocal, each of the distances $K \alpha, K \beta$ is $=\frac{1}{2} \pi$; that is the line $\Lambda$ is $\perp$ to each of the lines $X$ and $Y$ (and similarly it is $\perp$ to each of the lines $X^{\prime}$ and $Y^{\prime}$ ). Moreover the angle at $K$ or distance of the lines $X$ and $Y$ (which is equal to the distance of the planes $K^{\prime} K X$ and $K^{\prime} K Y$ ) is equal to the distance $\alpha \beta$ of the intersections of $\Lambda$ with the lines $X$ and $Y$ respectively. We have thus for the two intersecting lines $X$ and $Y$, the two lines $K K^{\prime}$ and $\Lambda$ each of them $\perp$ to the two lines: where observe that $K K^{\prime}$ is the line of junction of the point of intersection of the two given lines with the point of intersection of the reciprocal lines; and that $\Lambda$ is the line of intersection of the plane of the two given lines with the plane of the reciprocal lines. The linear distance along $K K^{\prime}$ between the two lines is $=0$; the dihedral distance between the planes which $K K^{\prime}$ determines with the two lines respectively is equal to the angular distance between the two lines. The linear distance along $\Lambda$ is equal to the angular Vol. XV. Part I.
distance between the two lines; the dihedral distance between the two planes which $\Lambda$ determines with the two lines respectively is $=0$.
9. If two lines are such that the first of them intersects the reciprocal of the second of them, then also the second will intersect the reciprocal of the first; the two lines are in this case said to be contrasecting lines; or more simply, to contrasect: and contrasecting lines are said to be 1 . Supposing that the two lines are $X, Y$ and their reciprocals $X^{\prime}, Y^{\prime}$ respectively, we have here $X, Y^{\prime}$ intersecting in a point $K$, and $X^{\prime}, Y^{r}$ intersecting in a point $K^{\prime}$ : and the planes $X Y^{\prime}, X^{\prime} Y$ intersect in a line $\Lambda$ which meets the lines $X, Y, X^{\prime}, Y^{\prime}$ in the points $\alpha, \beta, \alpha^{\prime}, \beta^{\prime}$ respectively. As before the lines $K^{\prime} K^{\prime}$ and $\Lambda$ are reciprocal: the distance $K K^{\prime}$ is $=\frac{1}{2} \pi$; and $K K^{\prime}$ is $\perp$ to the plane $X Y^{\prime}$, that is to each of the lines $X, Y^{\prime}$; and also to the plane $X^{\prime} Y$, that is to each of the lines $X^{\prime}, Y$; it is thus $\perp$ to each of the lines $X$ and $Y$. Again each of the angles at $\alpha, \beta, \alpha^{\prime}, \beta^{\prime}$ is $=\frac{1}{2} \pi$; that is the line $\Lambda$ is $\perp$ to each of the lines
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$X, Y^{\prime}, X^{\prime}, Y$, or say to each of the lines $X$ and $Y$. Moreover the angle at $K$ or say the angular distance of the intersecting lines $X$ and $Y^{\prime}$ is equal to the distance $\alpha \beta^{\prime}$; and similarly the angle at $K^{\prime}$ or say the angular distance of the intersecting lines $X^{\prime}$ and $Y$ is equal to the distance $\alpha^{\prime} \beta$ : but the distances $\alpha \alpha^{\prime}, \beta \beta^{\prime}$ are each equal to $\frac{1}{2} \pi$; and hence the distances $\alpha \beta^{\prime}, \alpha^{\prime} \beta$ are equal to each other and each of them is equal to the complement of the distance $\alpha \beta$. Thus in the case of two contrasecting lines we have the lines $K K^{\prime}$ and $\Lambda$ each of them $\perp$ to the two given lines; where observe that $K K^{\prime}$ is the line joining the point of intersection of $X$ with the reciprocal of $Y$ and the point of intersection of $Y$ with the reciprocal of $X$; and that $\Lambda$ is the line of intersection of the plane through $X$ and the reciprocal of $Y$ with the plane through $Y$ and the reciprocal of $X$. The linear distance $K K^{\prime}$ between the two lines along the first of these lines is thus $=\frac{1}{2} \pi$.
10. We have $K K^{\prime}$ and $\Lambda$ reciprocal lines; on the first of these we have the points $K, K^{\prime}$ which are $\perp$ points: hence also the planes $\Lambda K$ and $\Lambda K^{\prime}$ are $\perp$; but the plane ' $\Lambda K$ is the plane $\Lambda X Y^{\prime}$ or say the plane $\Lambda X$, and the plane $\Lambda K^{\prime}$ is the plane $\Lambda X^{\prime} Y$ or say the plane $\Lambda Y$; hence the planes $\Lambda X$ and $\Lambda Y$ are $\perp$. Similarly the line $\Lambda$ cuts the two lines in the points $\alpha, \beta$; and the line $K K^{\prime}$ determines with these two points
respectively the plane $K K^{\prime} \alpha$, that is $K K^{\prime} X$, and $K K^{\prime} \beta$, that is $K K^{\prime} Y$; and thus the linear distance between the two points $\alpha, \beta$ is equal to the dihedral distance between the two planes $K K^{\prime} X^{\prime}$ and $K K^{\prime} Y$. Thus the $\perp$ line $\Lambda$ cuts the two lines in two points $\alpha, \beta$ the linear distance of which is, say $\delta:$ and it determines with them two planes the dihedral distance of which is $=\frac{1}{2} \pi$. And the other $\perp$ line $K K^{\prime}$ cuts the two lines in the points $K, K^{\prime}$ the lincar distance of which is $=\frac{1}{2} \pi$, and it determines with them two planes the dihedral distance of which is $=\delta$.
11. Consider a line $X$ and its reciprocal $X^{\prime}$ : a line intersecting each of these also contrasects each of them and is thus $\perp$ to each of them: and similarly if $V$ be any other line and $Y^{\prime}$ its reciprocal, a line intersecting $Y$ and $Y^{\prime}$ also contrasects each of them and is thus $\perp$ to each of them. Hence a line which meets each of the four lines $X, X^{\prime}, Y, Y^{\prime}$ is also $\perp$ to each of them, or attending only to the lines $X, Y$, say it is a $\perp$ of these lines: there are two $\perp \mathrm{s}$; and clearly these are reciprocal to each other, for if a line meets $X, Y, X^{\prime}, Y^{\prime}$ then its reciprocal meets $X^{\prime}, Y^{\prime}, X, Y$, that is the same four lines. Looking back to figure 2 we may take $A B, C D$ for the given lines, and $A C, B D$ for the two $\perp \mathrm{s}$; as just remarked these are reciprocal to each other. The $\perp A C$ cuts the two lines respectively in the two points $A$ and $C$ the linear distance of which is say $=\delta$; and it determines with them two planes $A C B, A C D$, the dihedral distance of which is say $=\theta$. Similarly the other $\perp B D$ meets the two lines respectively in the two points $B$ and $D$ the linear distance of which is $=\theta$, and it determines with them two planes $B D A, B D C$ the dihedral distance of which is $=\delta$. In the plane triangles which are the faces of the tetrahedron $A B C D$, there is in each triangle an angle opposite to $A C$ or $B D$ and which, or say the angular distance of the two including sides, is thus $=\delta$ or $\theta$. Except as aforesaid the sides, angles, and dihedral angles, or say the linear, angular, and dihedral distances of the tetrahedron are each of them $=\frac{1}{2} \pi$.
12. Considering the lines $X$ and $Y$ as given, the distances $\delta$ and $\theta$ depend upon two functions called the Moment and the Comoment: viz. moment $=0$ is the condition in order that the two lines may intersect (or, what is the same thing, in order that their reciprocals may intersect): comoment $=0$ is the condition in order that the two lines may contrasect, that is each line meet the reciprocal of the other one. It may be convenient to mention here that the actual relations are

$$
\sin \delta \sin \theta=\text { Moment, } \cos \delta \cos \theta=\text { Comoment. }
$$

In particular if moment $=0$, then the lines intersect; we have, say $\delta=0$, and therefore $\cos \theta=$ comoment; if comoment $=0$, then the lines contrasect, that is they are $\perp$ : we have, say $\theta=\frac{1}{2} \pi$, that is $\sin \delta=$ moment. These are the two particular cases which have been considered above.
13. Consider as above the two lines, $X, Y$ met by the $\perp \delta$ in the two points $A$ and $C$ respectively. Consider at $A$ a line $I \perp$ to the lines $X, \delta$; and take $\Pi$ the plane of the lines $(X, \delta)$ and $\Omega$ the plane of the lines ( $X, I$ ). Similarly consider at $C$ a line $K \perp$ to the lines $Y, \delta$, and take $\Pi$, the plane of the lines $(Y, \delta)$ and $\Omega$, the plane of the
lines $(Y, K)$ : we have thus through $A$ two planes $\Pi, \Omega$ meeting in the line $X$; and through $C$ two planes $\Pi_{1}, \Omega$, meeting in the line $Y$. It requires only a little reflection to see that the distances of these planes are

$$
\begin{aligned}
& \left(\Pi, \Pi_{1}\right)=\theta, \quad\left(\Omega, \Omega_{1}\right)=\delta \\
& (\Pi, \Omega)=\frac{1}{2} \pi, \quad\left(\Pi_{1}, \Omega_{1}\right)=\frac{1}{2} \pi ;\left(\Pi, \Omega_{1}\right)=\frac{1}{2} \pi,\left(\Pi_{1}, \Omega\right)=\frac{1}{2} \pi .
\end{aligned}
$$
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In fact $\Pi, \Pi_{1}$ are the before mentioned planes $A C B, A C D$ the distance of which was $=\theta: \Omega, \Omega_{1}$ are planes having the common $\perp A C$, which is the line through the poles of these planes, and such that the distance $A C$ is equal to the distance of the two poles, that is the distance of the two planes. Moreover from the definitions the distances ( $\Pi, \Omega$ ) and $\left(\Pi_{1}, \Omega_{1}\right)$ are each $=\frac{1}{2} \pi$ : the plane $\Pi$ passes through the $\perp$ at $C$ to the plane $\Omega_{1}$ that is $\left(\Pi, \Omega_{1}\right)=\frac{1}{2} \pi$; and similarly the plane $\Pi_{1}$ passes through the $\perp$ at $A$ to the plane $\Omega_{1}$ that is $\left(\Pi_{1}, \Omega\right)=\frac{1}{2} \pi$; and we have thus the relations in question.

The consideration of these planes leads, (see post 31 and 32 ), to the before mentioned equation, $\cos \delta \cos \theta=$ comoment; if instead of one of the lines, say $Y$, we consider the reciprocal line $Y^{\prime}$, then the angles $\delta, \theta$ are changed each of them into its complement, and we deduce immediately the other equation, $\sin \delta \sin \theta=$ Moment.
14. It may happen that instead of the determinate number 2, we have a singly infinite system of $\perp \mathrm{s}$ : viz. this will be so if the lines $X, X^{\prime}, Y, Y^{\prime}$, are generating lines (of the same kind) of a hyperboloid. They will be so if the lines $X$ and $Y$ each of them meet the same two lines (of the same kind) of the Absolute, say if $X, Y$ each meet two directrices $D_{1}, D_{2}$, or two generatrices $G_{1}, G_{2}$; but it seems less easy to prove conversely that the lines $X$ and $Y$ must satisfy one of these two conditions. Suppose first that $X, Y$ each mect the two directrices $D_{1}, D_{2}$; say $X$ meets them in $\alpha_{1}, \alpha_{2}$ and $Y$ in $\beta_{1}, \beta_{2}$ respectively. We have at $\alpha_{1}$ a generatrix which meets $D_{2}$, suppose in $\alpha_{2}^{\prime}$ and at $\alpha_{2}$, a generatrix which meets $D_{1}$, suppose in $\alpha_{1}^{\prime}$; joining $\alpha_{1}^{\prime}$, $\alpha_{2}^{\prime}$, we have the line $X^{\prime}$ which is the reciprocal of $A$; viz. $X^{\prime}$ meets each of the lines $D_{1}, D_{2}$ : similarly the generatrices at $\beta_{1}, \beta_{2}$ meet $D_{2}, D_{1}$ in the points $\beta_{2}{ }^{\prime}, \beta_{1}^{\prime}$ respectively, and joining these we have the line $Y^{\prime}$ which is the reciprocal of $Y$ : thus $Y^{\prime}$ mects each of the lines $D_{1}$ and $D_{2}$ : the line $D_{1}$ meets the four generatrices in the proints $\alpha_{1}, \alpha_{1}^{\prime}, \beta_{1}, \beta_{1}^{\prime}$ respectively, and the line $D_{2}$ meets the same four
generatrices in the points $\alpha_{2}^{\prime}, \alpha_{2}, \beta_{2}^{\prime}, \beta_{2}$ : thus $A H\left(\alpha_{1}, \alpha_{1}^{\prime}, \beta_{1}, \beta_{1}^{\prime}\right)=A H\left(\alpha_{2}^{\prime}, \alpha_{2}, \beta_{2}^{\prime}, \beta_{2}\right), A H$ denoting anharmonic ratio as usual. But $A H\left(\alpha_{2}^{\prime}, \alpha_{2}, \beta_{2}^{\prime}, \beta_{2}\right)=A H\left(\alpha_{2}, \alpha_{2}^{\prime}, \beta_{2}, \beta_{2}^{\prime}\right)$ and thus the equation may be written $A H\left(\alpha_{1}, \alpha_{1}^{\prime}, \beta_{1}, \beta_{1}^{\prime}\right)=A H\left(\alpha_{2}, \alpha_{2}^{\prime}, \beta_{2}, \beta_{2}^{\prime}\right)$ viz. the lines $X, X^{\prime}, Y, Y^{\prime}$, cut $D_{2}, D_{2}$ homographically; and there is thus a singly infinite system of lines cutting $D_{1}, D_{2}$ homographically: that is $X^{\prime}, X^{\prime}, Y, Y^{\prime}$, are lines (of the same kind) of a hyperboloid. And similarly if $X, Y$ each cut the same two generating lines $G_{1}, G_{2}$, then will $X^{\prime}, Y^{\prime}$ also cut these lines and $X, X^{\prime}, Y, Y^{\prime}$ will cut them homographically, that is $X, X^{\prime}, Y, Y^{\prime}$ will be lines (of the same kind) of a hyperboloid.
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The condition may be otherwise stated; if the lines $X, Y$ have for $\perp$ s any two directrices $D_{1}, D_{2}$ or any two generatrices $G_{1}, G_{2}$ of the Absolute, then in either case there will be a singly infinite series of $\perp \mathrm{s}$ : the $\perp$ distances are all of them equal; say we have $\theta=\delta$, and therefore $\sin ^{2} \delta=$ moment, $\cos ^{2} \delta=$ comoment; and therefore moment + comoment $=1$; or as the equation is more properly written, $\pm$ moment $\pm$ comoment $=1$.
15. Two lines $X, Y$ each of them meeting the same two directrices $D_{1}, D_{2}$ are said to be "right parallels"; and similarly two lines $X, Y$ each meeting the same two generatrices $G_{1}, G_{2}$ are said to be "left parallels": the selection as to which set of lines of the Absolute shall be called directrices and which shall be called generatrices will be made further on, (see post 35). We have just seen that if two lines are right parallels, or are left parallels, then in either case there is a singly infinite series of $\perp \mathrm{s}$. It may be remarked that reciprocal lines are at once right parallels and left parallels; and that in this case there is a doubly infinite series of $\perp \mathrm{s}$, viz. every line cutting the two lines is a $\perp$.

Observe that right parallels do not meet, and left parallels do not meet: their doing so would imply in the one case the meeting of two directrices, and in the other case the meeting of two generatrices.
16. If instead of the foregoing definitions by means of two directrices or two generatrices, we consider a directrix and a generatrix of the Absolute, and define parallel lines by reference thereto, then it is at once seen that there are 3 chief forms, and several subforms; the directrix and generatrix meet in a point, or say an ineunt, of the Absolute, and lie in a plane which is a tangent plane of the Absolute: we may have two lines $X, Y$ which

1. Each pass through the ineunt, neither of them lying in the tangent plane.
2. Each lie in the tangent plane, neither of them passing through the ineunt.
3. One passes through the incunt, but does not lie in the tangent plane: the other lies in the tangent plane, but does not pass through the incunt.

Observe that in the cases $1^{c}$ and $\mathscr{2}^{\circ}$ the lines $X$ and $Y$ intersect, but in the case 3 they do not intersect. The lines in the case $3^{\circ}$ are I believe what Buchheim has termed $\beta$-parallels, his a-parallels being the foregoing right or left parallels*. The subforms arise by omitting in $1,2^{\circ}$, or 3 , as the case may be, the negative condition in regard to the two lines or to one of them; as the question is not here further pursued I do not attempt to give names to these several kinds of parallel lines.

Point-, line-, and plane-coordinates: General formulce. Art. Nos. 17 to 20.
17. We consider point-coordinates $(x, y, z, w)$ : line-coordinates ( $(\ell, b, c, f, g, h)$, where $a f+b y+c h=0$, and plane-coordinates $(\xi, \eta, \zeta, \omega)$; if we have a line which is at once through two points and in two planes, then the line-coordinates are given by

$$
\begin{array}{cccccccc}
\ell & : & b & : & c & f & f & g \\
=y_{1} z_{2}-y_{2} z_{1} & : z_{1} x_{2}-z_{2} x_{1} & : x_{1} y_{2}-x_{2} y_{1} & : x_{1} w_{2}-x_{2} w_{1}: y_{1} w_{2}-y_{2} w_{1}: z_{1} w_{2}-z_{2} w_{1} \\
=\xi_{1} \omega_{2}-\xi_{2} \omega_{1}: & \eta_{1} \omega_{2}-\eta_{2} \omega_{1} & : \zeta_{1} \omega_{2}-\zeta_{2} \omega_{1}: & \eta_{1} \zeta_{2}-\eta_{2} \zeta_{1} & : \zeta_{1} \xi_{2}-\zeta_{2} \xi_{1}: & : \xi_{1} \eta_{2}-\xi_{2} \eta_{1} .
\end{array}
$$

Similarly if a plane be determined by three points thereof, then the coordinates of the plane are given by

and if a point be given as the intersection of three planes, then the coordinates of the point are

18. The conditions in order that a point $(x, y, z, w)$ may be situate on a line $(a, b, c, f, g, h)$ are

$$
\begin{aligned}
h y-g z+a w & =0, \\
-h x+f y+b w & =0, \\
g x-f y+c w & =0, \\
-a x-b y-c z \quad & =0,
\end{aligned}
$$

viz. these constitute a twofold relation.

[^5]Similarly the conditions in order that the plane $(\xi, \eta, \zeta, \omega)$ may contain the line $(a, b, c, f, g, h)$ are

$$
\begin{array}{r}
c \eta-b \zeta+f \omega=0, \\
-c \xi \cdot a \zeta+g \omega=0, \\
b \xi-a \eta \cdot+h \omega=0, \\
-f \xi-g \eta-h \zeta \cdot=0,
\end{array}
$$

viz. these constitute a twofold relation.
19. The condition in order that two lines $(a, b, c, f, g, h),(A, B, C, F, G, H)$ may meet is

$$
A f+B g+C h+F a+G b+H c=0 .
$$

Supposing that the two lines meet, we have at the point of intersection

$$
\begin{aligned}
h y-g z+a w & =0, & H y-G z+A w & =0, \\
-h x+f z+b w & =0, & -H x+F z+B w & =0, \\
g x-f y+c w & =0, & G x-F y \cdot+C w & =0, \\
-a x-b y-c z & =0, & -A x-B y-C z \quad & =0 ;
\end{aligned}
$$

and from these equations we can find the coordinates $x, y, z, w$ of the point of intersection in a fourfold form, viz. we may write

$$
\begin{aligned}
& x: y: z: w=f A+b G+c H: \quad g A-a G: h A-a H: h G-g H \\
& =f B-b F: g B+c H+a F: h B-b H: f H-h F \\
& =f C-c F: g C-c G: h C+a F+b G: g F-f G \\
& =b C-c C: c A-a C: a B-b A: f A+g B+h C \text {. }
\end{aligned}
$$

There is no real advantage in any one over any other of these forms, but it is convenient to work with the last of them

$$
x: y: z: w=\quad b C-c B: \quad c A-a C: \quad a B-b A: f A+g B+h C
$$

20. In like manner if two lines intersect the plane which contains each of them is given by

$$
\begin{aligned}
& \xi: \eta: \zeta: \omega=a F+g B+h C: \quad b F-f B: \quad c F-f C: \quad c B-b C \\
& =a G-g A: b G+h C+f A: \quad c G-g C: a C-c A \\
& =a H-h A: b H-h B: c H+f A+g B: \quad b A-a B \\
& =g H-h G: h F-f H: \quad f G-g F: u F+b G+c H ;
\end{aligned}
$$

or say we have

$$
\xi: \eta: \zeta: \omega=g H-h G: \quad h F-f H: \quad f G-g F: a F+b G+c H .
$$

## The Absolute. Nos. 21 to 27.

21. The equation is
in point coordinates $x^{2}+y^{2}+z^{2}+w^{2}=0$,
in plane coordinates $\xi^{2}+\eta^{2}+\zeta^{2}+\omega^{2}=0$,
in line coordinates $a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}=0$.
Hence $\quad \perp$ of plane $(\xi, \eta, \zeta, \omega)$ is point $(\xi, \eta, \zeta, \omega)$,
$\perp$ of point $(x, y, z, w)$ is plane $(x, y, z, w)$.
Reciprocal of line $(u, b, c, f, g, h)$ is line $(f, g, h, a, b, c)$;
Points $(x, y, z, w),\left(x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}\right)$ are $\perp$ if $x x^{\prime}+y y^{\prime}+z z^{\prime}+w w^{\prime}=0$;
Planes $(\xi, \eta, \zeta, \omega),\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}, \omega^{\prime}\right)$ are $\perp$ if $\xi \xi^{\prime}+\eta \eta^{\prime}+\zeta \zeta^{\prime}+\omega \omega^{\prime}=0$.
22. A line $(a, b, c, f, g, h)$ and plane $(\xi, \eta, \zeta, \omega)$ are $\perp$ when the line passes through the $\perp$ point of the plane, that is the point $(\xi, \eta, \zeta, \omega)$ : the conditions (equivalent to two equations) are

$$
\begin{array}{r}
h \eta-g \zeta+a \omega=0, \\
-h \xi+f \zeta+b \omega=0 \\
g \xi-f \eta \cdot+c \omega=0 \\
-a \xi-b \eta-c \zeta \quad=0
\end{array}
$$

A line $(a, b, c, f, g, h)$ and point $(x, y, z, w)$ are $\perp$ when the line lies in the $\perp$ plane of the point, that is in the plane $(x, y, z, w)$ : the conditions (equivalent to two equations) are

$$
\begin{array}{r}
c y-b z-f w=0, \\
-c x+a z+g w=0, \\
b x-a y+h w=0, \\
-f x-g y-h z \quad=0 .
\end{array}
$$

Two lines $(a, b, c, f, g, h),\left(a^{\prime}, b^{\prime}, c^{\prime}, f^{\prime}, g^{\prime}, h^{\prime}\right)$ which meet, that is for which $u f^{\prime}+b y^{\prime}+c h^{\prime}+a^{\prime} f+b^{\prime} g+c^{\prime} h=0$, are $\perp$ if

$$
a u^{\prime}+b b^{\prime}+c c^{\prime}+f f^{\prime}+g g^{\prime}+l h h^{\prime}=0 .
$$

23. There will be occasion to consider the pair of tangent planes drawn through the line $(a, b, c, f, g, l)$ to the Absolute. Writing for shortuess

$$
\begin{aligned}
& P=\quad h y-g z+a w, \\
& Q=-l x \cdot+f z+b w, \\
& R=g x-f y \cdot+c w, \\
& S=-a x-b y-c z \quad,
\end{aligned}
$$

it may be shown that the equation of the pair of planes is

$$
P^{2}+Q^{2}+R^{2}+S^{2}=0
$$

In fact writing for a moment $(\xi, \eta, \zeta, \omega)$ and $\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}, \omega^{\prime}\right)$ to denote the coefficients of $(x, y, z, w)$ in $P$ and $Q$ respectively, so that $(\xi, \eta, \zeta, \omega)=(0, h,-g, a),\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}, \omega^{\prime}\right)=(-h, 0, f, b)$, then equation of the planes is

$$
\left(\xi^{\prime} P-\xi Q\right)^{2}+\left(\eta^{\prime} P-\eta Q\right)^{2}+\left(\xi^{\prime} P-\zeta Q\right)^{2}+\left(\omega^{\prime} P-\omega Q\right)^{2}=0,
$$

that is $\quad\left(\xi^{\prime 2}+\eta^{\prime 2}+\zeta^{\prime 2}+\omega^{\prime 2}\right) P^{2}-2\left(\xi \xi^{\prime}+\eta \eta^{\prime}+\zeta \xi^{\prime}+\omega \omega^{\prime}\right) P Q+\left(\xi^{2}+\eta^{2}+\zeta^{2}+\omega^{2}\right) Q^{2}=0$, viz. this equation is

$$
\left(b^{2}+h^{2}+f^{2}\right) P^{2}+2(f g-a b) P Q+\left(a^{2}+g^{2}+h^{2}\right) Q^{2}=0 .
$$

But $P, Q, R, S$ are connected by the identical equations

$$
\begin{array}{r}
c Q-b R+f S=0, \\
-c P+a R+g S=0, \\
b P-a Q \cdot h S=0, \\
-f P-g Q-h R \quad=0,
\end{array}
$$

and using these equations to express $R, S$ in terms of $P, Q$, viz. writing

$$
R=-\frac{1}{h}(f P+g Q), \quad S=-\frac{1}{h}(b P-a Q),
$$

we see that the last preceding equation is equivalent to $P^{2}+Q^{2}+R^{2}+S^{2}=0$.
24. Similarly if

$$
\begin{aligned}
& P_{1}=\quad c y-b z+f w, \\
& Q_{1}=-c x \cdot+a z+g w, \\
& R_{1}=b x-a y \cdot+h w, \\
& S_{1}=-f x-g y-h z .
\end{aligned}
$$

functions which are connected by the identical relations

$$
\begin{aligned}
h Q_{1}-g R_{1}+a S_{1} & =0, \\
-h P_{1} \cdot f R_{1}+b S_{1} & =0, \\
g P_{1}-f Q_{1} \cdot+c S_{1} & =0, \\
-a P_{1}-b Q_{1}-c R_{1} \quad & =0 ;
\end{aligned}
$$

then in like manner we have

$$
P_{1}^{2}+Q_{1}^{2}+R_{1}^{2}+S_{1}^{2}=0,
$$

for the equation of the pair of tangent planes from the reciprocal line ( $f, g, h, a, b, c$ ) to the Absolute. And we may remark the identity

$$
\left(P^{2}+Q^{2}+R^{2}+S^{2}\right)+\left(P_{1}^{2}+Q_{1}^{2}+R_{1}^{2}+S_{1}^{2}\right)=\left(u^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}\right)\left(x^{2}+y^{2}+z^{2}+w^{2}\right) .
$$
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We in fact have
and in like manner

$$
\begin{aligned}
& \left.\begin{array}{c|c|c|c|c|}
z & -a c+h f & -b c+g h & a^{2}+b^{2}+h^{2} & -b f+a g \\
w & -c g+b h & -a h+c f & -b f+a g & f^{2}+g^{2}+h^{2},
\end{array} \right\rvert\,
\end{aligned}
$$

25. For the distance of two points $(x, y, z, w)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}, w w^{\prime}\right)$ we have

$$
\cos \delta=\frac{x x^{\prime}+y y^{\prime}+z z^{\prime}+w w^{\prime}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2}} \sqrt{ } \cdot 0^{\prime 2}+y^{\prime 2}+z^{\prime 2}+w^{\prime 2}},
$$

whence also

$$
\sin \delta=\frac{\sqrt{ } a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+l^{2}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2}} \sqrt{x^{\prime 2}+y^{\prime 2}+z^{\prime 2}+w^{\prime 2}}},
$$

where in the numerator ( $a, b, c, f, g, h$ ) stand for the coordinates of the line of junction of the two points, taken to be equal to $y z^{\prime}-y^{\prime} z, z x^{\prime}-z^{\prime} x, x y^{\prime}-x^{\prime} y, x w^{\prime}-x^{\prime} w, y w^{\prime}-y^{\prime} w$, $z w^{\prime}-z^{\prime} w$ respectively.

Similarly for the distance of two planes $(\xi, \eta, \zeta, \omega)$ and $\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}, \omega^{\prime}\right)$ we have

$$
\begin{aligned}
& \cos \delta=\frac{\frac{\xi \xi^{\prime}+\eta \eta^{\prime}+\zeta \xi^{\prime}+\omega \omega^{\prime}}{\sqrt{\xi^{2}+\eta^{2}+\zeta^{2}+\omega^{2} \sqrt{\xi^{\prime 2}+\eta^{\prime 2}+\zeta^{\prime 2}+\omega^{\prime 2}}},}}{\sin \delta=\frac{\sqrt{a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}}}{\sqrt{\xi^{2}+\eta^{2}+\zeta^{2}+\omega^{2}} \sqrt{\xi^{\prime 2}+\eta^{\prime 2}+\zeta^{\prime 2}+\omega^{\prime 2}}},}
\end{aligned}
$$

Pihence also
where in the numerator $(a, b, c, f, g, h)$ stand for the coordinates of the line of intersection of the two planes, taken to be equal to $\xi \omega^{\prime}-\xi^{\prime} \omega, \eta \omega^{\prime}-\eta^{\prime} \omega, \zeta \omega^{\prime}-\zeta^{\prime} \omega, \eta \zeta^{\prime}-\eta^{\prime} \zeta$, $\zeta \xi^{\prime}-\zeta^{\prime} \xi, \xi^{\prime}-\xi^{\prime} \eta$ respectively.

The distance of a point $(x, y, z, w)$ and plane $\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}, \omega^{\prime}\right)$ is the complement of the distance of the point $(x, y, z, w)$ and the point $\left(\xi^{\prime}, \eta^{\prime}, \zeta^{\prime}, \omega^{\prime}\right)$ which is the $\perp$ point of the plane; viz. we have

$$
\begin{aligned}
& \sin \delta=\frac{x \xi^{\prime}+y \eta^{\prime}+z \zeta^{\prime}+w \omega^{\prime}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2} \sqrt{\xi^{\prime 2}+\eta^{\prime 2}+\xi^{\prime 2}+\omega^{\prime 2}}},} \\
& \cos \delta=\frac{\sqrt{a^{2}+b^{2}+c^{2}+f^{\prime 2}+g^{2}+h^{2}}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2}} \sqrt{\xi^{\prime 2}+\eta^{\prime 2}+\xi^{\prime 2}+\omega^{\prime 2}}},
\end{aligned}
$$

where in the numerator ( $a, b, c, f, g, h$ ) stand for the coordinates of the line of junction of the two points. Of course the same result might have been equally well derived from the formula for the distance of two planes.
26. If we now consider a plane triangle $A B C$, and write

$$
\begin{array}{lccc}
\left(x_{1}, y_{1}, z_{1}, w_{1}\right) & \text { for } & \text { the coordinates of } A, \\
\left(x_{2}, y_{2}, z_{2}, w_{2}\right) & " & " & B \\
\left(x_{3}, y_{3}, z_{3}, w_{3}\right) & " & " & C,
\end{array}
$$

then the coordinates

$$
a, \quad b, \quad c, \quad f, \quad g, \quad h
$$

of the line $B C$ will be

$$
y_{2} z_{3}-y_{3} z_{2}, \quad z_{3} x_{2}-z_{2} x_{8}, \quad x_{2} y_{3}-x_{3} y_{2}, \quad x_{2} w_{3}-x_{3} w_{2}, \quad y_{2} w_{3}-y_{3} w_{2}, \quad z_{2} w_{3}-z_{3} w_{2},
$$

and similarly for the coordinates of the lines $B C, C A$; the equations

$$
a_{1} f_{2}+b_{1} g_{2}+c_{1} h_{2}+a_{2} f_{1}+b_{2} g_{1}+c_{2} h_{1}=0, \& c_{v}
$$

which express that these lines meet in pairs in the points $A, B, C$ respectively are of course satisfied identically; and we then have for the sides and angles (linear and angular distances) of the triangle

$$
\begin{aligned}
& \cos a=\frac{x_{2} x_{3}+y_{2} y_{3}+z_{2} z_{3}+w_{2} w_{3}}{\sqrt{x_{2}^{2}+y_{2}^{2}+z_{3}^{2}+w_{2}^{2} \sqrt{x_{3}^{2}+y_{3}^{2}+z_{8}^{2}}+w_{3}^{2}}}, \\
& \sin a=\frac{\sqrt{a_{1}^{2}+b_{1}^{2}+c_{1}^{2}+f_{2}^{2}+g_{3}^{2}+h_{1}^{2}}}{\sqrt{{x_{2}^{2}}^{2}+y_{2}^{2}+z_{2}^{2}+w_{2}^{2}} \sqrt{x_{3}^{2}+y_{3}^{2}+z_{3}^{2}+w_{3}^{2}}}, \\
& \cos A=\frac{u_{2} a_{3}+b_{2} b_{3}+c_{2} c_{3}+f_{2} f_{3}+g_{2} y_{3}+h_{2} l_{3}}{\sqrt{a_{2}^{2}+b_{2}^{2}+c_{2}^{2}+f_{2}^{2}+g_{2}^{2}+h_{2}^{2}} \sqrt{a_{3}^{2}+b_{3}^{2}+c_{3}^{2}+f_{3}^{2}+g_{3}^{2}+h_{3}^{2}}} ; \& c .
\end{aligned}
$$

and this being so, if with the values of $\cos a, \cos b, \cos c$, we form the expression for $\cos a-\cos b \cos c$, then reducing to a common denominator, the expression for the numerator is at once found to be
and thence easily

$$
\begin{gathered}
=a_{2} l_{3}+b_{2} b_{3}+c_{2} c_{3}+f_{2} f_{3}+g_{2} y_{3}+h_{2} h_{3}, \\
\cos A=\frac{\cos \ell-\cos b \cos c}{\sin b \sin c},
\end{gathered}
$$

viz. the expressions for the angles in terms of the sides are those of ordinary spherical trigonometry.
27. Hence also

$$
\sin A=\frac{\sqrt{1-\cos ^{2} a-\cos ^{2} b-\cos ^{2} c+2 \cos a \cos b \cos c}}{\sin b \sin c}
$$

whence

$$
\sin A: \sin B: \sin C=\sin a: \sin b: \sin c,
$$

and

$$
\cos A+\cos B \cos C=\frac{\cos a\left(1-\cos ^{2} a-\cos ^{2} b-\cos ^{2} c+2 \cos a \cos b \cos c\right)}{\sin ^{2} a \sin b \sin c},
$$

and consequently

$$
\cos a=\frac{\cos A+\cos B \cos C}{\sin B \sin C}
$$

which completes the system of formule.
And similarly for a trihedral, that is if we have three planes $A, B, C$ (meeting of course in a point, $O$ ) then the dihedral distances $B C, C A, A B$ and the angular distances $C A, A B ; A B, B C ; B C, C A$ are related to each other in the same way as the angles and sides of an ordinary spherical triangle.

Distance of a point and line. Nos. 28, 29.
28. The point is taken to be $\left(x_{1}, y_{1}, z_{1}, w_{1}\right)$, the line $(a, b, c, f, g, h)$. Drawing through the point a $\perp$ plane, say $(\xi, \eta, \zeta, \omega)$ meeting the line in the foot, and taking the coordinates hereof to be $\left(x_{2}, y_{2}, z_{2}, w_{2}\right)$, then $\xi x_{1}+\eta y_{1}+\zeta z_{1}+w \omega_{1}=0$ and

$$
\begin{array}{rlrl}
\cdot h \eta-g \zeta+a \omega & =0, \text { giving say, } & \xi=\quad c y_{1}-b z_{1}+f w_{1}, \\
-h \xi \cdot+f \zeta+b \omega & =0, & \eta & =-c x_{1} \cdot+a z_{1}+g w_{1}, \\
g \xi-f \eta \cdot+c \omega & =0, & \zeta & =b x_{1}-a y_{1} \cdot+h w_{1}, \\
-a \xi-b \eta-c \zeta . & =0, & \omega & =-f x_{1}-g y_{1}-h z_{1} .
\end{array}
$$

We have here

$$
\xi^{2}+\eta^{2}+\zeta^{2}+\omega^{2}=\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+\& \mathrm{c}
$$

where $\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+\& c$. denotes the before mentioned quadric function of $\left(x_{1}, y_{1}, z_{1}, w_{1}\right)$, which equated to zero, and regarding therein $\left(x_{1}, y_{1}, z_{1}, w_{1}\right)$ as current coordinates represents the pair of tangent-planes from the reciprocal line $(f, g, h, a, b, c)$ to the Absolute.

Resuming the question in hand we have then

$$
\xi x_{2}+\eta y_{2}+\zeta z_{2}+\omega w_{2}=0
$$

which with

$$
\begin{aligned}
& \text { - } \quad l y_{2}-g z_{2}+a w_{2}=0 \text {, gives say }-x_{2}=. c \eta-b \zeta+f \omega \text {, } \\
& -h x_{2} \cdot+f z_{2}+b w_{2}=0, \\
& -y_{2}=-c \xi \cdot+a \zeta+g \omega, \\
& g x_{2}-f y_{2} .+c w_{2}=0, \quad-z_{2}=-b \xi-a \eta .+h \omega, \\
& -a x_{2}-b y_{2}-c z_{2} . \quad=0, \quad-w_{2}=-f \xi-g \eta-h \zeta .
\end{aligned}
$$

that is

$$
\begin{aligned}
& x_{2}=\left(b^{2}+c^{2}+f^{2}\right) x_{1}+(-a b+f g) y_{1}+(-a c+h f) z_{1}+(-c y+b h) w_{1} \\
& y_{2}=(-a b+f g) x_{1}+\left(c^{2}+a^{2}+g^{2}\right) y_{1}+(-b c+g h) z_{1}+(-a h+c f) w_{1} \\
& z_{2}=(-c a+h f) x_{1}+(-b c+g h) y_{1}+\left(a^{2}+b^{2}+h^{2}\right) z_{1}+(-b f+a g) w_{1} \\
& w_{2}=(-c g+b h) x_{1}+(-a h+c f) y_{1}+(-b f+a g) z_{1}+\left(f^{2}+g^{2}+h^{2}\right) w_{1}
\end{aligned}
$$

We have therefore

$$
x_{1} x_{2}+y_{1} y_{2}+z_{1} z_{2}+w_{1} w_{2}=\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+d \mathbf{c} .
$$

and

$$
x_{2}^{2}+y_{2}^{2}+z_{2}^{2}+w_{2}^{2}=\left(a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}\right)\left\{\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+\& c .\right\},
$$

where $\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+\&$. denotes in each case the above-mentioned quadric function of $\left(x_{1}, y_{1}, z_{1}, w_{1}\right)$.

In verification of the expression for $x_{2}{ }^{2}+y_{2}{ }^{2}+z_{2}^{2}+w_{2}{ }^{2}$ it is to be remarked that we have identically

$$
\begin{aligned}
\xi^{2}+\eta^{2}+\zeta^{2}+\omega^{2}+(a f+b g+c h)^{2}\left(x_{1}^{2}+y_{1}^{2}\right. & \left.+z_{1}^{2}+w_{1}^{2}\right) \\
& =\left(a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+l^{2}\right)\left\{\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+d \mathrm{c} .\right\}
\end{aligned}
$$

here on the left-hand side the whole coefficient of $x_{\mathrm{r}}{ }^{2}$ is

$$
\left(b^{2}+c^{2}+f^{2}\right)^{2}+(a b-f g)^{2}+(c a-h f)^{2}+(c g-b h)^{2}+(a f+b g+c h)^{2}
$$

where the last four terms are together $=\left(b^{2}+c^{2}+f^{2}\right)\left(a^{2}+g^{2}+h^{2}\right)$, and thus the whole coefficient is (as it should be) $=\left(b^{2}+c^{2}+f^{2}\right)\left(a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+t^{2}\right)$ : and similarly for the coefficients of the remaining terms.
29. Writing then $\delta$ for the required distance we have
that is

$$
\begin{aligned}
& \cos \delta=\frac{x_{1} x_{2}+y_{1} y_{2}+z_{1} z_{2}+w_{1} w_{2}}{\sqrt{x_{1}^{2}+y_{1}^{2}+z_{1}^{2}+w_{1}^{2}} \sqrt{1_{2}^{2}+y_{2}^{2}}+\overline{z_{2}^{2}+w_{2}^{2}}}, \\
& \cos \delta=\frac{\sqrt{\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+\delta c .}}{\sqrt{x_{1}^{2}+y_{1}^{2}+z_{1}^{2}+w_{1}^{2}} \sqrt{ } a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}},
\end{aligned}
$$

where $\left(b^{2}+c^{2}+f^{2}\right) x_{1}^{2}+\& c$. is the above-mentioned quadric function

$$
\begin{array}{c|c|c|c|c|} 
& x_{1} & y_{1} & z_{1} & w_{1} \\
\hline x_{1} & b^{2}+c^{2}+f^{2} & -a b+f g & -a c+h f & -c g+b h \\
y_{1} & -a b+f g & c^{2}+a^{2}+g^{2} & -b c+g h & -a h+c f \\
\hline z_{1} & -a c+h f & -b c+g h & a^{2}+b^{2}+h^{2} & -b f+a g \\
\hline w_{1} & -c g+b h & -a h+c f & -b f+a g & f^{2}+g^{2}+h^{2} \\
\hline
\end{array}
$$

Distance of a plane and line. No. 30.
30. This may be deduced from the last preceding result: the formula as written down gives the distance of the $\perp$ plane $\left(x_{1}, y_{1}, z_{1}, w_{1}\right)$ from the reciprocal line $(f, g, h, a, b, c)$ : hence writing $(\xi, \eta, \zeta, \omega)$ for $\left(x_{1}, y_{1}, z_{1}, w_{1}\right)$ and $(a, b, c, f, g, h)$ for
$(f, g, h, a, b, c)$ we have for the distance of plane $(\xi, \eta, \zeta, \omega)$ and line $(a, b, c, f, g, h)$ the expression

$$
\cos \delta=\frac{\sqrt{\left(a^{2}+g^{2}+h^{2}\right) \xi^{2}+k c} .}{\sqrt{\xi}+\eta^{2}+\xi^{2}+\omega^{2}} \sqrt{a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}},
$$

where $\left(a^{2}+g^{2}+h^{2}\right) \xi^{2}+\&$ c. denotes the quadric function

\[

\]

The theory of two lines. Nos. 31 to 38.
31. Considering any two lines $X, Y$ it has been seen that these have two $\perp \mathrm{s}$, viz. each 1 is a line cutting as well the two lines $X, Y$ as the reciprocal lines $X^{\prime}, Y^{\prime}$, say that one of them cuts the lines $X, Y$ in the points $A, C$ respectively, and the other of them cuts the two lines in the points $B, D$ respectively: and take as before the distances $A C$ and $B D$ to be $=\delta$ and $\theta$ respectively.

The coordinates of the lines $X, Y$ are

$$
(a, b, c, f, g, h) \text { and }\left(a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}\right) \text { respectively; }
$$

and if we consider as before the planes $\Pi, \Omega, \Pi_{1}, \Omega_{1}$ the coordinates of which are $(l, m, n, p),(\lambda, \mu, \nu, \varpi),\left(l_{1}, m_{1}, n_{1}, p_{1}\right),\left(\lambda_{1}, \mu_{1}, \nu_{1}, \varpi_{1}\right)$ respectively, then $X$ is the intersection of the planes $\Pi, \Omega$, and we have

$$
\begin{aligned}
& u: b: c \quad b: \quad f: g \text { : } h \\
& =l \varpi-\lambda p: m \varpi-\mu p: n \varpi-\nu p: m \nu-n \mu: n \lambda-l \nu: l \mu-m \lambda,
\end{aligned}
$$

and similarly $Y^{\prime}$ is the intersection of the planes $\Pi_{1}, \Omega_{1}$ and we have

$$
\begin{array}{c:ccccccc}
\mu_{1} & : & b_{1} & : & c_{1} & : & f_{1} & : \\
l_{1} \varpi_{1}-\lambda_{1} p_{1} & : m_{1} \sigma_{1}-\mu_{1} p_{1} & : n_{1} \varpi_{1}-\nu_{1} p_{1} & : & m_{1} \nu_{1}-n_{1} \mu_{1} & : n_{1} \lambda_{1}-l_{1} \nu_{1} & : l_{1} \mu_{1}-m_{1} \lambda_{1} .
\end{array}
$$

Also the planes $(\Pi, \Omega),\left(\Pi_{1}, \Omega_{1}\right),\left(\Pi, \Omega_{1}\right),\left(\Pi_{1}, \Omega\right)$ being mutually $\perp$, we have

$$
\begin{aligned}
& l \lambda+m \mu+n \nu+p \sigma=0 \\
& l_{1} \lambda_{1}+m_{1} \mu_{1}+n_{1} \nu_{1}+p_{1} \sigma_{1}=0 \\
& l \lambda_{1}+m \mu_{1}+n \nu_{1}+p \sigma_{1}=0 \\
& l_{1} \lambda+m_{1} \mu+n_{1} \nu+p_{1} \sigma=0
\end{aligned}
$$

and for the inclinations to each other of the planes $\left(\Pi, \Pi_{1}\right)$ and $\left(\Omega, \Omega_{1}\right)$

$$
\begin{aligned}
& \cos \delta=\frac{\lambda \lambda_{1}+\mu \mu_{1}+\nu \nu_{1}+\varpi \sigma_{1}}{\sqrt{\lambda^{2}+\delta \mathrm{c} \cdot \sqrt{\lambda_{1}^{2}+\delta \mathrm{c}}}} \\
& \cos \theta=\frac{l_{1}+m m_{1}+m m_{1}+p p_{1}}{\sqrt{l^{2}+\& \mathrm{cc}} \sqrt{l_{1}^{2}+\delta c}}
\end{aligned}
$$

32. The expressions for the coordinates of the two lines give

$$
\begin{aligned}
& a a_{1}+b b_{1}+c c_{1}+f f_{1}+g g_{1}+h h_{1}=\left(l l_{1}+m m_{1}+n n_{1}+p p_{1}\right)\left(\lambda \lambda_{1}+\mu \mu_{1}+\nu \nu_{1}+\varpi \sigma_{1}\right) \\
&-\left(l \lambda_{1}+m \mu_{1}+n \nu_{1}+p \sigma_{1}\right)\left(l_{1} \lambda+m m_{1} \mu+n_{1} \nu+p_{1} \varpi\right) \\
&=\left(l l_{1}+m m_{1}+n n_{1}+p p_{1}\right)\left(\lambda \lambda_{1}+\mu \mu_{1}+\nu \nu_{1}+\omega \sigma_{1}\right) \\
&=\sqrt{ } l^{2} \overline{+\& c} \cdot \sqrt{l_{1}^{2}}+\delta c \cdot \sqrt{ } \lambda^{2}+\& c \cdot \sqrt{\lambda_{1}^{2}+\& c} \cos \delta \cos \theta .
\end{aligned}
$$

But we have

$$
\begin{aligned}
a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2} & =\left(l^{2}+m^{2}+n^{2}+\nu^{2}\right)\left(\lambda^{2}+\mu^{2}+\nu^{2}+\varpi^{2}\right)-(l \lambda+m \mu+n v+\rho \varpi)^{2} \\
& =\left(l^{2}+\& c .\right)\left(\lambda^{2}+\& c .\right) ;
\end{aligned}
$$

and similarly

$$
\begin{aligned}
a_{1}^{2}+b_{1}^{2}+c_{1}^{2}+f_{1}^{2}+g_{1}^{2}+h_{1}^{2} & =\left(l_{1}^{2}+m_{1}^{2}+n_{1}^{2}+p_{1}^{2}\right)\left(\lambda_{1}^{2}+\mu_{1}^{2}+\nu_{1}^{2}+\sigma_{1}^{2}\right)-\left(l_{1} \lambda_{1}+m_{1} \mu_{1}+n_{1} \nu_{1}+p_{1} \sigma_{1}\right)^{2} \\
& =\left(l_{1}^{2}+\& c .\right)\left(\lambda_{1}^{2}+\& c .\right) .
\end{aligned}
$$

Hence the last result gives

$$
\frac{a a_{1}+b b_{1}+c c_{1}+f f_{1}+g g_{1}+h h_{1}}{\sqrt{a^{2}+8 c} \sqrt{a_{1}^{2}+\& c}}=\cos \delta \cos \theta
$$

or calling the expression on the left-hand side the comoment of the two lines, and denoting it by $M_{1}$, the equation just obtained is

$$
\cos \delta \cos \theta=\text { comoment },=M I_{\mathrm{r}} .
$$

And if for either of the lines we substitute its reciprocal, then for $\delta, \theta$ we have $\frac{1}{2} \pi-\delta, \frac{1}{2} \pi-\theta$ respectively, and consequently

$$
\frac{a f_{1}+b g_{3}+c h_{1}+a_{1} f+b_{1} g+c_{1} h}{\sqrt{ } a^{2}+\& c \cdot \sqrt{a_{1}{ }^{2}+\& c}}=\sin \delta \sin \theta ;
$$

or calling the expression on the left-hand side the moment of the two lines and denoting it by $M$, the equation is

$$
\sin \delta \sin \theta=\text { moment, }=M
$$

where observe that $M=0$ is the condition for the intersection of the two lines, $M M_{1}=0$ the condition for their contrasection*.

[^6]Rigid Body in Elliptic Space,' Phil. Trans, t. 175 (for 1884), pp. 281-324.
33. But to determine the coordinates $(A, B, C, F, G, H)$ of the $\perp$ line $A C$ or $B D$, and the coordinates of the points $A$ and $C$ or $B$ and $D$ of the points iu which it meets the lines $X^{*}$ and $I^{r}$ respectively, I employ a different method.

We consider the lines $(a, b, c, f, g, h),\left(a_{3}, b_{2}, c_{1}, f_{1}, g_{1}, h_{1}\right)$, and their reciprocals

$$
(f, g, h, a, b, c), \quad\left(f_{1}, g_{1}, h_{1}, a_{1}, b_{1}, c_{1}\right)
$$

A line $(A, B, C, F, G, H)$ meeting each of these four lines is said to be a perpendicular. We have $(A, B, C, F, G, H)(a, b, c, f, g, h)=0$,

$$
\begin{aligned}
& (f, g, h, a, b, c)=0 \\
& \left(a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}\right)=0 \\
& \left(f_{3}, g_{1}, h_{1}, a_{1}, b_{1}, c_{1}\right)=0
\end{aligned}
$$

equations which determine say $A, B, C, F$ in terms of $G, H$, and then substituting in $A F+B G+C H=0$ we have two values of $G: H$; i.e. there are two systems of values $(A, B, C, F,(r, H)$, that is two perpendiculars.

The equations may be written

$$
\begin{aligned}
& (A+F)(a+f)+(B+G)(b+g)+(C+H)(c+h)=0, \\
& (A+F)\left(a_{1}+f_{1}\right)+(B+G)\left(b_{1}+g_{1}\right)+(C+H)\left(c_{1}+h_{1}\right)=0, \\
& (A-F)(a-f)+(B-G)(b-g)+(C-H)(c-h)=0, \\
& (A-F)\left(a_{1}-f_{1}\right)+(B-G)\left(b_{1}-g_{1}\right)+(C-H)\left(c_{1}-h_{1}\right)=0 .
\end{aligned}
$$

Hence we have

$$
A+F \quad: \quad B+G \quad C+H,=
$$

$$
(b+g)\left(c_{1}+h_{1}\right)-\left(b_{1}+g_{1}\right)(c+h):(c+h)\left(a_{1}+f_{2}\right)-(a+f)\left(c_{1}+h_{1}\right):(a+f)\left(b_{1}+g_{1}\right)-\left(a_{1}+f_{2}\right)(b+g),=
$$

$$
\begin{array}{lllll}
\mathfrak{A}+\alpha & : & \mathbf{B}+\beta & : & \mathfrak{C}+\gamma \\
A-F & : & B-G & : & C-H,=
\end{array}
$$

$$
(b-g)\left(c_{1}-h_{1}\right)-\left(b_{1}-g_{1}\right)(c-h):(c-h)\left(a_{1}-f_{1}\right)-(a-f)\left(c_{1}-h_{1}\right):(a-f)\left(b_{1}-g_{1}\right)-\left(a_{1}-f_{3}\right)(b-g),=
$$

$$
\mathfrak{A}-\alpha \quad: \quad \mathfrak{1 3}-\beta \quad: \quad \mathfrak{C}-\gamma
$$

equations which may be written $A+F, B+G, C+H=2 \lambda(\boldsymbol{A}+\alpha, \mathfrak{B}+\beta, \mathbb{C}+\gamma)$,

$$
\begin{array}{ll}
A-F, B-G, C-H=2 \mu(\mathfrak{A}-\alpha, \mathfrak{B}-\beta, \quad \mathbb{C}-\gamma), \\
\mathfrak{A}=b c_{1}-b_{1} c+g h_{1}-g_{1} h, \quad \alpha=b h_{1}-b_{1} h-\left(c g_{1}-c_{1} g\right), \\
\mathfrak{B}=c a_{1}-c_{1} a+h f_{1}-h_{1} f, \quad \beta=c f_{1}-c_{1} f-\left(a h_{1}-a_{1} h\right), \\
\mathfrak{C}=a b_{1}-a_{1} b+f g_{1}-f_{1} g, \quad \gamma=a g_{1}-a_{1} g-\left(b f_{1}-b_{1} f\right) .
\end{array}
$$

where
34. We have

$$
\begin{aligned}
& \left.(\boldsymbol{A}+\alpha)^{2}-(\mathbf{1}+\beta)^{2}+(\mathbb{C}+\gamma)^{2}=(\prime+f)^{2}+(l)+(\eta)^{2}+(c+h)^{2} \quad\left(l_{1}+f_{1}\right)^{2}+\left(b_{1}+g_{1}\right)^{2}+\left(c_{1}+l_{1}\right)^{2}\right\} \\
& -\left\{(a+f)\left(a_{1}+f_{1}\right)+(b+g)\left(b_{1}+g_{1}\right)+(c+h)\left(c_{1}+h_{1}\right)\right\}^{2}, \\
& \left.(\mathfrak{A}-\alpha)^{2}+\mathbf{1}-\beta\right)^{2}+(\mathbb{C}-\gamma)^{2}=\left\{(a-f)^{2}+(b-g)^{2}+(c-h)^{2}\right\}\left\{\left(a_{1}-f_{2}\right)^{2}+\left(b_{2}-g_{1}\right)^{2}+\left(c_{1}-h_{1}\right)^{2}\right\} \\
& -\left((l-f)\left(a_{1}-f_{1}\right)+(b-g)\left(b_{1}-g_{1}\right)+(c-h)\left(c_{1}-h_{1}\right)\right)^{2} ;
\end{aligned}
$$

or putting

$$
\begin{aligned}
\rho^{2} & =a^{2}+b^{2}+c^{2}+f^{2}+g^{2}+h^{2}, \\
\rho_{1}^{2} & =a_{1}^{2}+b_{1}^{2}+c_{1}^{2}+f_{1}^{2}+g_{1}^{2}+h_{1}^{2}, \\
\sigma_{1} & =a a_{1}+b b_{1}+c c_{1}+f f_{1}+g g_{1}+h h_{1}, \\
\sigma & =a f_{1}+b g_{1}+c h_{1}+a_{1} f+b_{1} g+c_{1} h,
\end{aligned}
$$

the foregoing values are $\quad=\rho^{2} \rho_{1}{ }^{2}-\left(\sigma+\sigma_{1}\right)^{2}, \quad \rho^{2} \rho_{1}{ }^{2}-\left(\sigma-\sigma_{1}\right)^{2}$.
Hence

$$
A^{2}+B^{2}+C^{2}+F^{2}+G^{2}+H^{2}=4 \lambda^{2}\left\{\rho^{2} \rho_{1}^{2}-\left(\sigma+\sigma_{1}\right)^{2}\right\}=4 \mu^{2}\left\{\rho^{2} \rho_{1}^{2}-\left(\sigma-\sigma_{1}\right)^{2}\right\} ;
$$

or we may write $\lambda^{2}=\rho^{2} \rho_{1}{ }^{2}-\left(\sigma-\sigma_{1}\right)^{2}, \quad$ or say $\lambda=\sqrt{\rho^{2} \rho_{1}{ }^{2}-\left(\sigma-\sigma_{1}\right)^{2}}$,

$$
\mu^{2}=\rho^{2} \rho_{1}^{2}-\left(\sigma+\sigma_{1}\right)^{2}, \quad \mu=-\sqrt{\rho^{2} \rho_{1}^{2}-\left(\sigma+\sigma_{1}\right)^{2}}
$$

Making a slight change of notation, if we put

$$
\begin{aligned}
& M=\frac{a f_{1}+b g_{1}+c h_{1}+a_{1} f+b_{1} g+c_{1} h}{\sqrt{a^{2}+d c \cdot \sqrt{a_{1}^{2}+d c}}}=\frac{\sigma}{\rho \rho_{1}}, \\
& M_{1}=\frac{a a_{1}+b b_{1}+c c_{1}+f f_{1}+g g_{1}+h h_{1}}{\sqrt{a^{2}+\& c . \sqrt{a_{1}^{2}+\& c}}}=\frac{\sigma_{1}}{\rho \rho_{1}},
\end{aligned}
$$

then the values are

$$
\lambda=r r_{1} \sqrt{1-\left(M-M_{1}\right)^{2}}, \quad \mu=-r r_{1} \sqrt{1+\left(M+M M_{1}\right)^{2}}
$$

And, this being so, the two systems of values of $A, B, C, F, G, H$, are

$$
\begin{aligned}
& \lambda(\mathfrak{A}+\alpha)+\mu(\mathfrak{A}-\alpha), \quad \lambda(\mathfrak{A}+\alpha)-\mu(\boldsymbol{\mathcal { A }}-\alpha), \\
& \lambda(\mathbf{j}+\beta)+\mu(\mathbf{B}-\beta), \quad \lambda(\mathbf{B}+\beta)-\mu(\mathbf{B}-\beta), \\
& \lambda(\mathbb{C}+\gamma)+\mu(\mathbb{C}-\gamma), \mid \lambda(\mathbb{C}+\gamma)-\mu(\mathbb{C}-\gamma),
\end{aligned}
$$

$$
\begin{aligned}
& \lambda(\mathbf{3}+\beta)-\mu(\mathbf{1}-\beta), \quad \lambda(\mathbf{3}+\beta)+\mu(\mathbf{1}-\beta), \\
& \lambda(\mathbb{C}+\gamma)-\mu(\mathbb{C}-\gamma), \quad \lambda(\mathbb{C}+\gamma)+\mu(\mathbb{C}-\gamma) ;
\end{aligned}
$$

viz. the two perpendiculars are reciprocals each of the other.
35. Before going further I notice that if

$$
\frac{a_{1}+f_{2}}{a+f}=\frac{b_{1}+g_{1}}{b+g}=\frac{c_{1}+h_{1}}{c+h} \quad \text { or } \quad \frac{a_{1}-f_{1}}{a-f}=\frac{b_{1}-g_{1}}{b-g}=\frac{c_{1}-h_{1}}{c-h}
$$

then the four equations for $(A, B, C, F, G, H)$ reduce themselves to three equations only: and thus instead of two perpendiculars we have a singly infinite series of perpendiculars, (see ante 15).

To explain the meaning of the equations, I observe that a line ( $u, b, c, f, g, h$ ) will be a generating line of the one kind or say a "generatrix" of the Absolute if

$$
a+f=0, \quad b+g=0, \quad c+h=0:
$$
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and it will be a generating line of the other kind or say a "directrix" of the Absolute if $a-f=0, b-g=0, c-h=0$. Or what is the same thing, we have

$$
(a, b, c,-a,-b,-c) \text { where } a^{2}+b^{2}+c^{2}=0 \text { for a generatrix, }
$$

and ( $a, b, c, a, b, c$ ) where $a^{2}+b^{2}+c^{2}=0$ for a directrix of the Absolute.
Consider now two directrices ( $a, b, c, a, b, c$ ) and $\left(a_{1}, b_{1}, c_{1}, a_{1}, b_{1}, c_{1}\right)$ : if a line ( $a, b, c, f, g, h$ ) meets each of these, then

$$
\begin{aligned}
& (a+f) \mathrm{a}+(b+g) \mathrm{b}+(c+h) \mathrm{c}=0 \\
& (a+f) \mathrm{a}_{1}+(b+g) \mathrm{b}_{1}+(c+h) \mathrm{c}_{\mathrm{s}}=0
\end{aligned}
$$

and consequently

$$
a+f: b+g: c+h=b c_{1}-b_{1} c: \mathrm{ca}_{1}-\mathrm{c}_{1} \mathrm{a}: a \mathrm{~b}_{1}-\mathrm{a}_{1} \mathrm{~b},
$$

and similarly if $\left(a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}\right)$ meets each of the two directrices then

$$
a_{1}+f_{1}: b_{1}+g_{1}: c_{1}+h_{1}=\mathrm{bc}_{1}-\mathrm{b}_{1} \mathrm{c}: \mathrm{ca}_{1}-\mathrm{c}_{1} \mathrm{a}: \mathrm{ab}_{1}-\mathrm{a}_{1} \mathrm{~b}
$$

that is if the lines each of them meet the same two directrices of the Absolute, then

$$
\begin{gathered}
a_{1}+f_{1} \\
a+f
\end{gathered}=\frac{b_{1}+g_{1}}{b+g}=\begin{gathered}
c_{1}+h_{1} \\
c+h
\end{gathered}
$$

and conversely if these relations are satisfied then the lines each of them meet two directrices of the Absolute.

In like manner if the lines each meet two generatrices of the Absolute, then

$$
\begin{aligned}
& a_{1}-f_{3}=\frac{b_{1}-g_{1}}{a-f} \frac{c_{1}-h_{1}}{b-g}, ~ \\
& c-h
\end{aligned}
$$

and conversely if these relations are satisfied then the lines each of them meet the same two generatrices of the Absolute. In the former case the lines are said to be "right parallels" and in the latter case "left parallels."

A line $(a, b, c, f, g, h)$ meets the Absolute in two points, and through each of these we have a directrix and a generatrix: that is, the line meets two directrices and two generatrices.

Through a given point we may draw, meeting the two directrices, or meeting the two generatrices, a line: that is, through a given point we may draw a line

$$
\left(a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}\right)
$$

which is a right parallel, and a line which is a left parallel to a given line. That is regarding as given the first line, and also a point of the second line, there are two positions of the second line such that for each of them, the $\perp$ 's of the pair of lines, instead of being two determinate lines, are a singly infinite series of lines,
36. Reverting to the general case we have found $(A, B, C, F, G, H)$ the coordinates of either of the lines $\perp$ to the given lines $(a, b, c, f, g, h)$ and $\left(a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}\right)$ : supposing that the $\perp$ intersects the first of these lines in the point the coordinates of which are $(x, y, z, w)$ and the second in the point the coordinates of which are

$$
\left(x_{1}, \quad y_{1}, \quad z_{1}, \quad w_{1}\right),
$$

then we have for each set of coordinates a fourfold expression; the choice of the form is indifferent, and I write

$$
\begin{aligned}
& x: y: z: w=c B-b C: a C-c A: b A-a B: f A+g B+h C, \\
& x_{1}: y_{1}: z_{1}: u_{1}=c_{1} B-b_{1} C: a_{1} C-c_{1} A: b_{1} A-a_{1} B: f_{1} A+g_{1} B+h_{1} C,
\end{aligned}
$$

and we have then for the distance of these two points,

$$
\cos \phi=\frac{x x_{1}+y y_{1}+z z_{1}+w w_{1}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2}} \sqrt{x_{1}^{2}+y_{1}^{2}+z_{1}^{2}+w_{1}^{2}}}, \quad \sin \phi=\frac{\sqrt{\left(y z_{1}-y_{1} z\right)^{2}+\& \mathbf{c}_{0}}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2}} \sqrt{x_{1}^{2}+y_{1}^{2}+z_{1}^{2}+w_{1}^{2}}}
$$

where $\phi=\delta$ or $\theta$, according to the sign of the radical $\lambda: \mu$ contained in the expressions for $A, B, C, F, G, H$.

I have not succeeded in obtaining in this manner the final formulæ for the determination of the distances: these in fact are, by what precedes, given by the equations

$$
\sin \delta \sin \theta=M, \cos \delta \cos \theta=M_{1}
$$

For then, writing $\phi$ to denote either of the distances $\delta, \theta$, at pleasure, we have

$$
\frac{M M^{2}}{\sin ^{2} \phi}+\frac{M_{1}{ }^{2}}{\cos ^{2} \phi}=1
$$

tbat is

$$
\cos ^{4} \phi+\cos ^{2} \phi\left(M_{1}^{2}-M^{2}+1\right)+M_{1}^{2}=0
$$

or

$$
\cos ^{2} \phi=\frac{1}{2}\left\{M_{1}^{2}-M^{2}+1 \pm \sqrt{M_{1}^{4}+M^{4}-2 M_{1}^{2} M I^{2}-2 M_{1}^{2}-2 M M^{2}+1}\right\}
$$

which is the expression for the cosine of the distance.
In the case where the two lines intersect $M=0$, and if $\delta$ be the $\perp$ distance which vanishes, then $\delta=0$, and consequently $\cos \theta=M_{1}$ : the last-mentioned formula, putting therein $M=0$ and taking the radical to be $=M_{1}{ }^{2}-1$, gives $\cos ^{2} \phi=M_{1}{ }^{2}$, that is $\phi=\theta$, and $\cos ^{2} \theta=M_{1}{ }^{2}$ as it should be.
37. I verify as follows, in the case in question of two intersecting lines,

$$
\left(a f_{1}+b g_{1}+c h_{1}+a_{1} f+b_{1} g+c_{1} h=0\right)
$$

the formula

$$
\cos \theta=\frac{x x_{1}+y y_{1}+z z_{1}+w w_{1}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2}} \sqrt{x_{1}^{2}+y_{2}^{2}+z_{1}^{2}+w_{1}^{2}}} .
$$

We have here

$$
\begin{aligned}
& A=\mathfrak{A}=b c_{1}-b_{1} c+g h_{1}-g_{1} h, \\
& B=\mathfrak{1}=c a_{1}-c_{1} a+h f_{1}-h_{1} f, \\
& C=\mathfrak{C}=a b_{1}-a_{1} b+f g_{1}-f_{1} g, \\
& F=\alpha=b h_{1}-b_{1} h-c g_{1}+c_{1} g, \\
& G=\beta=c f_{1}-c_{1} f-a h_{1}+a_{1} h, \\
& H=\gamma=a g_{1}-a_{1} g-b f_{1}+b_{1} h .
\end{aligned}
$$

I stop to notice that these formula may be obtained in a different and somewhat more simple manner: the two lines ( $(t, b, c, f, g, h)$ and ( $\left(a_{1}, b_{1}, c_{1}, f_{1}, g_{1}, h_{1}\right)$ intersect; hence their reciprocals also intersect: the equations of the plane through the two lines and that of the plane through the two reciprocal lines are respectively

$$
\begin{aligned}
& \left(g h_{1}-g_{1} h\right) x+\left(h f_{1}-h_{1} f\right) y+\left(f g_{1}-g f_{1}\right) z+\left(a f_{1}+b g_{1}+c h_{3}\right) w=0 \\
& \left(b c_{1}-b_{1} c\right) x+\left(c t_{1}-c_{1} a\right) y+\left(a b_{1}-a_{1} b\right) z+\left(f a_{1}+g b_{1}+h c_{1}\right) w=0
\end{aligned}
$$

the line ( $A, B, C, F, G, H$ ) is thus the line of intersection of these two planes, and it is thence casy to obtain the foregoing values.

From the values of $A, B, C, F, G, H$ we have to find $x, y, z, w$ and $x_{1}, y_{1}, z_{1}, w_{1}$ by the formulw given above. We have

$$
\begin{aligned}
x=c B-b C= & c^{2} a_{1}-c c_{1} a+c h f_{1}-c h_{1} f \\
& -a b b_{1}+a_{1} b^{2}-b f g_{1}+b g f_{1} \\
= & (b g+c h) f_{1}+a_{1}\left(b^{2}+c^{2}\right)-b_{1} a b-c_{1} a c-b f g_{1}-c f h_{1} \\
= & -f\left(a f_{1}+b g_{1}+c h_{1}\right)+a_{1}\left(b^{2}+c^{2}\right)-b_{1} a b-c_{1} a c ;
\end{aligned}
$$

or writing here $a_{1} f+b_{1} g+c_{1} h$ in place of $-\left(a f_{1}+b g_{1}+c h_{1}\right)$ this is a linear function of $a_{1}, b_{1}, c_{1}$, and similarly finding the values of $y, z, w$ we have

$$
\begin{aligned}
x & =a_{1}\left(b^{2}+c^{2}+f^{2}\right)+b_{1}(f g-a b)+c_{1}(h f-c a), \\
y & =a_{1}(f g-a b)+b_{1}\left(c^{2}+a^{2}+g^{2}\right)+c_{1}(g h-b c), \\
z & =a_{1}(h f-c a)+b_{1}(g h-b c)+c_{1}\left(a^{2}+b^{2}+h^{2}\right), \\
w & =a_{1}(b h-c g)+b_{1}(c f-a h)+c_{1}(a g-b f) .
\end{aligned}
$$

And in like manner ( I introduce for convenience the sign -, as is allowable)

$$
\begin{aligned}
& -x_{1}=a\left(b_{1}^{2}+c_{1}^{2}+f_{1}^{2}\right)+b\left(f_{1} g_{1}-a_{1} b_{1}\right)+c\left(h_{1} f_{1}-c_{1} a_{1}\right), \\
& -y_{1}=a\left(f_{1} g_{1}-a_{1} b_{1}\right)+b\left(c_{1}^{2}+a_{1}^{2}+g_{1}^{2}\right)+c\left(g_{1} h_{1}-b_{1} c_{1}\right), \\
& -z_{1}=a\left(h_{1} f_{1}-c_{1} a_{1}\right)+b\left(g_{1} h_{1}-b_{1} c_{1}\right)+c\left(a_{1}^{2}+b_{1}^{2}+h_{1}^{2}\right), \\
& -w_{1}=a\left(b_{1} h_{1}-c_{1} g_{1}\right)+b\left(c_{1} f_{1}-a_{1} h_{1}\right)+c\left(a_{1} g_{1}-b_{1} f_{1}\right) .
\end{aligned}
$$

38. Write for shortness

$$
\begin{array}{lll}
p=a^{2}+b^{2}+c^{2}, & p_{1}=f^{2}+g^{2}+h^{2}, & -\omega=a_{1} f+b_{1} g+c_{1} h, \text { and therefore } \\
q=a a_{1}+b b_{1}+c c_{1}, & q_{1}=f f_{1}+g g_{1}+h h_{1}, & -\omega=a f_{1}+b g_{1}+c h_{1} . \\
r=a_{1}^{2}+b_{1}^{2}+c_{1}^{2}, & r_{1}=f_{1}^{2}+g_{1}^{2}+h_{1}^{2}, &
\end{array}
$$

We have

$$
\begin{array}{ll}
x=a_{1} p-a q+f \omega, & x_{1}=-a r+a_{1} q+f_{1} \omega, \\
y=b_{1} p-b q+g \omega, & y_{1}=-b r+b_{1} q+g_{1} \omega, \\
z=c_{1} p-c q+h \omega, & z_{1}=-c r+c_{1} q+h_{1} \omega, \\
w=-\left|\begin{array}{l}
f, g, h \\
a, b, c \\
a_{1}, b_{1}, c_{1}
\end{array}\right| & w_{1}=-\left|\begin{array}{ccc}
f_{1}, & g_{1}, & h_{1} \\
a, & b, & c \\
a_{1}, & b_{1}, & c_{1}
\end{array}\right|
\end{array}
$$

from which we easily obtain

$$
x^{2}+y^{2}+z^{2}=p\left(p r-q^{2}\right)+\left(p_{1}+2 p\right) \omega^{2},
$$

and by expressing $w^{2}$ in the form of a determinant

$$
w^{2}=p_{1}\left(p r-q^{2}\right)-p \omega^{2}
$$

we obtain

$$
x^{2}+y^{3}+z^{2}+w^{2}=\left(p+p_{1}\right)\left(p r-q^{2}+\omega^{2}\right),
$$

and in like manner

$$
x_{1}^{2}+y_{1}^{2}+z_{1}^{2}+w_{1}^{2}=\left(r+r_{1}\right)\left(p r-q^{2}+\omega^{2}\right) .
$$

And again

$$
x x_{1}+y y_{1}+z z_{1}=q\left(p r-q^{2}\right)+\left(q_{1}+2 q\right) \omega^{2}
$$

and by expressing $w w_{1}$ in the form of a determinant

$$
w w_{1}=q_{1}\left(p r-q^{2}\right)-q w^{2},
$$

we find

$$
x x_{1}+y y_{1}+z z_{1}+w w_{1}=\left(q+q_{2}\right)\left(p r-q^{2}+\omega^{2}\right) .
$$

Hence substituting in

$$
\cos \theta=\frac{x x_{1}+y y_{1}+z z_{3}+w w_{1}}{\sqrt{x^{2}+y^{2}+z^{2}+w^{2}} \sqrt{x_{1}^{2}+y_{1}^{2}+z_{1}^{2}+w_{1}^{2}}},
$$

the factor $p r-q^{2}+\omega^{2}$ disappears, and we have

$$
\cos \theta=\frac{q+q_{1}}{\sqrt{p}+\overline{p_{1}} \sqrt{r+r_{1}}}=M_{1},
$$

the required result.
III. On the fill system of concomitants of three ternary quadrics. By H. F. Baker, B.A., Fellow of S. John's College, Cambridge*.

## § I. Summary.

This Essay was undertaken to find the concomitants of three ternary quadrics. As such the net result is given in § III. For completeness I have given also a consecutive account of the present theory, $\S$ VII. It is possible that some of the concomitants given are themselves reducible, for some reductions effected have not been arrived at at all easily. With a view to rendering the process of obtaining them readable, I have studied extreme brevity-and it would seem quite practicable to apply the same abbreviated method to four conics. § II. is an explanation of the method; § IV. its application; § V. investigates a quasi-reducibility of 18 types of forms, reducibility on multiplication by $u_{x}$; § VI. gives some necessary identities; § VII. contains a connected account of the theory as given by Gundelfinger, Rosanes, and in Clebsch's lectures; and finally § VIII. gives some notes on the geometry of the forms-though apparently any conipetent expression thereof requires the establishment of new geometrical ideas. § IX. gives a list of memoirs on three conics.

## § II. Explanation of the methocl.

The method here followed for obtaining the system of concomitants of a system of ternary forms in terms of which all others can be expressed as rational integral algebraic functions is based on the remark, due to Gordan or Clebsch (Ueber ternäre Formen dritten Grades, Math. Annal. I. 90 ; Ueber biternäre Formen mit contragredienten Variabeln, Math. Annal. I. 359), that if, in the symbolic expression of any concomitant, containing one point variable $x$ and one line variable $u$, wherein any letter $u$ (symbol of a form $a_{x}{ }^{n}$ ) which occurs, can occur only in the combinations $a_{x}$, ( $b c a$ ), ( $b a t t$ ), we omit the power of $a_{x}$ (which occurs, say, $f$ times), change (baut), (caut)... into $b_{x}, c_{x} \ldots$ (say $g$ such) and ( $b c a$ ), $\left(b^{\prime} c^{\prime} a\right) \ldots$ into ( $\left.b c u\right),\left(b^{\prime} c^{\prime} u\right) \ldots$ (say $h$ such), we thereby both eliminate the letter $a$ and also obtain a new invariantive combination; namely, we deduce a concomitant of one degree less than the original (aud which in fact has its order lessened by $f-g$ and its class by $g-h$ ).

As then every concomitant of any degree $r$ can be thus treated, it follows conversely that if we take every possible concomitant of the $(r-1)^{\text {th }}$ degree, then in any one such choose among the components of the type $b_{x}, c_{x} \ldots$ (any one of which may be repeated) a certain number $g(>n)$ and replace them by (bau), (cau)... respectively, a being a symbol

[^7](of the form $a_{x}{ }^{n}$ ) which does not occur in the concomitant of the ( $\left.r-1\right)^{\text {th }}$ degree, and at the same time replace some (say $h, g+h \ngtr n$ ) of the type (bcu) by (bca), and then multiply the result by $a_{x}^{n-g-h}=a_{x}{ }^{f}$ (thus obtaining a concomitant of the $r^{\text {th }}$ degree) and do this for every value of $f, g$ and $h$, and for every possible selection of the components acted on, and for the symbols $a$ of every form of which the obtained combination is to be a concomitant, we shall obtain finally every possible concomitant of the $r^{\text {th }}$ degree.

And under the title of "every possible concomitant of the $(r-1)^{\text {th }}$ degree," must of course be included all forms capable of arising by the process of the first paragraph from forms of the $r^{\text {th }}$ degree, and therefore all products of the $(r-1)^{\text {th }}$ degree obtained by multiplying forms of lower degree. If however a form $K$ of the $(r-1)^{\text {th }}$ degree can be written as the sum of products and powers of forms of lower degree, and of products of forms of the $\left(r^{-}-1\right)^{\text {th }}$ degree with powers of the identical covariant $u_{x}$ (namely is, as we say, a rational integral algebraic function of other forms), then, as each constituent of the sum must necessarily be also of the $(r-1)^{\text {th }}$ degree, the process applied can ouly result in giving, from $K$, forms which are themselves sums of other forms of the $r^{\text {th }}$ degree (some of these being, possibly, products). Thus, if in our enumeration of forms of the $(r-1)^{\text {th }}$ degree, we include simple products, we can exclude forms which are rational integral algebraic functions of other included forms, and we shall obtain a series of forms of the $r^{\text {th }}$ degree, in terms of sums of multiples (by numbers or powers of $u_{x}$ ) of which, all forms of the $r^{\text {th }}$ degree are expressible and which are therefore by the same reasoning competent to give the similar system of the $(r+1)^{\text {th }}$ degree. It is this sufficient system for the algebraic rational integral expression of all other concomitants which it is our aim to obtain for every degree.

Thus far with the general theory. For the case of three ternary quadrics, $a_{x}{ }^{2}, b_{x}{ }^{2}, c_{x}{ }^{2}$, the method is considerably simplified. Here the derivatives from any concomitant of the $(r-1)^{\text {th }}$ degree are obtained by only five distinct operations. (1) (The $x$ operation.) Leaving $u$ untouched and replacing one $x$ by the point (vaui) $a_{x}=0$ or (vbu) $b_{x}=0$ or (vcu) $c_{x}=0$ [i.e. replacing $x_{i}$ by $(a u)_{i} u_{x}=\left(a_{j} u_{k}-a_{k} l_{j}\right) a_{x}$, etc.]. (2) (The $u$ operation.) Leaving $x$ untouched and replacing one $u$ by the line $a_{y} a_{x}=0$ or $b_{y} b_{x}=0$ or $c_{y} c_{x}=0$ [i.e. putting for $u_{i}, a_{i} a_{x}$ or $b_{i} b_{x}$ or $\left.c_{i} c_{x}\right]$. (3) (The $x x$ operation.) Leaving $u$ untouched and replacing two $x$ s, that is, writing for $m_{x} n_{x}$, (muu) (nau) or (mbu) (nbu) or (mcu) (ncu). (4) (The wu operation.) Leaving $x$ untouched and replacing two $u$ 's, that is, putting for $\tau_{p} u_{q}, a_{p} a_{q}$ or $b_{p} b_{q}$ or $c_{p} c_{q}$. (b) (The $x u$ operation.) Replacing one $x_{0}$ and one $u$, that is, writing for $m_{x} n_{p}$, (nauu) $a_{p}$ or $(m b u) b_{p}$ or $(m c u) c_{p}$; and upon any form each of these five operations, in their threefold method, must be applied in all possible ways. And it is not necessary to consider products of the $(r-1)^{\text {th }}$ degree in order to obtain all the requisite forms of the $r^{\text {th }}$ degree. For first to clear the ideas it may be remarked that, since the number of places in which a letter $a$ can be introduced, by changing either $u_{p}$ into $a_{p}$ or $m_{x}$ into (mau), cannot be greater than two (for the second degrees of $a$ are real coefficients), there is no utility in considering a product of more than two factors, for one, at least, of these factors will remain unchauged and be a factor in the result. Further there is no utility in either of the two first of the 'five distinct operations,' as applied to products, for either of these will only modify one of the factors of the product and not really bind the two together.

And finally any form obtainable from the product by any of the three remaining operations of the tive can and will arise among the derivatives of each of the factors alone. This is best explained by example-the root of the matter lies in the remark that a simple invariantive product (of symbolical factors) involving a quantity $r$ once, can be obtained by continued application of the two processes of changing $u_{i}$ into $a_{i}$ and $x_{i}$ into (eu) , (each time multiplyiug by $a_{x}$ if requisite), from the single term $r_{x}$. So that the application of any one of the 'three distinct operations' spoken of to a product of two forms, which must, to bind them together, introduce a single letter, say $a$, into each, gives a result obtainable by taking one of them, introducing one $a$ and multiplying by $a_{x}$ and then operating continuously on this $a_{x}$, until the part of the result due to the other form is obtained. For example take the product $a_{x^{2}} \cdot b_{x}{ }^{2}$ giving rise to $a_{x} b_{x}$ (acu) (bcu) and note that we can proceed thus: $a_{x^{2}}^{2}, a_{x}(a c u) c_{x}, a_{x}(a c u)(c b u) b_{x}$; or take ( $\left.a b c\right) a_{x} b_{x} c_{x}$. $\left(b^{\prime} c^{\prime} u\right)\left(c^{\prime} a^{\prime} u\right)\left(a^{\prime} b^{\prime} u\right)$, giving rise to $(a b c)(u d u) b_{x} c_{x}\left(b^{\prime} c^{\prime} d\right)\left(c^{\prime} a^{\prime} u\right)\left(a^{\prime} b^{\prime} u\right)$, (where $d=a$ or $b$ or $c$ ), and we can proceed thus: ( $a b c$ ) $a_{x} b_{x} c_{x},(a b c)(a d u) b_{x} c_{x} d_{x},(a b c)(a d u) b_{x} c_{x}\left(d b^{\prime} u\right) b_{x}{ }^{\prime},(a b c)(a d u) b_{x} c_{x}\left(d b^{\prime} c^{\prime}\right) c_{x}{ }^{\prime} b_{x}{ }^{\prime}$, $(a b c)(a d u) b_{x} c_{x}\left(d b^{\prime} c^{\prime}\right)\left(c^{\prime} u^{\prime} u\right)\left(b^{\prime} b^{\prime} u\right)$, making the form arise from $(a b c) a_{x} b_{x} c_{x}$ : and it also arises from $\left(b^{\prime} c^{\prime} u\right)\left(c^{\prime} a^{\prime} u\right)\left(a^{\prime} b^{\prime} u\right)$. And this reasoning remains valid in case particular combinations of the letters are abbreviated by the use of other letters. To see this we may suppose the original letters explicitly reintroduced, in which case the form will generally be replaced by a sum of forms and a product of two forms replaced by a sum of products. But, for example, $(A+B+C)(D+E+F)$ gives for its derivative the sum of the derivatives of $(A+B+C) D,(A+B+C) E,(A+B+C) F$, which latter derivatives are proved to be also derivatives of $(A+B+C)$, as is also, therefore, effectively, the derivative of $(A+B+C)\left(D+E+F^{\prime}\right)$.

Passing now to the mode adopted of conducting the method thus justificd-the three conics are written $a_{x}{ }^{2}=a_{x}{ }^{\prime 2}=a_{x}{ }^{\prime \prime 2}=\ldots, b_{x}{ }^{2}=b_{x}{ }^{\prime 2}=b_{x}{ }^{\prime \prime 2}=\ldots, c_{x}{ }^{2}=\ldots$, and their 'clusters' of tangents, namely $\left(a a^{\prime} t t\right)^{2},\left(b b^{\prime} u\right)^{2},\left(c c^{\prime} u\right)^{2}$ are written $u_{a}{ }^{2}=u_{a^{2}}=u_{a^{\prime, 2}} \ldots, u_{\beta^{2}}{ }^{2}=\ldots$, and $u_{\gamma}{ }^{2}=\ldots$; or say, we write $\left(a a^{\prime}\right)_{i}=a_{j} a_{k}^{\prime}-a_{k} a_{j}^{\prime}=\alpha_{i}$, etc. Then it is to be noticed that the factor $a_{a}$ in a form involves always the real factor $a_{a}{ }^{3}$-for $a_{a} a_{x} u_{\alpha}=\frac{1}{3} a_{a}{ }^{2} \cdot u_{x}$; also a factor (a a'u) [unless the form contain also ( $\alpha a^{\prime} a^{\prime \prime}$ ) in which case it would be written immediately Mua $a_{a}{ }^{\prime \prime}$ and not need the reductions in question] involves always the (real) second degrees of $a_{1}, a_{2}, a_{3}$. For $\left(a a^{\prime} u\right) f(a)=-\left(a a^{\prime} u\right) f\left(a^{\prime}\right)=\frac{1}{2}\left(a a^{\prime} u\right)\left\{f(a)-f\left(a^{\prime}\right)\right\}$, and, in $f(a)-f\left(a^{\prime}\right)$, $a, a^{\prime}$ only occur in the combinations $\left(a a^{\prime}\right)_{i}$ and $a, a^{\prime}$ in the whole expression ean be replaced by $\alpha_{1}, \alpha_{2}, \alpha_{3}$, occurring to the second degree. So a factor ( $\alpha \alpha^{\prime} x$ ) in an expression (wherein $\left(\alpha \alpha^{\prime} \alpha^{\prime \prime}\right)$ is, possibly, not another factor) shews that the expression is reducible to a form containing $\alpha, \alpha^{\prime}$ only in the second-degree-combinations of the three $\left(\alpha \alpha^{\prime}\right)_{1},\left(\alpha \alpha^{\prime}\right)_{2}$, $\left(\alpha x^{\prime}\right)_{3}$. And these are reducible, for $\left(\alpha \alpha^{\prime} x\right)^{2}=\frac{4}{3}\left(a_{a}{ }^{2} \cdot a_{x}{ }^{2}\right.$ and therefore $\left(\alpha \alpha^{\prime} x\right)\left(\alpha \alpha^{\prime} y\right)=\frac{4}{3} a_{a}{ }^{2} \cdot a_{x} a_{y}$. In fact $u_{a}{ }^{2}=\left(a a^{\prime} u\right)^{2}$, whence $\left(x \alpha^{\prime} \alpha\right)^{2}=\left(a \ell^{\prime} . x \alpha^{\prime}\right)^{2}$ [where, as always, $(a b . x y)$ is used for

$$
\left.\begin{array}{ccc}
a_{1} & a_{2} & u_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\left|\begin{array}{lll}
x_{1} & x_{2} & x_{3} \\
y_{3} & y_{2} & y_{3}
\end{array}\right|=a_{x} b_{y}-a_{3} b_{x}=\left|\begin{array}{ccc}
a_{3} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
(x y)_{1} & (x y)_{2} & (x y)_{3}
\end{array}\right|=\left|\begin{array}{ccc}
(a b)_{1} & (a b)_{2} & (a b)_{3} \\
x_{1} & x_{2} & x_{3} \\
y_{1} & y_{2} & y_{3}
\end{array}\right|\right],
$$

$$
\left(\cos ^{\prime} \alpha\right)^{2}=\left(a_{x} u_{a^{\prime}}^{\prime}-u_{a^{\prime}} \cdot u_{x}^{\prime}\right)^{2}=2 u_{x}^{2} \cdot u_{a^{2}}{ }^{2}-2 u_{x} u_{a^{\prime}} u_{x}^{\prime} u_{x}^{\prime} u_{u^{\prime}}^{\prime}=2 a_{x^{\prime}}^{2} u_{a^{2}}^{2}-\frac{3}{3} a_{x}^{2}{ }^{2} u_{a}^{2}=\frac{4}{3} a_{a}^{2} \cdot a_{x}^{2},
$$

(and in case the expression does contain $\left(x \alpha^{\prime} x\right)\left(\alpha \alpha^{\prime} \alpha^{\prime \prime}\right)$, this is $\left.\frac{4}{3} a_{a^{2}}{ }^{2} \cdot a_{x} a_{a^{\prime \prime}}\right)$. So that in our investigations where we are seeking to retain only terms which do not contain real factors of lower degree, we can always omit terms containing a factor ( $\alpha x^{\prime} x$ ), since this involves the real factor $a_{\alpha}{ }^{2}$. Such terms in ( $\alpha \alpha^{\prime} x$ ) are often, here, shortly written $\overline{\alpha \alpha^{\prime}}$; and in fact in any expression containing $\alpha$ and $\alpha^{\prime}$ we may interchange any $\alpha$ with any $\alpha^{\prime}$, the result being only the neglect of reducible terms. For $M u_{a} v_{a^{\prime}}=M\left[u_{a^{\prime}} v_{a}+\left(u v . \alpha \alpha^{\prime}\right)\right]=M u_{a^{\prime}} v_{a}+\overline{\alpha \alpha^{\prime}}$, which is generally written here $M u_{u^{\prime}} v_{a^{\prime}} \equiv M u_{a^{\prime}} v_{a^{\prime}}$, the sign $\equiv$ meaning, generally, "equal to except for terms containing real factors of lower degree," and always "may, in our tables, be replaced by." A particular case is when a form reduces entirely to products of forms of lower degree: this I write $\equiv 0$. A further aid to brevity consists in only writing down, when there are several forms similarly arising from the different conics, only a representative one, for example $u_{a} b_{a} b_{x}$ is used to represent the six forms $u_{a} b_{a} b_{x}, u_{a} c_{a} c_{x}, u_{\beta} c_{\beta} c_{x}$, $u_{\beta} a_{\beta} a_{x}, u_{\gamma} a_{\gamma} a_{x}, u_{\gamma} b_{\gamma} b_{x}$. The various forms of a fundamental identity, used, are

$$
\begin{aligned}
& (a b c) d_{x}=(b c d) a_{x}+(c a d) b_{x}+(a b d) c_{x}, \\
& (a b c)(d e f)=(b c d)(a e f)+(c a d)(b e f)+(a b d)(c e f), \\
& (a b u)(b c v)-(a b v)(b c u)=(a b c)(b u v), \\
& (u a b)(u c d)=(u a c)(u b d)-(u a d)(u b c), \\
& (a b u)(c d v)-(a b v)(c d u)=(b u v)(a c d)+(u a v)(b c d), \\
& \left\{(c a d) b_{x}+(a b d) c_{x}\right\}^{2}=\left\{(a b c) d_{x}-(b c d) a_{x}\right\}^{2} ;
\end{aligned}
$$

which, since the squared terms, on expansion, are immediately interpretable as real terms (for the case when $a_{x}{ }^{2} \ldots$ are conics) gives

$$
(c a d)(a b d) b_{x} c_{x} \equiv-(a b c)(b c d) a_{x} d_{x}
$$

Further

$$
\begin{aligned}
& b_{x} b_{y}{ }^{\prime}=b_{y} b_{x}{ }^{\prime}+\left(b b^{\prime} \cdot x y\right), \\
& b_{x} b_{y} b_{x} b_{y} b_{y}^{\prime}=\frac{1}{2}\left(b_{x}{ }^{2} \cdot b_{y}^{\prime 2}+b_{y}{ }^{2} \cdot b_{x}^{\prime 2}\right)-\left(b b^{\prime} \cdot x y\right)^{2} .
\end{aligned}
$$

And as typical, the following examples may be given,

1. $(\alpha \beta \gamma) b_{\gamma} c_{\beta} b_{a}{ }^{\prime} b_{x}{ }^{\prime} b_{x} c_{x}=(\alpha \beta \gamma) b_{x} c_{\beta} b_{a}{ }^{\prime} b_{\gamma}{ }^{\prime} b_{x} c_{x}+(\alpha \beta \gamma)\left(b b^{\prime} \cdot \gamma x\right) c_{\beta} b_{a}{ }^{\prime} b_{x} c_{x}$

$$
\begin{array}{rll}
=b_{x}{ }^{2} \cdot(\alpha \beta \gamma) c_{\beta} b_{a}{ }^{\prime} b_{\gamma} c_{x}+(\alpha \beta \gamma)\left(b b^{\prime} \cdot \gamma x\right) c_{\beta} b_{a}{ }^{\prime} b_{x} c_{x} & & \equiv(\alpha \beta \gamma)\left(b b^{\prime} \cdot \gamma^{x}\right) c_{\beta} b_{a}{ }^{\prime} b_{x} c_{x} \\
=\frac{1}{2}(\alpha \beta \gamma)\left(b b^{\prime} \cdot \gamma x\right)\left(b_{x} b_{a}^{\prime}-b_{a} b_{x}{ }^{\prime}\right) c_{\beta} c_{x} & & \equiv \frac{1}{2}(\alpha \beta \gamma)\left(\beta^{\prime} \gamma x\right)\left(\beta^{\prime} x \alpha\right) c_{\beta} c_{x} \\
=\frac{1}{2}\left\{(\beta \gamma x) c_{a}+(\gamma \alpha x) c_{\beta}+(\alpha \beta x) c_{y}\right\}\left(\beta^{\prime} \gamma x\right)\left(\beta^{\prime} x \alpha\right) c_{\beta} & \\
=\frac{1}{2}(\beta \gamma x)\left(\beta^{\prime} \gamma x\right)\left(\beta^{\prime} x \alpha\right) c_{a} c_{\beta}+\frac{1}{2} c_{\beta}{ }^{2} \cdot(\gamma \alpha x)\left(\beta^{\prime} \gamma x\right)\left(\beta^{\prime} x \alpha\right) \equiv \frac{1}{2}(\beta \gamma x)\left(\beta^{\prime} \gamma x\right)\left(\beta^{\prime} x \alpha\right) c_{a} c_{\beta} \\
& \quad+\frac{1}{2} c_{\gamma}{ }^{2} \cdot(\alpha \beta x)\left(\beta^{\prime} \beta x\right)\left(\beta^{\prime} x \alpha\right) \\
=\frac{1}{2}(\beta \gamma x)\left(\beta^{\prime} x \alpha\right) c_{a}\left\{(\beta \gamma x) c_{\beta}^{\prime}+\left(\beta^{\prime} \beta x\right) c_{\gamma}+\left(\beta^{\prime} \gamma \beta\right) c_{x}\right\} \\
=\frac{1}{2}(\beta \gamma x)^{2} \cdot\left(\alpha \beta^{\prime} x\right) c_{\alpha} c_{\beta}^{\prime}+\overline{\beta \beta^{\prime}} & & \equiv \frac{1}{2}(\beta \gamma x)^{2} \cdot(\alpha \beta x) c_{a} c_{\beta}^{\prime} \\
& & \equiv 0 ;
\end{array}
$$

and the second column will be, in the work, omitted. The thin lines $\longleftarrow$, underneath, indicate the associations of the parts.

Vol. XV. Part I.
2. $(u b c)\left(u b^{\prime} c^{\prime}\right)\left(a b c^{\prime}\right)\left(a b^{\prime} c\right)$
$=(b c u)\left(b c^{\prime}(t)\left(u b^{\prime} c^{\prime}\right)\left(a b^{\prime} c\right)\right.$
$=\left\{\left(b c c^{\prime}\right)(b u a)-(b c a)\left(b u c^{\prime}\right)\right\}\left(u b^{\prime} c^{\prime}\right)\left(a b^{\prime} c\right)$
$=\left(b c c^{\prime}\right)(b u a)\left(u b^{\prime} c^{\prime}\right)\left(a b^{\prime} c\right)+(a b c)\left(u b^{\prime} c^{\prime}\right)\left(c^{\prime} u b\right)\left(b^{\prime} c a\right)$
$=\frac{1}{2} b_{\gamma} b_{\gamma}^{\prime}\left(a u b^{\prime}\right)(a b u)+(a b c)\left(u b^{\prime} c^{\prime}\right)\left\{\left(u b b^{\prime}\right)\left(c^{\prime} c a\right)+\left(b c^{\prime} b^{\prime}\right)(u c a)+\left(c^{\prime} u b^{\prime}\right)(b c a)\right\}$
$=(a b c)^{2} \cdot\left(u b^{\prime} c^{\prime}\right)^{2}-\frac{1}{2}(a b u) b_{\gamma}^{\prime}\left(a b^{\prime} u\right) b_{\gamma}-\frac{1}{2}\left\{(u c a) c_{\beta}{ }^{\prime}+\left(c c^{\prime} a\right) u_{\beta}\right\}\left\{(c a b)\left(c^{\prime} u b^{\prime}\right)-\left(c a b^{\prime}\right)\left(c^{\prime} u b\right)\right\}$
$\left.\left.=(a b c)^{\prime} \cdot\left(u b^{\prime} c^{\prime}\right)-\frac{1}{2}(a b u) b_{\gamma}^{\prime} \cdot\left(b^{\prime} u b\right) a_{\gamma}+(u a b) b_{\gamma}^{\prime}+\left(a b^{\prime} b\right) u_{\gamma}\right\}-\frac{1}{2}(n c a) c_{\beta}^{\prime}+\left(c c^{\prime} u\right) u_{\beta}\right\}\left\{a_{\beta}\left(c c^{\prime} u\right)-c_{\beta}\left(a c^{\prime} u\right)\right\}$
$=$ etc.
$=(a b c)^{2} \cdot\left(u b^{\prime} c^{\prime}\right)^{2}-\frac{1}{2}(a b u)^{2} \cdot b_{\gamma}^{\prime 2}-\frac{1}{2}(c a u)^{2} \cdot c_{\beta}^{\prime \prime 2}-\frac{1}{2} a_{\beta}\left(a_{\gamma} u_{\beta} u_{\gamma}+\frac{1}{4}\left(u_{\beta} a_{\gamma}-u_{\gamma} a_{\beta}\right)^{2}\right.$
$=-a_{\beta} a_{\gamma} u_{\beta} u_{\gamma}$.
3. $(b c u)\left(a b c^{\prime}\right)\left(a b^{\prime} c\right)\left(b^{\prime} a^{\prime} u\right)\left(c^{\prime} a^{\prime} u\right)$

$$
\begin{aligned}
& =\left\{\left(a b^{\prime} c\right)\left(c^{\prime} a^{\prime} u\right)\right\}\left\{\left(a b c^{\prime}\right)\left(b^{\prime} a^{\prime} u\right)\right\}(b c u) \\
& =\left(a b^{\prime} c^{\prime}\right)\left(c a^{\prime} u\right)+\left(b^{\prime} c c^{\prime}\right)\left(a a^{\prime} u\right)+\left(c u c^{\prime}\right)\left(b^{\prime} a^{\prime} u\right)^{\prime}\left\{\left(a b^{\prime} c^{\prime}\right)\left(b c^{\prime} u\right)+\left(b c^{\prime} b^{\prime}\right)\left(a u^{\prime} u\right)+\left(a b b^{\prime}\right)\left(c^{\prime} a^{\prime} u\right)\right\}(b c u) \\
& =\text { etc. } \\
& =\left(a b^{\prime} c^{\prime}\right)^{2} \cdot\left(c a^{\prime} u\right)\left(b a^{\prime} u\right)(b c u)-\frac{1}{2}(u a b) a_{\gamma} b_{\gamma} \cdot\left(u a^{\prime} b^{\prime}\right)^{2}-\frac{1}{2}\left(u c^{\prime} a^{\prime}\right) c_{\beta} \boldsymbol{\beta}^{\prime} a^{\prime} \cdot(u c u)^{2}+\frac{1}{4}(\alpha \beta \gamma) u_{\alpha} u_{\beta} u_{\gamma} \\
& \equiv \frac{1}{2}(\alpha \beta \gamma) u_{\alpha} u_{\beta} u_{\gamma} .
\end{aligned}
$$

4. (abc) $a_{\beta} b_{\gamma} u_{\beta} u_{\gamma} c_{x}=\left\{(u b c) a_{\gamma}+(a u c) b_{\gamma}+(a b u) c_{\gamma}\right\} a_{\beta} b_{\gamma} u_{\beta} c_{x}$

$$
\begin{aligned}
& =(u b c) a_{\gamma} a_{\beta} b_{\gamma} u_{\beta} c_{x}+b_{\gamma}^{2} \cdot(a u c) a_{\beta} u_{\beta} c_{x}+\frac{1}{3} c_{\gamma}{ }^{2} \cdot(a b u) a_{\beta} b_{x} u_{\beta} \equiv(u b c) a_{\beta} a_{\gamma} b_{\gamma} u_{\beta} c_{x} \\
& =\left\{(u b a) c_{\beta}+(u a c) b_{\beta}+(a b c) u_{\beta}\right\} a_{\gamma} b_{\gamma} u_{\beta} c_{x} \\
& =(u b a) a_{\gamma} b_{\gamma} \cdot c_{\beta} c_{x} u_{\beta}+\frac{1}{3} b_{\beta}^{2} \cdot(u a c) a_{\gamma} u_{\gamma} c_{x}+u_{\beta}^{2} \cdot(a b c) a_{\gamma} b_{\gamma} c_{x} \equiv(u b a) a_{\gamma} b_{\gamma} \cdot c_{\beta} u_{\beta} c_{x} ;
\end{aligned}
$$

i.e.

$$
(a b c) c_{\beta} b_{\gamma} u_{\beta} u_{\gamma} c_{x} \equiv 0,
$$

and the second column would be omitted in the work.

Note. In verification of the theory given, it is worthy of remark that though Gordan (Math. Annal. I. 90, 'Ueber ternäre Furmen dritten Grades') does not apparently recognise that it is not necessary to consider the derivatives of products of forms, yet this is really not so-the arrangement only is different. As a fact all his 34 concomitants do occur, independently of the products, in Tables $\mathrm{I}_{0}-x x i x$. ( $\mathrm{pp} .103-106$ ), except the last one $u_{s}{ }^{2} u_{t}{ }^{2} u_{p}{ }^{5}(s p t)$ (page 102, $12^{\text {te }}$ Ordn.), which occurs on page 128 as equivalent to 7 of page 127, namely $u_{s}^{2} u_{t}{ }^{2} c_{s} d_{c}(c d u)(b c u)(a b u)^{2}(a d u)$. This last form would however, in accordance with our theory, arise also, independently of products, from $u_{t}{ }^{3}$. For putting

$$
u_{g}^{2} v_{g}=\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(b^{\prime} c^{\prime} v\right)\left(c^{\prime} a^{\prime} u\right)\left(a^{\prime} b^{\prime} u\right),
$$

and then $v=c$, the form in question is

$$
u_{t}^{2} d_{t}(c d u)\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(b^{\prime} c^{\prime} c\right)\left(c^{\prime} a^{\prime} u\right)\left(a^{\prime} b^{\prime} u\right)(b c u)(a b u)^{2}(a d u)
$$

and we should have the following series of derivatives:

| of degree | 6. | $u_{t}{ }^{2} d_{t} d_{x}^{2}$, |  |
| :--- | :--- | :--- | :--- |
| $"$ | $"$ | 7. | $u_{t}{ }^{2} d_{t} d_{x}(d a u) a_{x}{ }^{2}$, |
| $"$ | $"$ | 8. | $u_{t}{ }^{2} d_{t} d_{x}(d a u)(a b u)^{2} . b_{x}$, |
| $"$ | $"$ | 9. | $u_{t}{ }^{2} d_{t}(d c u)(d a u)(a b u)^{2}(b c u) c_{x}$, |
| $"$ | $"$ | 10. | $u_{t}{ }^{2} d_{t}(d c u)(d a u)(a b u)^{2}(b c u)\left(c b^{\prime} u\right) b_{x}^{\prime 2}$, |
| $"$ | $"$ | 11. | $u_{t}{ }^{2} d_{t}(d c u)(d a u)(a b u)^{2}(b c u)\left(c b^{\prime} c^{\prime}\right)\left(b^{\prime} c^{\prime} u\right) b_{x}^{\prime} c_{x}^{\prime}$, |
| $"$ | $"$ | 12. | $u_{t}{ }^{2} d_{t}(d c u)(d a u)(a b u)^{2}(b c u)\left(c b^{\prime} c^{\prime}\right)\left(b^{\prime} c^{\prime} a^{\prime}\right)\left(b^{\prime} a^{\prime} u\right)\left(c^{\prime} a^{\prime} u\right)$. |

which is the form in question.
The form here of seventh degree $u_{t}{ }^{2} d_{t} d_{x}(d \alpha u) \alpha_{x}{ }^{2}$ does occur in Gordan's work as the heading of Table xviI., page 111, under the form $u_{t}{ }^{2} a_{t} a_{x}(a b u) b_{x}{ }^{2}$ : and in our arrangement there should occur under 3 of that table the form $u_{t}{ }^{2} a_{t} a_{x}(a b u)(b c u)^{2} c_{x}$, which is the same as the form above of 8th degree. But this form it is unnecessary for Gordan to write down since it arises from the product $\left[u_{t}{ }^{2} \alpha_{t} a_{x}{ }^{2} \cdot c_{x}{ }^{3}=u_{t}{ }^{2} a_{t} a_{x}\left(a_{x} c_{x}{ }^{2}\right) c_{x}\right]$ of two forms included in the table, §4, page 101 (viz. under $1^{\text {te }}$ Ordn. and $6^{\text {te }}$ Ordn.), namely by changing $x_{i}$ into $(b u)_{i}$ and getting $u_{t}{ }^{2} a_{t} a_{x}(a b u)(c b u)^{2} c_{x}$. Our arrangement, if longer, possesses the advantage that all possibilities are exhausted in the course of the work-at any stage it is exhaustive so far as it has gone-while Gordan's arrangement is not trustworthy until the examination is completely finished.

## § III. Statement of the system obtained.

$$
\begin{array}{rlrl}
\text { zero degree. } & u_{x} & =(011) & \\
\text { degree 1. } & a_{x}{ }^{2} & =(102) & \\
\hline \quad 2 . & (212) & =(b c u) b_{x} c_{x} & u_{a}{ }^{2}=(220)_{1} \\
\hline \quad(b c u)^{2}=(220)_{2} & & (9 \text { forms }) \\
\end{array}
$$

degree 3. $(300)_{1}=a_{a}{ }^{2}$
(3) degree 4. $(410)=(b c u) b_{a} c_{a}\left(=\frac{1}{4} u_{\sigma} a_{\sigma}{ }^{2}\right)$

$$
\begin{align*}
(402)_{1} & =b_{a} c_{a} b_{x} c_{x}  \tag{6}\\
(402)_{2} & =(\beta \gamma x)^{2}  \tag{1}\\
(421)_{1} & =(b c u) b_{a} c_{x} u_{a}  \tag{6}\\
(421)_{2} & =(b c u) b_{\gamma} c_{x} u_{\gamma}  \tag{3}\\
+(421)_{3} & =\left(a^{\prime} b c\right)(u c a)(u a b) a_{x}^{\prime}  \tag{1}\\
(421)_{3} & =(\beta \gamma x) u_{\beta} u_{\gamma}
\end{align*}
$$

$$
\begin{align*}
\text { degree } 5 .+(501)_{1} & =(a b c) a_{x} b_{a} c_{a}\left(=\frac{1}{12}\left(a_{x} a_{p}\right)\right. \\
(501)_{2} & =(\beta \gamma x) a_{\beta} a_{\gamma}\left(=\frac{1}{b} b_{x} b_{r}=\frac{1}{6} c_{x} c_{q}\right)  \tag{3}\\
(520) & =u_{\beta} u_{y} a_{\beta} a_{\gamma}  \tag{3}\\
(512)_{1} & =(\beta \gamma x) a_{\beta} a_{x} u_{\gamma}  \tag{6}\\
+(512)_{2} & =(a b c) a_{\beta} u_{\beta} b_{x} c_{x}  \tag{6}\\
(512)_{3} & =(\beta \gamma x) c_{x} c_{\beta} u_{\gamma} \tag{6}
\end{align*}
$$

8. $+(\mathrm{SO1})_{\mathrm{I}}=(\beta \gamma x) b_{\gamma} c_{\beta} b_{a} c_{\alpha}$

$$
\begin{equation*}
\text { 7. } f(710)_{1}=(\alpha \beta \gamma) a_{\beta} a_{\gamma} \|_{\alpha} \tag{3}
\end{equation*}
$$

.. 7. $\dagger(710)_{2}=(\alpha \beta \gamma) a_{\beta} a_{\gamma} u_{\alpha}$

$$
\begin{equation*}
+(710)_{2}=(b c u) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
+(721)=(\alpha \beta \gamma) b_{\alpha} b_{x} u_{\beta} u_{\gamma} \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
+(801)_{2}=\left(a^{\prime} b c\right) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta} a_{x}^{\prime} \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\dagger(812)=\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta x) u_{a^{\prime}} \tag{3}
\end{equation*}
$$

$$
\left.\begin{array}{rl}
(3) & \text { degree 6. } \begin{array}{rl}
(600) & = \\
(3) & (\alpha \beta \gamma)^{2} \\
(311)_{1} & =(\alpha \beta \gamma)(\beta \gamma x) u_{\alpha} \\
(3) & +(611)_{2}
\end{array}=a_{\beta} a_{\gamma} b_{\gamma} b_{x} u_{\beta} \\
(6) & +(630)_{1}
\end{array}=(\alpha \beta \gamma) u_{\alpha} u_{\beta} u_{\gamma}\right)
$$

The 18 forms marked + are reducible when multiplied by $u_{x}$. Each form is either its own reciprocal or its reciprocal appears in the table. The number of forms corresponding to any type is given by the number in brackets which follows.
§ IV. Establishment of the system. First and second degrees.
The first degree forms from which we start are $a_{x}{ }^{2}, b_{x}{ }^{2}, c_{x}{ }^{2}$.
From $a_{x}{ }^{2}=(102), \quad a_{x}\left(a a^{\prime} u\right) a_{x}{ }^{\prime}=0$,

$$
a_{x}(a b u) b_{x}
$$

$$
\left(a a^{\prime} u\right)^{2}=u_{a}^{2}
$$

$(a b u)^{2}$.
Thus the second degree forms are typified by

$$
\begin{aligned}
& (212)=(b c u) b_{x} c_{x}, \\
& (220)_{1}=u_{a}^{2}, \\
& (220)_{2}=(b c u)^{2} .
\end{aligned}
$$

Third degree.
From $\quad(212)=(b c u) b_{x} c_{x}$ we proceed to shew that we get $(300)_{1}=a_{a}{ }^{2}$,

$$
\begin{array}{ll}
(220)_{1}=u_{a}^{2} & (300)_{2}=b_{a}^{2}, \\
(220)_{2}=(b c u)^{2} & (300)_{3}=(a b c)^{2}, \\
& (311)_{1}=u_{a} b_{a} b_{x}, \\
& (311)_{2}=(a b c)(b c u) a_{x}, \\
& (303)=(a b c) a_{x} b_{x} c_{x}, \\
& (330)=(b c u)(c a u)(a b u) .
\end{array}
$$

Derivatives from
$(212)=(b c u) b_{x} c_{x}$.
From $u_{a}=(220)$ ．
$(2 \Omega 0)_{2}=(b c u)^{2}$.

1．（bcu）$b_{x}(c a u) a_{x} \equiv(311)_{2}$ ．
11．$u_{a} b_{a} b_{x} \equiv(311)_{1}$ 。
13．（bcu）（bca）$a_{x} \equiv(311)_{2}$ ．
2．$(b c u) b_{x}\left(c b^{\prime} u\right)_{x_{x}}{ }^{\prime} \equiv(311)_{1}$ and $(300)_{2}$ ．
12．$\quad b_{a}{ }^{2} \equiv(300)_{2}$ ．
14．（bcu）$\left(b c c^{\prime}\right) c_{x}^{\prime} \equiv(311)_{1}$ and
3．（bcu）$b_{x}\left(c c^{\prime} u\right) c_{x}^{\prime} \equiv(311)_{1}$ ．
17．$a_{x}{ }^{2} \equiv(300)_{1}$ ． $(300)_{2}$.

4．（bca）$a_{x} b_{x} c_{x} \quad \equiv(303)$ ．
5．$\left(b c c^{\prime}\right) c_{x}{ }^{\prime} b_{x} c_{x}=0$ ．
6．（bcu）$(b a u)(c a u) \equiv(330)$ ．
7．$(b c u)\left(b b^{\prime} u\right)\left(c b^{\prime} u\right)=0$ ．
8．$(b c a) b_{x}(c a u) \equiv(311)_{2}$ ．
9．$\left(b c b^{\prime}\right) b_{x}\left(c b^{\prime} u\right) \equiv(311)_{1}$ and $(300)_{2}$ 。
10．$\left(b c c^{\prime}\right) b_{x}\left(c c^{\prime} u\right) \equiv(311)_{1}$ ．
Of these 1．$\equiv-(a b c)(a b u) c_{x} \cdot u_{x} \equiv(311)_{2}$,
2．$=-(b c u)^{2} \cdot b_{x}{ }^{2}+(b c u) b_{x}^{\prime} \cdot\left\{\left(b b^{\prime} u\right) c_{x}+\left(c b^{\prime} b\right) u_{x}\right\}$

$$
\equiv \frac{1}{2} c_{x} u_{\beta}\left(u_{\beta} c_{x}-u_{x} c_{\beta}\right)-\frac{1}{2} u_{x} c_{\beta}\left(u_{\beta} c_{x}-u_{x} c_{\beta}\right)
$$

$$
\equiv \frac{1}{2}\left\{c_{x}^{2} \cdot u_{\beta}^{2}-2 u_{x} c_{x} c_{\beta} u_{\beta}+u_{x}^{2} \cdot c_{\beta}^{2}\right\} \equiv(311)_{1} \text { and }(300)_{2}
$$

3．$=\frac{1}{2} u_{\gamma} b_{x}\left(b_{\gamma} u_{x}-b_{x} u_{\gamma}\right) \equiv(311)_{1}$.
7．$=\frac{1}{2}\left(b b^{\prime} u\right)\{\quad\}=0$ ．
9．$=-\frac{1}{2} c_{\beta}\left(u_{\beta} c_{x}-u_{x} c_{\beta}\right) \equiv(311)_{1}$ and（300）$)_{2}$ ．
14．$\left.=\frac{1}{2} b_{y} u_{x}-b_{x} u_{\gamma}\right) \equiv(311)_{1}$ and $(300)_{2}$ 。

## Fourth degree．

We proceed to shew that from

$$
\begin{array}{lr}
(311)_{1}=u_{a} b_{a} b_{x} & \text { we obtain }(410)=(b c u) b_{a} c_{a}, \\
(311)_{2}=(a b c)(b c u) a_{x} & (402)_{1}=b_{a} c_{a} b_{x} c_{x}, \\
(303)=(a b c) c_{x} b_{x} c_{x} & (402)_{2}=(\beta \gamma x)^{2}, \\
(330)=(b c u)(c a u)(a b u) \quad(421)_{1}=(b c u) b_{a} c_{x} u_{a}, \\
& (421)_{2}=(b c u) b_{\gamma} c_{x} u_{\gamma}, \\
& (421)_{3}=\left(a^{\prime} b c\right)(u c a)(u a b) u_{x}^{\prime}, \\
& (421)_{4}=(\beta \gamma x) u_{\beta} u_{\gamma} .
\end{array}
$$

From

$$
(311)_{1}=u_{a} b_{a} b_{x} .
$$

From
$(311)_{3}=(a b c)(b c u) a_{x}$.
1．$u_{a} b_{a}$（bunt）$a_{x} \equiv(421)_{2}$ ．
2．$u_{a} b_{a}\left(b b^{\prime} u\right) b_{x}^{\prime} \equiv(421)_{4}$ ．
3．$u_{a} b_{a}(b c u) c_{x} \equiv(4 \because 1)_{1}$ 。
4．$b_{a}^{\prime} b_{x}^{\prime} b_{a} b_{x} \equiv(402)_{2}$ 。
5．$c_{a} c_{x} b_{a} b_{x} \equiv(402)_{1}$ ．
10．$(a b c)\left(b c a^{\prime}\right) a_{x}^{\prime} a_{x} \equiv(402)_{1}$ ．
6．$\quad b_{a}^{\prime} b_{a}\left(b b^{\prime} u\right)=0$ ．
11．$(a b c)\left(b c b^{\prime}\right) b_{x}^{\prime} a_{x} \equiv(402)_{1}$ ．
7．$c_{a} b_{a}(b c u) \equiv(410)$ ．
12．$(a b c)\left(b c a a^{\prime}\right)\left(a a^{\prime} u\right)=0$ ．
13．$(a b c)\left(b c b^{\prime}\right)\left(a b^{\prime} u\right) \equiv(410)$ ．
From（abc）$a_{x} b_{x} c_{x}$ ．
From
（bcu）（cau）（abu）．
14．$(a b c)\left(a a^{\prime} u\right) b_{x} c_{x} a_{x}^{\prime} \equiv 0$ ．
15．$(a b c)\left(a b^{\prime} u\right) b_{x} c_{x} b_{x}^{\prime} \equiv(402)_{1}$ 。
18．$\left(b c a^{\prime}\right)(c a u)(a b u) a_{x}^{\prime} \equiv(421)_{3}$.
19．（bcc＇）（cuut）（abu）$c_{x}^{\prime} \equiv\left\{\begin{array}{l}(410) \\ (421)_{1}\end{array}\right.$ 。
16．（abc）$a_{x}\left(b a^{\prime} u\right)\left(c a^{\prime} u\right) \equiv(421)_{3}$ ．
20．（bcu）$\left(c a u^{\prime}\right)\left(a b a^{\prime}\right) \equiv(410)$ ．
17．$(a b c) a_{x}\left(b c^{\prime} u\right)\left(c c^{\prime} u\right) \equiv(421)_{1}$ ．
21．$(b c u)\left(c a c^{\prime}\right)\left(a b c^{\prime}\right) \equiv(410)$ ．
Of these

$$
\begin{aligned}
\underline{2} & =\frac{1}{2} u_{\beta}(\beta x x) u_{a} \equiv(421)_{3} . \\
4 & =b_{a}{ }^{2} \cdot b_{x}{ }^{2}-\left(b b^{\prime} \cdot x a\right)^{2} \equiv(402)_{2} . \\
8 & =\frac{1}{2}(b c u) u_{a}\left(c_{a} b_{x}-c_{x} b_{a}\right) . \\
9 & =(a b c)\left(b^{\prime} c u\right)\left(a b^{\prime} u\right) b_{x}+(a b c)\left(a b^{\prime} u\right)\left\{\left(b b^{\prime} u\right) c_{x}-\left(c b b^{\prime}\right) u_{x}\right\} \\
& =(a b c)\left(b^{\prime} c u\right)\left(a b^{\prime} u\right) b_{x}+\frac{1}{2} u_{\beta} c_{x}(a c u) a_{\beta}-\frac{1}{2} c_{\beta} u_{x}(a c u) a_{\beta} \\
& \equiv(410),(421)_{1} \text { and }(421)_{3} .
\end{aligned}
$$

$$
10=\left\langle b c a^{\prime}\right)^{2} \cdot a_{x}^{2}+\left(b c l^{\prime}\right) a_{x} \cdot\left\{\left(a a^{\prime} c\right) b_{x}-\left(b a a^{\prime}\right) c_{x}\right\} \equiv \frac{1}{2} c_{a} b_{x}\left(b_{a} c_{x}-b_{x} c_{a}\right)-\frac{1}{2} b_{a} c_{x}\left(b_{a} c_{x}-b_{x} c_{a}\right)
$$

$$
\equiv b_{a} c_{a} b_{x} c_{x} .
$$

$$
11=-\frac{1}{2} c_{\beta} a_{x}\left(a_{\beta} c_{x}-a_{x} c_{\beta}\right) .
$$

$$
13=+\frac{1}{2} c_{\beta}(c u u) \alpha_{\beta} .
$$

$$
14=\frac{1}{2} u_{a} b_{x} c_{x}\left(c_{a} b_{x}-c_{x} b_{a}\right) .
$$

$$
\left.15 \equiv(a b c) c_{x} b_{x}^{\prime}{ }^{\prime}\left(b b^{\prime} u\right) a_{x}-\left(a b b^{\prime}\right) u_{x}\right\}=\frac{1}{2} u_{\beta} c_{x} a_{x}\left(a_{\beta} c_{x}-a_{x} c_{\beta}\right)-\frac{1}{2} u_{x} a_{\beta} c_{x}\left(a_{\beta} c_{x}-u_{x} c_{\beta}\right) \equiv+\frac{1}{2} u_{x} \cdot a_{\beta} c_{\beta} a_{x} c_{x} .
$$

$$
17=\frac{1}{2} u_{y} \|_{z}(a u b) b_{\gamma}
$$

$$
19=\frac{1}{2} b_{\gamma}(u b u)\left(u_{\gamma} a_{x}-u_{x} a_{\gamma}\right)
$$

$$
21=\frac{1}{2} a_{\gamma}(a u b) b_{\gamma} .
$$

## Fifth degree．

We proceed now to shew that from

$$
\begin{array}{lrl}
(410)=(b c u) b_{a} c_{a}, & \text { we obtain } & (501)_{2}=(a b c) a_{x} b_{a} c_{a} \\
(402)_{1} & =b_{a} c_{a} b_{x} c_{x}, & (501)_{2}=(\beta \gamma x) a_{\beta}\left(c_{\gamma}\right. \\
(402)_{2} & =(\beta \gamma x)^{2}, & (520)=u_{\beta} u_{\gamma} a_{\beta} u_{\gamma} \\
(421)_{1} & =(b c u) b_{a} c_{x} u_{a}, & (512)_{1}=(\beta \gamma x) a_{\beta} a_{x} u_{\gamma} \\
(421)_{2}=(b c u) b_{\gamma} c_{x} u_{\gamma}, & (512)_{2}=(a b c) a_{\beta} u_{\beta} b_{x} c_{2} \\
(421)_{3}=\left(a^{\prime} b c\right)(u c a)(u a b) u_{x}^{\prime}, & (512)_{3}=(\beta \gamma x) c_{x} c_{\beta} u_{\gamma} \\
(421)_{4}=(\beta \gamma x) u_{\beta} u_{\gamma}, &
\end{array}
$$

From（410）$=(b c u) b_{a} c_{a}$ ．

$$
\text { From }(402)_{1}=b_{a} c_{a} b_{x} c_{x} .
$$

From $(\beta \gamma x)^{2}=(402)_{2}$ ．
1．（bca）$a_{x} b_{a} c_{\alpha} \equiv(501)_{1}$ 。
3．$b_{a} c_{a}(b a u) a_{x} c_{x} \equiv(512)_{2}$ 。
8．$(\beta \gamma x)(\beta \gamma, a u) a_{x} \equiv(512)_{1}$ ．
2．$\left(b c c^{\prime}\right) c_{x}^{\prime} b_{a} c_{a} \equiv(501)_{2}$ ．
4．$b_{a} c_{a}\left(b b^{\prime} u\right) b_{x}^{\prime} c_{x} \equiv(512)_{1}$ ．
9．$\left(\beta_{\gamma} x\right)\left(\beta_{\gamma} . c u\right) c_{x} \equiv(512)_{3}$ ．
5．$\quad b_{a} c_{a}\left(b c^{\prime} u\right) c_{x}^{\prime} c_{x} \equiv\left\{\begin{array}{l}(512)_{1} \\ (501)_{2}\end{array}\right.$.
10．$(\beta \gamma, a t)^{2} \quad \equiv(520)$ ．
6．$b_{a} c_{a}(b a u)(c a u) \equiv 0$ ．
11．$(\beta \gamma \cdot c u)^{2} \equiv 0$ ．
7．$b_{a} c_{a}\left(b c^{\prime} u\right)\left(c c^{\prime} u\right) \equiv(520)$ ．
From

$$
(421)_{t}=(b c u) b_{a} c_{x} u_{a} .
$$

From

$$
(421)_{2}=(b c u) b_{\gamma} c_{x} u_{\gamma} .
$$

12．（bcu）$b_{a} u_{a}$（cau）$a_{x} \equiv 0$ ．
13．（bcu）$b_{a} u_{a}\left(c b^{\prime} u\right) b_{x}^{\prime} \equiv(5020)$ 。
14．（bcu）$b_{a} u_{a}\left(c c^{\prime} u\right) c^{\prime}{ }_{x} \equiv(520)$ ．
15．（bcu）$b_{\boldsymbol{a}} c_{x} b_{a}^{\prime} b_{x}^{\prime} \equiv(512)_{1}$ 。
16．（bcu）$b_{a} c_{x} c^{\prime}{ }_{a}^{\prime} c_{x}^{\prime} \equiv(501)_{2}$ and（512） ．
17．（bca）$a_{x} b_{a} c_{x} \eta_{a} \quad \equiv(512)_{2}$ ．
18．（bcb）$b_{x}^{\prime} b_{a} c_{x} u_{\alpha} \quad \equiv(512)_{1}$ 。
19．$\left(b c c^{\prime}\right) c_{x}^{\prime} b_{a} c_{x^{\prime \prime}}=0$ ．
20．（bcu）$b_{a}\left(c b^{\prime} u\right) b_{a}^{\prime} \equiv(\jmath 20)$ ．
21．（ $b c u) b_{a}\left(c c^{\prime} u\right) c_{a}^{\prime} \equiv(520)$ ．
22．（bca）$b_{a} u_{a}(c a u t) \equiv 0$ ．
23．$\left(b c b^{\prime}\right) b_{a} u_{a}\left(c b^{\prime} u\right) \equiv(520)$ ．
24．（bcco）$b_{a} u_{a}\left(c c^{\prime} u\right) \equiv(520)$ ．
25．$\left(b c b^{\prime}\right) b_{a} c_{x} b_{a}^{\prime}=0$ ．
26．$\left(b c c^{\prime}\right) b_{a} c_{x} c^{\prime}{ }_{a} \equiv(501)_{2}$

27．（bcu）$b_{\gamma} u_{\gamma}(c a u) u_{x} \equiv 0$ ．
28．（bcu）$b_{y} u_{\gamma}\left(c b^{\prime} u\right) b_{x}^{\prime} \equiv 0$ ．
29．（bcu）$b_{\boldsymbol{\gamma}} \chi_{\gamma}\left(c c^{\prime} u\right) c_{x}^{\prime} \equiv 0$ ．
30．（bcu）$b_{\gamma} a_{\gamma} c_{x} a_{x} \equiv(512)_{2}$ 。
31．（bcu）$b_{y} b_{\gamma}^{\prime} c_{x} b^{\prime}{ }_{x} \equiv(512)_{3}$ 。
32．（bca）$b_{\gamma}{ }^{\prime \prime} c_{x} c_{x} a_{x} \equiv(512)_{2}$ ．
33．$\left(b c b^{\prime}\right) b_{\gamma}{ }^{1 / \gamma} c_{x} b_{x}^{\prime} \equiv(512)_{3}$ 。
34．$\left(b c c^{\prime}\right) b_{\boldsymbol{y}^{\prime \prime} \boldsymbol{y}} c_{x^{e} c^{\prime}}=0$ ．
35．（bcu）$b_{\gamma} a_{\gamma}$（cau）$\equiv 0$ ．
36．（bcu）$b_{\gamma} b_{\gamma}^{\prime}\left(c b^{\prime} u\right) \equiv 0$ ．
37．（bca）$b_{\gamma} u_{\gamma}(c a u) \equiv 0$ ．
38．$\left(b c b^{\prime}\right) b_{\boldsymbol{\gamma}} u_{\gamma}\left(c b^{\prime} u\right) \equiv 0$ ．
39．$\left(b c c^{\prime}\right) b_{\gamma} u_{\gamma}\left(c c^{\prime} u\right) \equiv 0$ ．
40．（bca）$b_{\gamma} a_{\gamma} c_{x} \equiv(501)_{1}$ 。
41．$\left(b c b^{\prime}\right) b_{\gamma} b_{\gamma} c_{x}=0$ ．

From $(t \stackrel{v}{1})_{s}=\left(\beta \gamma x^{2}\right) u_{\beta} u_{\gamma}$
＋2．（ $\beta \gamma .(\pi u) u_{\beta} u_{\gamma} \alpha_{x} \equiv 0$ ．
4\％．（ $\beta_{\gamma}$ ．bu）$u_{\beta} u_{\gamma} b_{x} \equiv 0$ ．
44．$(\beta \gamma x) d_{\beta} u_{\gamma} a_{x} \equiv(512)_{1}$ ．
4．）．$\left(\beta \gamma,(q u) c_{\beta} l_{\gamma} \equiv(520)\right.$ ．
46．$\left(\beta_{\gamma} . c_{11}\right) c_{\beta} u_{\gamma} c_{x} \equiv 0$ ．
47．$(\beta \gamma, k) d_{\beta}\left(a_{\gamma} \equiv(501)_{2}\right.$ ．
48．$\left(\beta_{\gamma} x^{2}\right) c_{\beta} \mu_{\gamma} c_{x} \equiv(512)_{3}$ ．

From $(421)_{3}=\left(e^{\prime} b c\right)(u c u)(u u b) u^{\prime} x$ ．
49．$\left(a^{\prime} b c\right)(u c t)(u a b)\left(e^{\prime} b^{\prime \prime} t l\right) a^{\prime \prime}{ }_{x} \equiv 0$ ．
50．（a＇bc）（uct）（uab）（ $\left.a^{\prime} b^{\prime} u\right) b_{x}^{\prime} \equiv(520)$ ．
51．（ $\left.a^{\prime} b c\right)(u c a)\left(a^{\prime \prime} a b\right) t_{x}^{\prime} u^{\prime \prime}{ }_{x} \equiv(501)_{1}$ and（512）$)_{2}$ ．
52．$\left(a^{\prime} b c\right)(u c a)\left(b^{\prime} a b\right) a_{x}^{\prime} b^{\prime} x \equiv(512)_{1}$ 。
53．（ $a^{\prime} b c$ ）（uca）（ $\left.c^{\prime} a b\right) ~ a^{\prime} x^{\prime} c_{x}^{\prime} \equiv(501)_{2}$ and（512） 。
54．$\quad\left(a^{\prime} b c\right)(u c t)\left(a^{\prime \prime} a b\right)\left(a^{\prime}\left(t^{\prime \prime} t\right) \equiv 0\right.$ ．
55．$\quad\left(a^{\prime} b c\right)(u c a)\left(b^{\prime} a b\right)\left(a^{\prime} b^{\prime} u\right) \equiv(520)$ ．
56．$\left(a^{\prime} b c\right)(u c t)\left(c^{\prime} a b\right)\left(a^{\prime} c^{\prime} u\right) \equiv(520)$ ．
57．$\left(a^{\prime} b c\right)\left(a^{\prime \prime} c a\right)\left(a^{\prime \prime} a b\right) a_{x}^{\prime} \equiv(501)_{1}$ ．
58．$\left(a^{\prime} b c\right)\left(b^{\prime} c a\right)\left(b^{\prime} a b\right) a_{x}^{\prime} \equiv(501)_{2}$ 。

Of these
$2=\frac{1}{2}(\gamma \alpha x) b_{\gamma} b_{\alpha}$.
$3 \equiv(b a c) u_{a} b_{a} u_{x} c_{x}$ or say（ $a b c$ ）$u_{\beta} \alpha_{\beta} b_{x} c_{x}$ ．
$t=\frac{1}{2}(\beta x x) u_{\beta} c_{\alpha} c_{x}$ or say $\equiv \frac{1}{2}(\beta \gamma x) u_{\beta} a_{\gamma} a_{x}$ ．
$\bar{j} \equiv b_{a} c_{a} c_{x}^{\prime}\left\{\left(c c^{\prime} u\right) b_{x}-\left(c c^{\prime} b\right) u_{x}\right\} \equiv \frac{1}{2} u_{\gamma} b_{a} b_{x}(\gamma x x)-\frac{1}{2} u_{x} b_{\gamma} b_{a}(\gamma \alpha x)$ ．
$6 \equiv(a b c)(b c u) a_{a} \|_{a} \equiv \frac{1}{3}(b c u)^{2} \cdot a_{a}{ }^{2}$ ．
$7=\frac{1}{2} u_{\gamma} b_{a}\left(u_{\gamma} b_{a}-u_{a} b_{\gamma}\right)$.
$8=(\beta \gamma x)\left\|_{\beta} l_{x}\right\|_{y}-(\beta \gamma x) a_{y}\left\|_{x}\right\|_{\beta}$.
$9 \equiv(\beta \gamma x) c_{\beta} c_{x} u_{\gamma}$.
$10 \equiv-Q_{2} Q_{\beta} \|_{\gamma} \mu_{\beta} \mu_{\gamma}$.
$11 \equiv 0$ ．
$12=(c$ cul）$) b_{a} u_{a}\left\{(b c u) u_{x}+(c u u) b_{x}+(u b a) c_{x}\right\} \equiv u_{x}(c a u) b_{a}(a b c) u_{a}+c_{x} u_{a}(u b u)(c a u) b_{a}$
$\equiv-u_{x}(b c u)(a b u) a_{a} c_{a}+c_{x} u_{a}(u b a)(b a u) c_{a} \equiv 0$.
$13\left[=-b_{x} b_{a} u_{a} \cdot\left(b^{\prime} c u\right)^{2}-\right]$
$\equiv(b c u) u_{a} b_{x}^{\prime}\left(b b^{\prime} u\right) c_{a} \equiv \frac{1}{2} c_{a} u_{\beta} u_{a}\left(u_{\beta} c_{x}-u_{x} c_{\beta}\right)$.
$14=\frac{1}{2} u_{y}\left(b_{y} u_{x}-b_{x} u_{y}\right) b_{a} u_{a}$.
$15 \equiv(b c u)\left(b b^{\prime} . \alpha x\right) c_{x} b_{\alpha}^{\prime}=\frac{1}{2}(\beta x x)\left(u_{\beta} c_{\alpha}-u_{\alpha} c_{\beta}\right) c_{x}$.
$10 \equiv(b c u)\left(c c^{\prime} . x z\right) b_{a} c_{x}^{\prime}=\frac{1}{2}(\boldsymbol{\gamma} \boldsymbol{y} \boldsymbol{x})\left(b_{y} u_{x}-b_{x} u_{y}\right) b_{a}$.
$18=-\frac{1}{2} c_{\beta}(\beta x x) c_{x} \mu_{\alpha}$ 。
$\left.20 \equiv(b c \prime \prime) b_{a}^{\prime}{ }_{( }^{\prime}\left(b b^{\prime} \prime \prime\right) c_{a}-\left(c b b^{\prime}\right) u_{a}\right\} \equiv \frac{1}{2} u_{\beta} c_{a}\left(u_{\beta} c_{\alpha}-u_{a} c_{\beta}\right)-\frac{1}{2} c_{\beta} u_{\alpha}\left(u_{\beta} c_{\alpha}-u_{a} c_{\beta}\right) \equiv-u_{a} u_{\beta} c_{a} c_{\beta}$.
$21=\frac{1}{2} u_{\gamma} b_{a}\left(b_{y} u_{a}-b_{a} u_{y}\right)$.
$22 \equiv-(a b u)(b c u) c_{a} r_{a} \equiv 0$ ．
$2: 3=-\frac{1}{2} c_{\beta} u_{a}\left(u_{\beta} c_{a}-u_{a} c_{\beta}\right)$.

```
\(24=u_{\gamma} b_{\gamma} b_{a} u_{a}\).
\(26=\frac{1}{2} b_{\gamma} b_{\alpha}(\gamma x \alpha)\).
\(27 \equiv(b c u) a_{\gamma} u_{\gamma}(c b u) a_{x}=-(b c u)^{2} \cdot a_{\gamma} a_{x} u_{\gamma} \equiv 0\).
\(28 \equiv(b c u) b_{\gamma}^{\prime} u_{\gamma}(c b u) b_{x}^{\prime}=-(b c u)^{2} \cdot b_{\gamma}^{\prime} u_{\gamma} b_{x}^{\prime} \equiv 0\).
\(29=(b c u) c_{\gamma} u_{\gamma}\left(b c^{\prime} u\right) c_{x}^{\prime}+(b c u) c_{\gamma}^{\prime} u_{\gamma}(c b u) c_{x}^{\prime}+(b c u) u_{\gamma}{ }^{2}\left(c c^{\prime} b\right) c_{x}^{\prime} \equiv 0\).
\(30 \equiv(b c a) b_{\boldsymbol{\gamma}} u_{\gamma} c_{x} a_{x}\).
\(31 \equiv(b c u)\left(b b^{\prime} . \gamma x\right) b_{\gamma}^{\prime} c_{x} \equiv \frac{1}{2}(\beta \gamma x)\left(u_{\beta} c_{\gamma}-u_{\gamma} c_{\beta}\right) c_{x}\).
\(33=-\frac{1}{2} c_{\beta}(\beta \gamma x) u_{y} c_{x}\).
\(35 \equiv-(a b c)(a b u) u_{\gamma} c_{\gamma} \equiv 0\).
\(36 \equiv(b c u) u_{\gamma} b_{\gamma}^{\prime}\left(c b^{\prime} b\right) \equiv-\frac{1}{2} c_{\beta} u_{\nu}\left(u_{\beta} c_{\gamma}-u_{\nu} c_{\beta}\right)\).
\(37 \equiv-(a b u)(b c u) c_{\gamma} a_{\gamma} \equiv 0\).
\(38=-\frac{1}{2} c_{\beta} u_{\gamma}\left(u_{\beta} c_{\gamma}-u_{\gamma} c_{\beta}\right) \equiv 0\).
\(39=u_{\boldsymbol{\gamma}} b_{\gamma^{\prime}} u_{\gamma^{\prime}} b_{\boldsymbol{\gamma}^{\prime}} \equiv-\left(u b \cdot \gamma \gamma^{\prime}\right)^{2} \equiv-\frac{4}{3} c_{\gamma^{2}}{ }^{2} \cdot(u b c)^{2}\).
\(42 \equiv 0\left(=u_{\beta}{ }^{2} \ldots-u_{\gamma}{ }^{2} \ldots\right)\).
\(43 \equiv y_{\beta}{ }^{2} \cdot b_{y} u_{y} b_{x}\).
\(45=-a_{\gamma} u_{\beta} \alpha_{\beta} u_{\gamma}\).
\(46=\left(c_{\beta} u_{y}-c_{\gamma} u_{\beta}\right) c_{\beta} u_{\gamma} c_{x} \equiv 0\).
\(49=\frac{1}{2} u_{a}(u c a)(u a b)\left(c_{a} b_{x}-c_{x} b_{a}\right) \equiv \frac{1}{2} u_{a}(u c a)(u a c) b_{a} b_{x}-\frac{1}{2} u_{a}(u b a)(u a b) c_{x} c_{\alpha} \equiv 0\).
\(50=(u c a)\left(a^{\prime} b^{\prime} u\right) b_{x}^{\prime}(b u a)\left(b c a^{\prime}\right)=(u c a)\left(a^{\prime} b^{\prime} u\right) b_{x}^{\prime}\left\{(b u c)\left(b a a^{\prime}\right)-\left(b u a^{\prime}\right)(b a c)\right\}\)
    \(=\frac{1}{2} b_{a}(b u c) b_{x}^{\prime}\left(u b^{\prime} c\right) u_{a}-(u c a)(b a c)\left(a^{\prime} b^{\prime} u\right)\left\{\left(b^{\prime} u a^{\prime}\right) b_{x}+\left(b b^{\prime} a^{\prime}\right) u_{x}+\left(b u b^{\prime}\right) a_{x}^{\prime}\right\}\)
    \(\equiv \frac{1}{2} u_{a} b_{a}\left(u b^{\prime} c\right)\left\{\left(b b^{\prime} c\right) u_{x}+\left(b u b^{\prime}\right) c_{x}\right\}-\frac{1}{2}\left(a^{\prime} b b^{\prime}\right)(u c a) u_{x}\left\{(a c b)\left(u a^{\prime} b^{\prime}\right)-\left(a c b^{\prime}\right)\left(u a^{\prime} b\right)\right\}\)
                                    \(+\frac{1}{2}\left(u b b^{\prime}\right)(u c a) a_{x}^{\prime}\left\{(a c b)\left(u a^{\prime} b^{\prime}\right)-\left(a c b^{\prime}\right)\left(u a^{\prime} b\right)\right\}\)
    \(\equiv \frac{1}{4} u_{x} u_{a} c_{\beta}\left(c_{\beta} u_{a}-c_{\alpha} u_{\beta}\right)-\frac{1}{4} u_{\beta} u_{\alpha} c_{x}\left(c_{\beta} u_{a}-c_{\alpha} u_{\beta}\right)-\frac{1}{4} a_{\beta}^{\prime} u_{x}(u c \boldsymbol{c})\left\{c_{\beta}\left(a u a^{\prime}\right)-a_{\beta}\left(c u a^{\prime}\right)\right\}\)
                                    \(+\frac{1}{4} u_{\beta} a_{x}^{\prime}(u c a)\left\{c_{\beta}\left(\alpha u a^{\prime}\right)-a_{\beta}\left(c u a^{\prime}\right)\right\}\)
    \(\equiv-\frac{1}{4} u_{x} \cdot c_{\alpha} c_{\beta} u_{a} u_{\beta}+\frac{1}{8} u_{x} u_{a} c_{\beta}\left(c_{\alpha} u_{\beta}-c_{\beta} u_{a}\right)+\frac{1}{4} u_{x} a_{\beta}^{\prime}(u c a)\left\{\left(c a a^{\prime}\right) u_{\beta}-\left(u a a^{\prime}\right) c_{\beta}\right\}\)
                                    \(-\frac{1}{8} u_{\alpha} u_{\beta} c_{\beta}\left(c_{a} u_{x}-c_{x} u_{a}\right)-\frac{1}{4} u_{\beta} a_{x}^{\prime}(u c a) \cdot\left\{\left(c a a^{\prime}\right) u_{\beta}-\left(u a a^{\prime}\right) c_{\beta}\right\}\)
    \(\equiv-\frac{1}{4} u_{x} \cdot c_{\alpha} c_{\beta} u_{\alpha} u_{\beta}+\frac{1}{8} u_{x} c_{a} c_{\beta} u_{\alpha} u_{\beta}+\frac{1}{8} u_{x} c_{a} u_{\beta}\left(c_{\alpha} u_{\beta}-c_{\beta} u_{a}\right)-\frac{1}{8} u_{x} c_{\beta} u_{a}\left(c_{a} u_{\beta}-c_{\beta} u_{a}\right)-\frac{1}{8} u_{x} \cdot c_{\alpha} c_{\beta} u_{\alpha} u_{\beta}\)
                                    \(+\frac{1}{8} u_{\alpha} u_{\beta} c_{\beta}\left(c_{\alpha} u_{x}-c_{x} u_{\alpha}\right)\)
    \(\equiv-\frac{1}{4} u_{x} \cdot c_{\alpha} c_{\beta} u_{\alpha} u_{\beta}+\frac{1}{8} u_{x} \cdot c_{\alpha} c_{\beta} u_{\alpha} u_{\beta}-\frac{1}{8} u_{x} \cdot c_{\alpha} c_{\beta} u_{\alpha} u_{\beta}-\frac{1}{8} u_{x} \cdot c_{a} c_{\beta} u_{\alpha} u_{\beta}-\frac{1}{8} u_{x} \cdot c_{a} c_{\beta} u_{a} u_{\beta}\)
                                    \(+\frac{1}{8} u_{x} \cdot c_{\alpha} c_{\beta} u_{\alpha} u_{\beta}\)
    \(\equiv-\frac{3}{8} u_{x} \cdot c_{a} c_{\beta} u_{a} u_{\beta}\).
\(51=\frac{1}{2} b_{a}\left(a^{\prime} b c\right) a_{x}^{\prime} \cdot\left(c_{a} u_{x}-c_{x} u_{a}\right)=\frac{1}{2}(a b c) a_{x} b_{a} c_{a} \cdot u_{x}-\frac{1}{2}(a b c) c_{x} a_{x} u_{a} b_{a}\).
\(52=\frac{1}{2} a_{\beta}(u c a) u_{x}^{\prime}\left(a_{\beta}^{\prime} c_{x}-a_{x}^{\prime} c_{\beta}\right) \equiv \frac{1}{2}\left(\alpha a^{\prime} . \beta x\right)(u c a) a_{\beta}^{\prime} c_{x} \equiv \frac{1}{4}(\alpha \beta x) c_{x}\left(c_{\alpha} u_{\beta}-c_{\beta} u_{\alpha}\right)\).
    Vol. XV. Part I.
\[
\begin{aligned}
& 5_{3}^{3} \equiv\left(a^{\prime} b c\right)(u c a) c_{x}^{\prime} \cdot\left\{\left(c^{\prime} a^{\prime} b\right) a_{x}+\left(c^{\prime} a a^{\prime}\right) b_{x}\right\} \equiv\left(b c^{\prime} a^{\prime}\right)(u c a) a_{x} \cdot\left\{\left(b c^{\prime} a^{\prime}\right) c_{x}+\left(b c c^{\prime}\right) a_{x}^{\prime}-\left(a^{\prime} c c^{\prime}\right) b_{x}\right\} \\
& +\frac{1}{2} c_{a}^{\prime} b_{x} c_{x}^{\prime}(u b c) c_{a} \\
& \equiv \frac{1}{-2} b_{\gamma} a_{x} a^{\prime} x\left\{(a u c)\left(a^{\prime} b c^{\prime}\right)-\left(a u c^{\prime}\right)\left(u^{\prime} b c\right)\right\}-\frac{1}{2} a_{\gamma}^{\prime} a_{x} b_{x}\left\{(a u c)\left(a^{\prime} b c^{\prime}\right)-\left(a u c^{\prime}\right)\left(a^{\prime} b c\right)\right\}+\frac{1}{2} c^{\prime} b_{x}(u b c)\left(c c^{\prime} \cdot \alpha x\right) \\
& \equiv \frac{1}{2} b_{\gamma}\left(l_{x} a_{x}^{\prime}\left\{u_{\gamma}\left(a a^{\prime} b\right)-a_{\gamma}\left(u u^{\prime} b\right)\right\}-\frac{1}{2} a v_{\gamma}^{\prime} u_{x} b_{x}\left\{u_{\gamma}\left(a a^{\prime} b\right)-a_{\gamma}\left(u a^{\prime} b\right)\right\}+\frac{1}{\frac{1}{2}}(\gamma \alpha x) b_{x}\left(b_{\gamma} u_{a}-b_{a} u_{\gamma}\right)\right. \\
& \equiv-\frac{1}{2} b_{\gamma} a_{x}\left(a a^{\prime} \cdot \gamma x\right)\left(u a^{\prime} b\right)-\frac{1}{4} b_{a} b_{x} u_{y}(\alpha x \gamma)+\frac{1}{2}\left(a a^{\prime} \cdot x \gamma\right) b_{x} a_{y}\left(u a^{\prime} b\right)+\frac{1}{4}(\gamma \alpha x) b_{\gamma} b_{x} u_{a}-\frac{1}{4}(\gamma \alpha x) b_{a} b_{x} u_{y} \\
& \equiv-\frac{1}{4} b_{y}(\alpha \gamma x)\left(b_{a} u_{x}-b_{x} u_{a}\right)-\frac{1}{2}(\gamma \alpha x) b_{a} b_{x} u_{\gamma}+\frac{1}{4}(\gamma \alpha x) b_{x}\left(b_{a} u_{\gamma}-b_{\gamma} u_{a}\right) \\
& +\frac{1}{4}(\gamma \alpha x) b_{\gamma} b_{x} u_{a}-\frac{1}{4}(\gamma \alpha x) b_{a} b_{x} u_{\gamma} \\
& \equiv \frac{1}{\frac{1}{4}}\left(\gamma \alpha^{\prime}\right) b_{\gamma} b_{\alpha} \cdot u_{x}-\frac{1}{4}\left(\gamma \alpha_{x}\right) b_{\gamma} b_{x} u_{\alpha}-\frac{1}{4}\left(\gamma \alpha_{c}\right) b_{a} b_{x} \|_{\gamma} . \\
& 54=-\frac{1}{2}(u c a) u_{a}(a b c) b_{a} \equiv \frac{1}{2}(b c u)(a b u) a_{a} c_{a} \equiv-\frac{1}{6} a_{a}{ }^{2} \cdot(b c u)^{2} .
\end{aligned}
\]
\[
\begin{aligned}
& -\frac{1}{4} u_{\alpha} c_{\beta}\left(c_{\alpha} u_{\beta}-c_{\beta} u_{\alpha}\right) \equiv-\frac{1}{2} c_{\alpha} c_{\beta} u_{a} u_{\beta} .
\end{aligned}
\]
56. Consider it under the form \((u b c)\left(u b^{\prime} c^{\prime}\right)\left(a b c^{\prime}\right)\left(a b^{\prime} c\right)\). This is given as example 2 of
\(\S\) II., where its value is written down. It is \(\equiv u_{\beta} u_{\gamma} a_{\beta} a_{\boldsymbol{\gamma}}\).
\(57=-\left(a^{\prime} b c\right) a_{x}^{\prime} b_{a} c_{a}\).
\(58=\frac{1}{2} a_{\beta}\left(a a^{\prime} c\right) c_{\beta} a_{x}^{\prime}=\frac{1}{4} c_{a}(\alpha \beta x) c_{\beta}\).
This completes the establishment of the fifth degree. We have arrived at all the forms written down on page 71 and no others.

Sixth degree.

We proceed now to shew that from
\[

\]

From \((501)_{1}=(a b c) a_{x} b_{a} c_{a} . \quad\) From \((501)_{2}=(\beta \gamma x) a_{\beta} a_{\gamma}\)
1. \((a b c)\left(\alpha a^{\prime} u\right) b_{a} c_{a} a^{\prime}{ }_{x} \equiv 0\).
3. \(\left(\beta \gamma, a^{\prime} u\right) a_{\beta} a_{\gamma} a^{\prime}{ }_{x} \equiv(611)_{1}\).
4. \((\beta \gamma, b u) a_{\beta} a_{\gamma} b_{x} \equiv(611)_{2}\).

From (520) \(=u_{\beta} u_{\gamma} c_{\beta}\left(e_{\gamma}\right.\).
5. \(\quad u_{\beta}^{\prime} a_{x}^{\prime} u_{\gamma} a_{\beta} a_{\gamma} \equiv(611)_{1}\).
6. \(c_{\beta}^{\prime} \beta^{c^{\prime}}{ }_{x} l_{\gamma} a_{\beta} a_{\gamma} \equiv(611)_{2}\).
7. \(a_{\beta}^{\prime} a_{\gamma}^{\prime} a_{\beta} a_{\gamma} \equiv(600)\).

From \(\quad(512)_{1}=(\beta \gamma x) a_{\beta} a_{x} \imath_{\gamma} . \quad\) From \(\quad(512)_{2}=(a b c) \alpha_{\beta} u_{\beta} b_{x} c_{x}\).

8．\(\left(\beta \gamma \cdot a^{\prime} u\right) a_{\beta} a_{x} a_{x}^{\prime} u_{y} \equiv 0\) ．
9．\(\left(\beta_{\gamma} . b u\right) a_{\beta} a_{x} b_{x} u_{\gamma} \quad \equiv 0\) ．
10．\((\beta \gamma, c u) a_{\beta} a_{x} c_{x} u_{\gamma} \quad \equiv 0\) ．
11．\((\beta \gamma x) a_{\beta}\left(\alpha a^{\prime} u\right) a_{x}^{\prime} u_{\gamma} \equiv(611)_{1}\) ．
12．\((\beta \gamma x) a_{\beta}(a b u) b_{x} u_{\gamma} \equiv 0\) ．
13．\((\beta \gamma x) a_{\beta}(\alpha c u) c_{x} u_{\gamma} \equiv(611)_{2}\) ．
14．\((\beta \gamma x) \alpha_{\beta} a_{x} a^{\prime}{ }_{\boldsymbol{\gamma}} a_{x}^{\prime} \equiv(603)_{1}\) ．
15．\((\beta \gamma x) a_{\beta} a_{x} b_{\gamma} b_{x} \quad=(603)_{2}\) 。
16．\(\left(\beta \gamma, a^{\prime} u\right) a_{\beta}\left(a \alpha^{\prime} u\right) u_{\gamma} \equiv(630)_{1}\) ．
17．\((\beta \gamma, b u) a_{\beta}(a b u) u_{\gamma} \equiv(630)_{2}\) ．
18．\((\beta \gamma \cdot c u) a_{\beta}(a c u) u_{\gamma} \equiv 0\) ．
19．\(\left(\beta \gamma \cdot a^{\prime} u\right) a_{\beta} a_{x} a_{\gamma}^{\prime} \equiv(611)_{1}\) ．
20．\((\beta \gamma, b u) a_{\beta} a_{x} b_{\gamma} \quad \equiv 0\) ．
21．\((\beta \gamma x) a_{\beta}\left(\alpha a^{\prime} u\right) a_{\gamma}^{\prime} \equiv(611)_{1}\) ．
22．\((\beta \gamma x) a_{\beta}(a b u) b_{\gamma} \equiv(611)_{z}\) 。

23．（abc）\(a_{\beta} u_{\beta}\left(a b^{\prime} u\right) c_{x} a_{x}^{\prime} \equiv 0\) ．
24．\((a b c) a_{\beta} u_{\beta}\left(b b^{\prime} u\right) c_{x} b_{x}^{\prime} \equiv 0\) ．
25．\(\quad(a b c) a_{\beta} u_{\beta}\left(b c^{\prime} u\right) c_{x} c^{\prime}{ }_{x} \equiv 0\) ．
26．\(\quad(a b c) a_{\beta} u_{\beta} b_{x}\left(c a^{\prime} u\right) a_{x}^{\prime} \equiv 0\) ．
27．\((a b c) a_{\beta} u_{\beta} b_{x}\left(c b^{\prime} u\right) b_{x}^{\prime} \equiv 0\) ．
28．\(\quad(a b c) a_{\beta} u_{\beta} b_{x}\left(c c^{\prime} u\right) c_{x}^{\prime} \equiv 0\) ．
29．\((a b c) a_{\beta} a_{\beta}^{\prime} a_{x}^{\prime} b_{x} c_{x} \quad \equiv(603)_{2}\) ．
30．\((a b c) a_{\beta} c_{\beta}^{\prime} b_{x} c_{x} \equiv(603)_{2}\) ．
31．\((a b c) a_{\beta} a_{\beta}^{\prime}\left(b a^{\prime} u\right) c_{x} \equiv 0\) ．
32．\((a b c) a_{\beta} c_{\beta}^{\prime}\left(b c^{\prime} u\right) c_{x} \equiv(611)_{2}\) 。
33．\((a b c) a_{\beta} a_{\beta}^{\prime} b_{x}\left(c a^{\prime} u\right) \equiv(611)_{2}\) ．
34．\((a b c) a_{\beta} c^{\prime}{ }_{\beta} b_{x}\left(c c^{\prime} u\right) \equiv 0\) ．
35．\(\quad(a b c) a_{\beta} u_{\beta}\left(b a^{\prime} u\right)\left(c a^{\prime} u\right) \equiv(630)_{2}\) 。
36．（abc）\(a_{\beta} u_{\beta}\left(b b^{\prime} u\right)\left(c b^{\prime} u\right) \equiv 0\) ．
37．\((a b c) a_{\beta} u_{\beta}\left(b c^{\prime} u\right)\left(c c^{\prime} u\right) \equiv(630)_{2}\) ．

From（512）\()_{3}(\beta \gamma x) c_{x} c_{\beta} u_{y}\).

38．（ \(\left.\beta \gamma \cdot a^{\prime} u\right) c_{x} c_{\beta} u_{\gamma} \alpha_{x}^{\prime} \equiv 0\) ．
39．\(\quad(\beta \gamma \cdot b u) c_{x} c_{\beta} u_{\gamma} b_{x} \equiv 0\) ．
40．\(\quad\left(\beta \gamma \cdot c^{\prime} u\right) c_{x} c_{\beta} u l_{\gamma} c_{x}^{\prime} \equiv 0\) ．
41．\((\beta \gamma x)(c a u) c_{\beta} u_{\gamma} \alpha_{x} \equiv 0\) ．
42．\((\beta \gamma x)(c b u) c_{\beta} u_{\gamma} b_{x} \equiv 0\) ．
43．\((\beta \gamma x)\left(c c^{\prime} u\right) c_{\beta} u_{\gamma} c_{x}^{\prime} \equiv 0\) ．
44．\((\beta \gamma x) c_{x} c_{\beta} a_{\gamma} a_{x} \equiv(603)_{2}\) ．
45．\((\beta \gamma x) c_{x} c_{\beta} b_{\gamma} b_{x} \equiv(603)_{3}\) ．

46．\(\left(\beta_{\gamma} \cdot a u\right) c_{x} c_{\beta} a_{\gamma} \equiv(611)_{2}\) ．
47．\((\beta \gamma . b u) c_{x} c_{\beta} b_{\gamma} \equiv 0\) ．
48．\((\beta \gamma x)(c a u) c_{\beta} l_{\boldsymbol{\gamma}} \equiv(611)_{2}\) 。
49．\((\beta \gamma x)(c b u) c_{\beta} b_{\gamma} \equiv 0\) ．
50．\(\quad(\beta \gamma, a u)(c a u) c_{\beta} u_{\gamma} \equiv(630)_{2}\) ．
51．\((\beta \gamma, b u)(c b u) c_{\boldsymbol{\beta}} u_{\gamma} \equiv(630)_{3}\) ．
52．\(\quad\left(\beta \gamma \cdot c^{\prime} u\right)\left(c c^{\prime} u\right) c_{\beta} u_{\gamma} \equiv 0\) ．
\(I=\frac{1}{2} u_{a^{\prime}}\left(c_{a^{\prime}} b_{x}-c_{x} b_{a^{\prime}}\right) b_{a} c_{a}\) and \(u_{a^{\prime}} c_{a^{\prime}} b_{a} b_{x} c_{a} \equiv u_{a^{\prime}} b_{x} c_{a}\left(b c, \alpha \alpha^{\prime}\right) \equiv \frac{1}{2} b_{x}\left(c u . \alpha \alpha^{\prime}\right)\left(b c, \alpha \alpha^{\prime}\right)\) ．
\[
\begin{aligned}
\mathbf{2} & \equiv(a b c) c_{a} b_{x}^{\prime}\left\{(u a b) b_{\alpha}^{\prime}+\left(a b^{\prime} b\right) u_{a}\right\} \equiv(a b c) b_{x}^{\prime} b_{a}^{\prime}\left\{(a b c) u_{a}+(u a c) b_{a}\right\}-\frac{1}{2} a_{\beta} c_{a} u_{a}\left(a_{\beta} c_{x}-a_{x} c_{\beta}\right) \\
& \equiv(u a c)(a b c) b_{a}^{\prime}\left(b b^{\prime} . \alpha x\right)+\frac{1}{2} c_{a} c_{\beta} u_{\beta} a_{x} u_{\alpha} \equiv \frac{1}{2}(\beta a x)(u a c)\left(a_{\beta} c_{\alpha}-a_{a} c_{\beta}\right)+\frac{1}{2} c_{a} c_{\beta} u_{\beta} a_{x} u_{a} \\
& \equiv \frac{1}{2} \left\lvert\, \begin{array}{lll}
u_{\beta} & u_{\alpha} & u_{x} \\
& a_{\beta} c_{a}+\frac{1}{2} c_{a} c_{\beta} a_{\beta} a_{x} u_{a} \equiv \frac{1}{2} u_{a} c_{\beta} a_{x} a_{\beta} c_{a}+\frac{1}{2} c_{a} c_{\beta} a_{\beta} a_{x} u_{a} \equiv c_{a} c_{\beta} a_{\beta} a_{x} u_{\alpha} \equiv(611)_{2} \\
& \left|\begin{array}{lll}
a_{\beta} & a_{\alpha} & a_{x} \\
c_{\beta} & c_{a} & c_{x}
\end{array}\right|
\end{array}\right.
\end{aligned}
\]
\(3=\left(a_{\beta}^{\prime} u_{\gamma}-a_{\gamma}^{\prime} u_{\beta}\right) a_{\beta} a_{\gamma} a_{x}^{\prime}\) and \(a_{\beta}^{\prime} u_{\gamma} a_{\beta} a_{\gamma} a_{x}^{\prime} \equiv u_{\gamma} a_{\beta} a_{x}^{\prime}\left(a a^{\prime} \cdot \gamma \beta\right) \equiv-\frac{1}{2}(\alpha \beta \gamma)(\alpha \beta x) u_{\gamma}\).
\(\Psi \equiv b_{\gamma} u_{\beta} a_{\beta} a_{\gamma} b_{x}\).
\[
\begin{aligned}
& 5 \equiv u_{x}^{\prime} u_{\gamma} u_{\beta}\left(a a^{\prime} \cdot \gamma \beta\right) \equiv-\frac{1}{2}(a \beta \gamma)(\alpha \beta x) u_{\gamma} \text {. } \\
& \bar{T} \equiv(\alpha \beta \gamma))^{2} . \quad \text { For }=\frac{1}{2}\left(a_{\beta}^{2} \cdot u_{\gamma}^{\prime}+u_{\gamma}^{2} u^{\prime} u_{\beta}^{2}\right)^{2}-\frac{1}{2}\left(u a^{\prime} \cdot \beta \gamma\right)^{2} . \\
& S=\left(u_{B}^{\prime} u_{Y}-a_{\gamma}^{\prime} u_{\beta}\right) u_{\beta} a_{x} a_{x}^{\prime} u_{Y} \equiv-u_{x} u_{\beta} u_{\beta}, u_{\gamma}^{\prime} u_{x}^{\prime} u_{Y} . \\
& 9 \equiv b_{\gamma}\left\|_{\beta}\right\|_{\gamma} a_{\beta} a_{x} l_{x} b_{x} \equiv a_{\beta} a_{x}\left\|_{\beta} . b_{\gamma} b_{x}\right\|_{\gamma} . \\
& 10 \equiv c_{\beta} a_{\beta} c_{x} l_{x} \cdot u_{\gamma}{ }^{3} . \\
& 11 \equiv \frac{1}{2}(\beta \gamma x) u_{a}(\alpha \beta x) u_{Y} \equiv-\frac{1}{2} u_{x}(\alpha \beta \gamma)(\gamma \alpha x) u_{\beta} . \\
& 12=u_{\beta} \quad u_{\gamma} \quad u_{x} \mid a_{\beta} b_{x} u_{y} \equiv u_{\beta}\left(a_{\gamma} b_{x}-a_{x} b_{\gamma}\right) a_{\beta} b_{x} u_{\gamma} \equiv b_{x}{ }^{2} \cdot u_{\beta} u_{\gamma} a_{\beta} a_{\gamma}-a_{x} a_{\beta} u_{\beta}, b_{\gamma} b_{x} u_{\gamma} . \\
& b_{\beta} \quad b_{\gamma} \quad b_{z} \\
& u_{\beta} u_{\gamma} u_{x} \\
& 15=a_{\beta} \quad a_{\gamma} \quad a_{x} \quad a_{\beta} c_{x} u_{\gamma} \equiv-c_{\beta}\left(a_{y} u_{x}-a_{x} u_{\gamma}\right) a_{\beta} c_{x} u_{\gamma} \equiv-u_{x} \cdot c_{\beta} a_{\beta} c_{x} a_{y} u_{\gamma}+u_{\gamma}{ }^{2} \cdot a_{x} c_{x} a_{\beta} c_{\beta} . \\
& \begin{array}{lll}
c_{B} & c_{y} & c_{x}
\end{array} \\
& "_{\beta} u_{\gamma} n_{x} \\
& 14 \equiv(\beta \gamma x) a_{\beta} a_{x}^{\prime}\left(a a^{\prime}, x \gamma\right) \equiv \frac{1}{2}(\beta \gamma x)(\gamma \alpha x)(\alpha \beta x) . \\
& 15=(003)_{2} \text {. } \\
& 16=\left(u^{\prime} u_{\gamma}-a_{\gamma}^{\prime} u_{\beta}\right)\left(a a^{\prime} u\right) \alpha_{\beta} u_{\gamma} \equiv-\frac{1}{2} u_{\alpha} u_{\beta} u_{\gamma}(\alpha \beta \gamma) . \\
& 17 \equiv(a b u) b_{Y} u_{\beta} \alpha_{\beta} u_{Y} . \\
& 18 \equiv c_{\beta} a_{\beta}(a c u) \cdot u_{r}{ }^{2} . \\
& 19 \equiv u_{\beta}^{\prime} u_{\gamma} a_{\beta} a_{x} a_{\gamma}^{\prime} \equiv a_{\beta}^{\prime} u_{\gamma} a_{x}\left(a \alpha^{\prime} \cdot \beta \gamma\right) \equiv \frac{1}{2}(\alpha \beta \gamma)(\alpha x \beta) u_{y} . \\
& { }^{2} 0 \equiv b_{\gamma}{ }^{2} \cdot u_{\beta} \alpha_{\beta} a_{x} . \\
& 21=\frac{1}{2}(\beta \gamma x)(\alpha \beta \gamma) u_{a} \text { 。 } \\
& \underline{2}=u_{\beta} \quad a_{\gamma} \quad a_{x} \mid a_{\beta} b_{\gamma} \equiv u_{\beta} a_{\gamma} b_{x} a_{\beta} b_{\gamma} . \\
& b_{\beta} \quad b_{\gamma} \quad b_{x} \text {; } \\
& \mu_{\beta} u_{y} u_{x} \\
& 23 \equiv(u b c) a_{\beta}^{\prime} u_{\beta}(b a u) c_{x} a_{x}^{\prime} \equiv(a b c)(b a u) c_{x} \cdot a_{\beta}^{\prime} u_{\beta} a_{x}^{\prime} . \\
& \left.\geq 4=(a b c) c_{x} b_{x}^{\prime} u_{\beta}^{\prime}\left(b^{\prime} u a\right) b_{\beta}+(u b a) b_{\beta}^{\prime}+\left(b b^{\prime} a\right) u_{\beta}\right)^{\prime} . \\
& 25 \equiv(a b c)(b a u) c_{\beta}^{\prime} \mu_{\beta} c_{x} c_{x}^{\prime} \equiv(a b c)(b a u) c_{x} \cdot c_{\beta}^{\prime} u_{\beta} c_{x}^{\prime} . \\
& 26 \equiv(a b c) u_{\beta} a_{x}^{\prime}\left\{\left(a^{\prime} u a\right) c_{\beta}+(u c a) a_{\beta}^{\prime}\right\} \equiv \frac{1}{2} u_{\alpha} u_{\beta} b_{x} c_{\beta}\left(c_{a} b_{x}-c_{x} b_{a}\right) \equiv-\frac{1}{2} b_{a} b_{x} u_{a} . c_{\beta} c_{x} u_{\beta} .
\end{aligned}
\]
\(2 S=\frac{1}{2} u_{Y} \alpha_{\beta} u_{\beta} b_{x}\left(b_{\gamma} a_{z}-b_{z} a_{\gamma}\right) \equiv \frac{1}{2} u_{\gamma} b_{\gamma} b_{x} \cdot u_{\beta} a_{\beta} a_{x}\).
\(29 \equiv(a b c) a_{\beta}^{\prime} b_{x} c_{x}\left(\alpha a^{\prime}, \beta x\right) \equiv \frac{1}{2}(\alpha \beta x)\left(c_{\alpha} b_{\beta}-c_{\beta} b_{\alpha}\right) b_{x} c_{x} \equiv-\frac{1}{2}(\alpha \beta x) c_{\beta} b_{a} b_{x} c_{x}\).
\(30 \equiv(a b c) a_{\beta} c^{\prime}{ }_{x} b_{x}\left(c c^{\prime} . x \beta\right) \equiv \frac{1}{2}(\beta \gamma x) \alpha_{\beta} \beta_{x}\left(b_{\gamma} a_{x}-b_{x} a_{\gamma}\right) \equiv \frac{1}{2}(\beta \gamma x) a_{\beta} b_{\gamma} a_{x} b_{x}\).
\(31 \equiv(a b c) u_{\beta} u_{\beta}^{\prime}\left(b a^{\prime} \alpha\right) c_{\alpha} \equiv-\frac{1}{2} b_{a} u_{\beta} c_{a}\left(c_{\alpha} b_{\beta}-c_{\beta} b_{a}\right) \equiv 0\).
\(32 \equiv(a b c)\left(a b c^{\prime}\right) c_{x} c_{\beta}^{\prime} u_{\beta} \equiv\left(c^{\prime} b_{c}\right)\left(a b c^{\prime}\right) c_{x} a_{\beta} u_{\beta}+\left(a b^{\prime} c\right)^{2} 。 c_{x} c_{\beta} u_{\beta} \equiv \frac{1}{2} b_{\gamma} a_{\beta} u_{\beta}\left(a_{\gamma} b_{x}-a_{x} b_{\gamma}\right) \equiv \frac{1}{2} a_{\beta} a_{\gamma} u_{\beta} b_{\gamma} b_{x}\).
\(33 \equiv\left(a b a^{\prime}\right) a_{\beta} c_{\beta} b_{x}\left(c a^{\prime} u\right) \equiv-\frac{1}{2} b_{a} c_{\beta} b_{z}\left(u_{a} c_{\beta}-u_{\beta} c_{a}\right) \equiv \frac{1}{2} c_{a} c_{\beta} u_{\beta} b_{x} b_{a}\).
\(34 \equiv \frac{1}{2} b_{z}^{u_{\gamma}}\left(b_{\gamma}^{\alpha_{\beta}}-b_{\beta} a_{\gamma}\right) a_{\beta} \equiv 0\).
\(35 \equiv(a b u) u_{\beta} c_{\beta}\left(b a^{\prime} u\right)\left(c a^{\prime} u\right) \equiv(a b u)\left(c a^{\prime} u\right) c_{\beta}\left\{(b a u) a_{\beta}^{\prime}+\left(b a^{\prime} c\right) u_{\beta}\right\} \equiv-\frac{1}{2} c_{\beta} u_{\beta} b_{\alpha}(b c u) u_{a}\).
\(36=\frac{1}{2} u_{\beta} a_{\beta^{\prime}} u_{\beta^{\prime}} c_{\beta^{\prime}}(u c a) \equiv \frac{1}{2}\left(\right.\) au, \(\left.\beta \beta^{\prime}\right) u_{\beta} c_{\beta^{\prime}}(u c a) \equiv 0\).
\(37 \equiv \frac{1}{2} u_{\gamma} a_{\beta} u_{\beta} b_{\gamma}(a u b)\).
\(38=\left(a_{\beta}^{\prime} u_{\gamma}-a_{\gamma}^{\prime} u_{\beta}\right) c_{x} c_{\beta} u_{\gamma} a_{x}^{\prime} \equiv u_{\gamma}^{2} \cdot a_{\beta} u_{x} c_{x} c_{\beta}-c_{x} c_{\beta} u_{\beta} \cdot a_{\gamma} a_{x} u_{\gamma}\).
\(39 \equiv b_{x} b_{\boldsymbol{\gamma}} u_{\gamma}, c_{\boldsymbol{\beta}} c_{x} u_{\beta}\).
\(40 \equiv u_{\gamma}{ }^{2} \cdot c_{\beta}^{\prime} c^{\prime}{ }_{x} c_{x} c_{\beta}\).
\(41=\left|\begin{array}{lll}c_{\beta} & c_{\gamma} & c_{x} \\ a_{\beta} & a_{\gamma} & a_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right| c_{\beta} u_{\gamma} a_{x} \equiv c_{x}\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right) c_{\beta} u_{\gamma} a_{x} \equiv-u_{\beta} c_{\beta} c_{x} \cdot u_{\gamma} a_{\gamma} a_{x}\).
\(42=\left|\begin{array}{ccc}c_{\boldsymbol{\beta}} & c_{\gamma} & c_{x}\end{array}\right| c_{\beta} u_{\gamma} b_{x} \equiv u_{\beta}\left(c_{\gamma} b_{x}-c_{x} b_{\gamma}\right) c_{\beta} u_{\gamma} b_{x} \equiv-c_{x} c_{\beta} u_{\beta} . b_{x} b_{\gamma} u_{\gamma}\). \(\begin{array}{lll}b_{\beta} & b_{\gamma} & b_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\)
\(48=\left|\begin{array}{lll}c_{\beta} & c_{\gamma} & c_{x} \\ c_{\beta}^{\prime} & c_{\gamma}^{\prime} & c_{x}^{\prime} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right| \begin{gathered}c_{\beta} c_{x} u^{\prime} \nu_{\gamma} \equiv c_{x}\left(c_{\beta}^{\prime} u_{\gamma}-c_{\gamma}^{\prime} u_{\beta}\right) c_{x}^{\prime} u_{\gamma} \equiv 0 . \\ \end{gathered}\)
\(46=\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right) c_{x} c_{\beta} a_{\gamma} \equiv a_{\beta} a_{\gamma} u_{\gamma} c_{x} c_{\beta}\).
\(48 \equiv b_{\gamma} u_{\beta} c_{x} c_{\beta} b_{\gamma} \equiv 0\).
\(48=\left|\begin{array}{ccc}c_{\beta} & c_{\gamma} & c_{x} \\ a_{\beta} & a_{\gamma} & a_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right| c_{\gamma} a_{\gamma} \equiv c_{x}\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right) c_{\beta} a_{\gamma} \equiv a_{\beta} a_{\gamma} c_{\beta} c_{x} u_{\gamma}\).
\(49=\left|\begin{array}{lll}c_{\beta} & c_{\gamma} & c_{x} \\ b_{\beta} & b_{\gamma} & b_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right|\)
\(50=\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right)(c a u) c_{\beta} u_{\gamma} \equiv-(c a u) u_{\beta} u_{\gamma} a_{\gamma} c_{\beta}\).
\(51 \equiv b_{\boldsymbol{\gamma}} u_{\boldsymbol{\beta}} c_{\beta} u_{\gamma}(c b u)\).
\(5 \mathbf{2} \equiv c_{\beta}^{\prime} c_{\beta}, u_{\gamma}{ }^{2}\left(c c^{\prime} u\right) \equiv 0\).
Thus justifying the system of the sixth degree.

\section*{Seventh degree.}

We proceed now to shew that from
we obtain
\[
\begin{aligned}
& (611)_{1}=(\alpha \beta \gamma)(\beta \gamma x) u_{\alpha}, \\
& (611)_{2}=a_{\beta} a_{\gamma} b_{\gamma} b_{x} u_{\beta}, \\
& (630)_{2}=(\alpha \beta \gamma) u_{a} u_{\beta} \|_{\gamma}, \\
& (630)_{2}=(a b u) u_{\beta} b_{\gamma} u_{\beta} u_{\gamma}, \\
& (630)_{3}=(b c u) u_{\beta} u_{\gamma} b_{\gamma} c_{\beta}, \\
& (603)_{1}=(\beta \gamma x)(\gamma \alpha x)(\alpha \beta x), \\
& (603)_{2}=(\beta \gamma x) a_{x} b_{x}\left(l_{\beta} b_{\gamma},\right. \\
& (603)_{3}=(\beta \gamma x) b_{x} c_{x} b_{\gamma} c_{\beta},
\end{aligned}
\]

From \((611)_{1}=(\alpha \beta \gamma)\left(\beta \gamma x^{2}\right) u_{a}\)
1. \((\alpha \beta \gamma)\left(\beta \gamma,(1 u) u_{\alpha} a_{x} \equiv(221)\right.\).
2. \((x \beta \gamma)(\beta \gamma, b u) u_{a} b_{x} \equiv(\tau \supseteq 1)\).
3. \((\alpha \beta \gamma)(\beta \gamma x) b_{a} b_{x} \equiv 0\).
4. \((\alpha \beta \gamma)(\beta \gamma, b u) b_{a} \equiv(710)_{1}\).

From \((630)_{1}=(\alpha \beta \gamma) u_{a} u_{\beta} u_{\gamma}\).
12. \((\alpha \beta \gamma) b_{a} b_{x} u_{\beta} u_{\gamma}=(721)\).

1:3. \((\alpha \beta \gamma) u_{\alpha} a_{\beta} a_{\gamma}=(710)_{1}\).

From (abut) \(a_{\beta} b_{\gamma} u_{\beta} u_{\gamma}=(630)_{2}\).
14. ( \(\left.a b a^{\prime}\right) u_{\beta} b_{y} u_{\beta} u_{\gamma} a_{x}^{\prime} \equiv(721)\).
15. \(\left(a b b^{\prime}\right) a_{\beta} b_{\gamma} u_{\beta} u_{\gamma} b_{x}^{\prime} \equiv 0\).
10. (abc) \(a_{\beta} b_{y} \|_{\beta} u_{\gamma} c_{x} \equiv 0\).
17. (abu) \(a_{B} b_{y} e_{\beta}^{\prime} u_{y} a_{x}^{\prime} \equiv(721)\).
18. (abu) \(a_{\beta} b_{\gamma} c_{\beta} u_{y} c_{x} \equiv 0\).
19. (abu) \(u_{\beta} b_{y} u_{\beta} a_{\gamma}^{\prime} a_{x}^{\prime} \equiv(710)_{1}\) and (721).
20. (abu) \(u_{\beta} b_{\boldsymbol{\gamma}}{ }^{k_{\beta}} b^{\prime}{ }_{\gamma} b^{\prime}{ }_{x} \equiv 0\).
21. ( \(\left.a b c^{\prime}\right) a_{\beta} b_{\gamma} a_{\beta}^{\prime} u_{y}\) vanishes.
22. (abc) \(a_{\beta} b_{\gamma} c_{\beta} u_{\gamma} \quad \equiv(710)_{2}\) 。
\(2: 3 . \quad\left(a b a^{\prime}\right) a_{\beta} b_{\gamma}{ }^{1}{ }_{\beta}\left(a_{\gamma}^{\prime} \quad \equiv(710)_{1}\right.\).
24 . ( \(\left.a b b^{\prime}\right) a_{\beta} b_{\gamma} u_{\beta} b_{\gamma}^{\prime}\) vanishes.
25. ( \(\quad\) bur) \(a_{\beta} b_{\gamma} a_{\beta}^{\prime} a_{\gamma}^{\prime} \equiv(710)_{1}\).

From \((603)_{2}=\left(\beta_{\gamma} x\right) a_{x} b_{x} \alpha_{\beta} b_{\gamma}\).
37. \(\left(\beta_{\gamma}, a^{\prime} u\right) a_{x}^{\prime} w_{x} b_{x} a_{\beta} b_{\gamma} \equiv 0\).
38. \(\left(\beta \gamma, b^{\prime} u\right) b_{x}^{\prime} u_{x} b_{x} u_{\beta} b_{\gamma} \equiv 0\).
39. \((\beta \gamma, c u) c_{x} a_{x} b_{x} u_{\beta} b_{y} \equiv 0\).
40. \(\left(\beta_{\gamma} \gamma\right)\left(a, u^{\prime} u\right) b_{x} a_{x}^{\prime} u_{\beta} b_{\gamma} \equiv 0\).
41. \(\left(\beta_{\gamma} \gamma^{\prime}\right)\left(a^{\prime} b^{\prime} u\right) b_{x} b_{x^{\prime}}{ }^{\prime} b^{\prime} b_{y} \equiv 0\).
42. \(\left(\beta_{\gamma} \mu x\right)(a c u) b_{x} c_{x} a_{\beta} b_{\gamma} \equiv 0\).
4.3. \(\left(\beta_{\gamma} \gamma\right) a_{x}\left(b u^{\prime} u\right) a_{x}^{\prime} \ell_{\beta} b_{\gamma} \equiv 0\).
44. \(\left(\beta_{\gamma} x\right) a_{x}\left(b b^{\prime} u\right) b_{x}^{\prime} u_{\beta} b_{y} \equiv 0\).
45. \((\beta \gamma x) a_{z}(b c u) c_{z} a_{\beta} b_{\gamma} \equiv 0\).

From \(a_{\beta} a_{\gamma} b_{\gamma} b_{x} u_{\beta}=(611)_{2}\) 。
5. \(\quad a_{\beta} a_{\gamma} b_{\gamma}\left(b a^{\prime} u\right) a_{x}^{\prime} u_{\beta} \equiv 0\).
6. \(\quad a_{\beta}\left(u_{\gamma} b_{\gamma}\left(b b^{\prime} u\right) b_{x}^{\prime} u_{\beta} \equiv 0\right.\).
7. \(a_{\beta} a_{\gamma} b_{\gamma}(b c r t) c_{x} u_{\beta} \equiv 0\).
8. \(a_{\beta} a_{\gamma} b_{\gamma} b_{x} a_{\beta}^{\prime} a^{\prime}{ }_{x} \equiv 0\).
9. \(a_{\beta} l_{\gamma} b_{\gamma} b_{x} c_{\beta} c_{x} \quad \equiv 0\).
10. \(\quad a_{\beta} a_{\gamma} b_{\gamma}\left(b a^{\prime} u\right) a_{\beta}^{\prime} \equiv(710)_{1}\).
11. \(\quad a_{\beta} l_{\gamma} b_{\gamma}(b c u) c_{\beta}=(710)_{\mu}\).

From \((630)_{3}=(b c u) u_{\beta} u_{\gamma} b_{\gamma} c_{\beta}\).
26. (bca) \(a_{x} u_{\beta} u_{\gamma} b_{\gamma} c_{\beta} \equiv(710)_{2}\).
27. (bcb') \(b_{x}^{\prime} u_{\beta} u_{\gamma} b_{\gamma} c_{\beta} \equiv 0\).
28. (bcu) \(a_{\beta} u_{\gamma} a_{x} b_{\gamma} c_{\beta} \equiv(710)_{2}\).
29. (bcc') \(c_{\beta}^{\prime} u_{y} c_{x}^{\prime} b_{y} c_{\beta} \equiv 0\).
30. (bca) \(a_{\beta}{ }^{2}{ }_{\gamma} b_{\gamma} c_{\beta} \equiv(710)_{2}\).
31. (bcc') \(c_{\beta}^{\prime} u_{\gamma} b_{\gamma} c_{\beta} \equiv 0\).
32. \((b c u) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}=(710)_{3}\).

From \((\beta \gamma x)(\gamma \alpha x)(\alpha \beta x)=(603)_{1}\).
33. \((\beta \gamma, a u)(\gamma \alpha x)(\alpha \beta x) \alpha_{x} \equiv 0\).
34. \((\beta \gamma . b u)(\gamma \alpha x)(\alpha \beta x) b_{x} \equiv 0\).
35. \(\quad(\beta \gamma x)(\gamma \alpha, u u)(\alpha \beta . a u) \equiv 0\).
36. \((\beta \gamma x)(\gamma \alpha\). \(b u)(\alpha \beta\). bu \() \equiv(721)\).
46. ( \(\beta \gamma\). \(\left.a^{\prime} u\right)\left(a a^{\prime} u\right) b_{x} a_{\beta} b_{y} \equiv(710)_{2}\) and (721).
47. \(\left(\beta \gamma \cdot b^{\prime} u\right)\left(a b^{\prime} u\right) b_{x} a_{\beta} b_{\gamma} \equiv 0\).
48. \(\quad(\beta \gamma, c u)(u c u) b_{x} a_{\beta} b_{\gamma} \equiv 0\).
49. ( \(\left.\beta \gamma \cdot a^{\prime} u\right) a_{x}\left(b a^{\prime} u\right) a_{\beta} b_{\gamma} \equiv(721)\).
50. \(\left(\beta \gamma, b^{\prime} u\right) a_{x}\left(b b^{\prime} u\right) a_{\beta} b_{\gamma} \equiv 0\).
51. \((\beta \gamma, c u) u_{x}(b c k) a_{\beta} b_{\gamma} \equiv(710)_{12}\).
52. \(\quad(\beta \gamma x)\left(a a^{\prime} u\right)\left(b a^{\prime} u\right) a_{\beta} b_{\gamma} \equiv(721)\).
53. \((\beta \gamma x)\left(a b^{\prime} u\right)\left(b b^{\prime} u\right) a_{\beta} b_{\gamma} \equiv 0\).
54. \((\beta \gamma x)(a c u)(b c u) \alpha_{\beta} b_{\gamma} \equiv 0\).

From \((\beta \gamma x) b_{x} c_{x} b_{y} c_{\beta}=(603)_{j_{3}}\).
55. \((\beta \gamma, a u) a_{x} b_{x} c_{x} b_{\gamma} c_{\beta} \equiv 0\).
60. \((\beta \gamma, a u)(b a u) c_{x} b_{\gamma} c_{\beta} \equiv 0\).
56. \(\quad\left(\beta \gamma, b^{\prime} u\right) b_{x}^{\prime} b_{x} c_{x} b_{\gamma} c_{\beta} \equiv 0\).
61. \(\left(\beta \gamma, b^{\prime} u\right)\left(b b^{\prime} u\right) c_{x} b_{\gamma} c_{\beta} \equiv 0\).
57. \((\beta \gamma x)(b a u) a_{x} c_{x} b_{\boldsymbol{\gamma}} c_{\boldsymbol{\beta}} \equiv 0\).
62. \(\left(\beta \gamma \cdot c^{\prime} u\right)\left(b c^{\prime} u\right) c_{x} b_{\gamma} c_{\beta} \equiv 0\).
58. \((\beta \gamma x)\left(b b^{\prime} u\right) c_{x} b^{\prime} b_{\gamma} c_{\boldsymbol{\gamma}} \equiv 0\).
63. \((\beta \gamma x)(\) baut \()(c a u) b_{\gamma} c_{\beta} \equiv 0\).
59. \((\beta \gamma x)\left(b c^{\prime} u\right) c_{x} c_{x}^{\prime} b_{\gamma} c_{\beta} \equiv 0\).
64. \((\beta \gamma x)\left(b b^{\prime} u\right)\left(c b^{\prime} u\right) b_{\gamma} c_{\beta} \equiv 0\).

\section*{Of these}
\[
\begin{aligned}
& 1=(\alpha \beta \gamma)\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right) u_{a}\left(l_{x} .\right. \\
& 2 \\
& \equiv(\alpha \beta \gamma) u_{\alpha} u_{\beta} b_{\gamma} b_{x} . \\
& 3 \equiv-(\gamma \alpha x)(\alpha \beta x) b_{\beta} b_{\gamma} \equiv 0 . \\
& 4 \equiv(\alpha \beta \gamma) u_{\beta} b_{\gamma} b_{\alpha} . \\
& 5 \equiv a_{\beta}^{\prime} a_{x}^{\prime} u_{\beta} \cdot a_{\gamma} b_{\gamma}(b a u) . \\
& 6 \equiv u_{\beta}^{2} \cdot c_{\gamma} b_{\gamma} b_{x}^{\prime}\left(b b^{\prime}(u) .\right. \\
& 7 \equiv c_{\beta} a_{\gamma} b_{\gamma}(b a u) c_{x} u_{\beta} \equiv a_{\gamma} b_{\gamma}(b a u) \cdot c_{x} c_{\beta} u_{\beta} . \\
& 8 \equiv a_{\beta}\left(a a^{\prime} \cdot \gamma \beta\right) b_{\gamma} b_{x}\left(a_{x}^{\prime} \equiv-\frac{1}{2}(\alpha \beta \gamma)(\alpha \beta x) b_{\gamma} b_{x} \equiv \frac{1}{2}(\beta \gamma x)(\gamma \alpha x) b_{a} b_{\beta} \equiv 0 .\right.
\end{aligned}
\]
9. For this consider \(\left(a b_{c}\right)^{2} \cdot(\beta \gamma x)^{2}=\left(a_{\beta} b_{\gamma} c_{x}-a_{\beta} b_{x} c_{\gamma}+a_{\gamma} b_{x} c_{\beta}-a_{\gamma} b_{\beta} c_{x}+a_{x} b_{\beta} c_{\gamma}-a_{x} b_{\gamma} c_{\beta}\right)^{2}\)
\[
\equiv\left(a_{\beta} b_{\gamma} c_{x}+a_{\gamma} b_{x} c_{\beta}-a_{x} b_{\gamma} c_{\beta}\right)^{2} \equiv 2 \alpha_{\beta}\left(c_{\gamma} b_{\gamma} c_{\beta} b_{x} c_{x}\right.
\]
\(10 \equiv u_{\beta}\left(l_{\gamma} b_{\gamma}\left(b a^{\prime} c t\right) a_{\beta}{ }^{\prime} \equiv-\frac{1}{2} u_{\beta} b_{\gamma} b_{a}(\alpha \gamma \beta)\right.\).
\(14=-\frac{1}{2}(\alpha \beta x) b_{\gamma} b_{a} u_{\beta} u_{\gamma} \equiv-\frac{1}{2}(\alpha \beta \gamma) b_{x} b_{\alpha} u_{\beta} u_{\gamma}\).
\(15 \equiv\left(u b b^{\prime}\right) a_{\beta} b_{\gamma}{ }^{\mu} \varepsilon_{\beta} u_{\gamma} b_{x}{ }^{\prime} \equiv 0\).
\(16 \equiv(u b c) u_{\beta} b_{\gamma} u_{\beta} c_{\gamma} c_{x} \equiv(u b a) c_{\beta} b_{\gamma}\left\|_{\beta}\right\|_{\gamma} c_{x}=(u b a) b_{\gamma} c_{\gamma} \cdot c_{\beta} u_{\beta} c_{x}\).
\(17 \equiv\left(a b a^{\prime}\right) a_{\beta} b_{\gamma} u_{\beta} u_{\gamma} a_{x}{ }^{\prime} \equiv-\frac{1}{2}(a \beta x) b_{\gamma} b_{a} u_{\beta} u_{\gamma} \equiv-\frac{1}{2}(\alpha \beta \gamma) b_{a} b_{x} u_{\beta} u_{\gamma}\).
\(18 \equiv(a b c) a_{\beta} b_{\gamma} u_{\beta} u_{\gamma} c_{x}=16 \equiv 0\).
\(19=(a b u) u_{\gamma} b_{\gamma} \cdot u_{\beta}\left(d_{\beta}{ }^{\prime} a_{x}{ }^{\prime}+\frac{1}{2}(\alpha \beta \gamma) b_{\gamma} u_{\beta}\left(u_{a} b_{x}-u_{x} b_{a}\right)\right.\).
\(20 \equiv(a b u) u_{\beta} u_{\beta} b_{\gamma}{ }^{\prime}\left(b b^{\prime} \cdot \gamma x\right)=\frac{1}{2}\left(u_{\beta^{\prime}} u_{\gamma}-u_{\gamma} u^{\prime} \beta^{\prime}\right)\left(\beta^{\prime} \gamma x\right) a_{\beta} u_{\beta} \equiv(\beta \gamma x) u_{\beta} u_{\gamma} \cdot u_{\beta^{2}}+\bar{\beta} \overline{\beta^{\prime}}\)
\(-(\beta \gamma x) \epsilon_{\beta} \|_{\gamma} \cdot u_{\beta^{2}}+\overleftrightarrow{\beta \beta^{\prime}} \equiv 0\).
\(22 \equiv(b c u) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}\).
\(23=-\frac{1}{2}(\alpha \beta \gamma) b_{\gamma} b_{a} u_{\beta}\).
\(25 \equiv\left(a b a^{\prime}\right) a_{\beta} b_{\gamma} \|_{\beta} a_{\gamma}^{\prime}\) or 23 .
\[
\begin{aligned}
26=(a b c) u_{\beta} u_{\gamma} u_{x} b_{\gamma} c_{\beta} & \equiv(u b c) a_{\beta} u_{\gamma} c_{\gamma} b_{\gamma} c_{\beta} \equiv u_{x}(a b c) u_{\beta} u_{\gamma} b_{\gamma} c_{\beta}+(u c a) c_{\beta} c_{\beta} \cdot b_{x} b_{\gamma} u_{\gamma}+\left(u b^{\prime}\right) a_{\beta} u_{\gamma} c_{x} b_{\gamma} c_{\beta} \\
& \equiv u_{x} \cdot(u b c) \alpha_{\beta} u_{\gamma} b_{\gamma} c_{\beta}+\left(c b_{u}\right) u_{\beta} u_{\gamma} u_{\gamma} \|_{\beta} c_{x} b_{\gamma} \equiv u_{x} \cdot(u b c) u_{\beta} c_{\gamma} b_{\gamma} c_{\beta}+(c b u) u_{\beta} u_{\gamma} a_{\beta} c_{x} b_{\gamma} \\
& \equiv u_{x} \cdot(u b c) u_{\beta}\left(l_{\gamma} b_{\gamma} c_{\beta}+(a b u) c_{\gamma} b_{\gamma} \cdot c_{\beta} u_{\beta} c_{x} \equiv u_{x} \cdot(u b c) a_{\beta}\left(u_{\gamma} b_{\gamma} c_{\beta},\right.\right.
\end{aligned}
\]
a reduction not at all obvious.
\[
\begin{aligned}
& 27 \equiv\left(b_{u} b^{\prime}\right) b_{x}^{\prime} c_{\beta} u_{y} b_{y} c_{B} \equiv 0 \text {. } \\
& \because 8 \equiv \because 6 \text { 。 } \\
& \xrightarrow[29]{ } \equiv\left(\text { ucc } c^{\prime}\right) c_{\beta}{ }^{\prime} b_{v_{c}} c_{x} b_{\jmath} c_{\beta} . \\
& 30 \text { 三( } 510) \text { 。。 } \\
& 31 \equiv b_{\gamma}{ }^{2} \cdot\left(u c c^{\prime}\right) c_{\beta} c_{\beta}^{\prime} .
\end{aligned}
\]
\[
\begin{aligned}
& \therefore 4 \equiv\left(\gamma \alpha x^{c}\right)(\alpha \beta x) b_{x} b_{\gamma} u_{\beta} \equiv(\gamma \alpha x)(\gamma \beta x) b_{x} b_{a} u_{\beta} \equiv\left(\gamma \beta, v^{v}\right) b_{a} b_{x}\left\{(\beta \boldsymbol{\alpha} x) u_{\gamma}+(\gamma \alpha \beta) u_{x}\right\} \\
& \equiv-(\alpha \beta \gamma)(\beta \gamma \alpha) b_{a} b_{x} \cdot u_{x}+(\alpha \beta x) u_{y} b_{x}(\beta \gamma \alpha) b_{x} \equiv(\gamma \alpha x)(\alpha \beta \cdot x) b_{\beta} b_{\gamma} \cdot u_{x} . \\
& 35 \equiv u_{a}{ }^{2} \cdot\left(\beta \gamma x^{2}\right) u_{\beta}{ }^{\left(u_{\gamma}\right.} . \\
& 36 \equiv(\beta \gamma, x)\left(b_{\gamma} u_{\alpha}-b_{a} u_{\gamma}\right) b_{a} u_{\beta} \equiv(\beta \gamma x) b_{\gamma} b_{a} u_{a} u_{\beta} \equiv(\beta \gamma \alpha) b_{\gamma} b_{x} u_{a} u_{\beta} . \\
& 37=\left(\omega_{\beta}^{\prime} \|_{\gamma}-\left(a_{y}^{\prime} u_{\beta}\right) a_{x} \alpha_{x}^{\prime} b_{x} a_{\beta} b_{\gamma}=u_{\gamma} b_{\gamma} b_{x} \cdot c_{\beta}^{\prime} a_{x}^{\prime}{ }^{\prime} \epsilon_{\beta} \ell_{x}-u_{\beta} \alpha_{\beta} l_{x} \cdot a_{\gamma}{ }^{\prime} a_{x}{ }^{\prime} b_{\gamma} b_{x} .\right. \\
& 38 \equiv b_{\gamma}{ }^{\prime} u_{\beta} b_{x}^{\prime} a_{x} b_{x} a_{\beta} b_{\gamma} \text { or } b_{x} b_{\gamma} b_{\gamma} b_{x}{ }^{\prime} \cdot u_{\beta} a_{\beta} a_{x} \text {. } \\
& 39 \equiv c_{\beta} u_{\gamma} c_{x} l_{x} b_{x} a_{\beta} b_{\gamma} \text { or } c_{\beta} c_{x} a_{\beta} a_{x} \cdot u_{\gamma} b_{\gamma} b_{x} \text {. } \\
& \mathbf{4 0}=\frac{1}{2}(\beta \gamma x)(\alpha \beta x) u_{a} b_{x} b_{\gamma} \equiv \frac{1}{2}(\beta \gamma x)(\gamma \beta x) \cdot u_{a} b_{a} b_{x} . \\
& 41=\left\lvert\, \begin{array}{lll}
a_{\beta} & u_{\gamma} & u_{x} \\
b_{\beta}^{\prime} & b_{\gamma}^{\prime} & b_{x}^{\prime} \\
u_{\beta} & u_{\gamma} & b_{x} b_{x}^{\prime} u_{\beta} b_{\gamma} \equiv u_{\beta}\left(a_{\gamma} b_{x}^{\prime}-\left(c_{x} b_{\gamma}^{\prime}\right) b_{x} b_{x}^{\prime} a_{\beta} b_{y} \equiv-a_{x} a_{\beta} u_{\beta}, b_{y} b_{\gamma}{ }^{\prime} b_{x} b_{x}^{\prime} .\right. \\
\hline
\end{array}\right. \\
& 4 \mathscr{L}=\left|\begin{array}{lll}
a_{\beta} & a_{\gamma} & a_{x}
\end{array}\right| b_{x} c_{x} a_{\beta} b_{\gamma} \equiv-c_{\beta}\left(a_{\gamma} u_{x}-a_{x} u_{\gamma}\right) b_{x} c_{x} a_{\beta} b_{\gamma} \equiv-a_{\beta} a_{\gamma} b_{\gamma} c_{\beta} b_{x} c_{x}+a_{\beta} c_{\beta} a_{x} c_{x} \cdot u_{\gamma} b_{\gamma} b_{x} \equiv 0 \\
& \begin{array}{llll}
c_{\beta} & c_{y} & c_{x}
\end{array} \\
& u_{B} u_{y} u_{x}
\end{aligned}
\]
\[
\begin{aligned}
& 44 \equiv u_{\beta}\left(b_{\gamma} b_{x}{ }^{\prime}-b_{\gamma}{ }^{\prime} b_{x}\right) a_{x} b_{x}{ }^{\prime}{ }^{\prime}{ }_{\beta} b_{\gamma} \equiv-u_{\beta} a_{\beta} a_{x} \cdot\left(b_{y} b_{x}{ }^{\prime}-b_{\gamma}{ }^{\prime} b_{x}\right) b_{\gamma} b_{x}{ }^{\prime} . \\
& 45=b_{\beta} \quad b_{\gamma} \quad b_{x} \mid a_{x} c_{x} c_{\beta} b_{\gamma} \equiv b_{x}\left(c_{\beta} u_{\gamma}-c_{\gamma} u_{\beta}\right) a_{x} c_{x} u_{\beta} b_{\gamma} \equiv b_{x} b_{\gamma} u_{\gamma}, c_{\beta} a_{\beta} c_{x} a_{x} . \\
& \begin{array}{ccc}
c_{\beta} & c_{y} & c_{x}
\end{array} \\
& u_{\beta} u_{\gamma} u_{x} \\
& 46=\left(u_{\beta}^{\prime} u_{\gamma}-u_{\gamma}^{\prime} u_{\beta}\right)\left(\omega a^{\prime} u\right) b_{x} u_{\beta} b_{\gamma}=-\frac{1}{2}(\alpha \beta \gamma) u_{\alpha} u_{\beta} b_{x} b_{\gamma} \equiv-\frac{1}{2}(x \beta \gamma) u_{\alpha} u_{\beta} b_{\alpha} b_{\gamma} \\
& \equiv-\frac{1}{2}\left\{(\alpha \beta \gamma) u_{\beta} b_{\gamma} b_{a} \cdot u_{x}+(x \beta \alpha) u_{\beta} u_{\gamma} b_{a} b_{\gamma}\right\} \\
& \equiv-\frac{1}{2}(\alpha \beta \gamma) u_{\beta} b_{\gamma} b_{\alpha} \cdot u_{x}+\frac{1}{2}(\alpha \beta \gamma) u_{\beta} u_{\gamma} b_{a} b_{x} \equiv(710)_{1} \text { and (721). } \\
& 47 \equiv b_{\gamma}^{\prime} u_{\beta}\left(c b^{\prime} \prime t\right) b_{x}\left(l _ { \beta } b _ { \gamma } \equiv ( b b ^ { \prime } \cdot x \gamma ) ( c b ^ { \prime } u ) b _ { \gamma } u _ { \beta } u _ { \beta } \equiv \frac { 1 } { 2 } ( \beta x \gamma ) \left(u_{\beta}\left(e_{\gamma}-u_{\beta} u_{\gamma}\right) a_{\beta} u_{\beta} .\right.\right. \\
& 48 \equiv c_{\beta} \|_{\gamma}(a c u) b_{x}{ }^{\prime \prime} b_{\beta} b_{y} \text { or ( }(a c u) u_{\beta} c_{\beta} \cdot u_{y} b_{y} b_{x} \text {. } \\
& 49=\left(w_{\beta}^{\prime} \|_{\gamma}-u_{\gamma}^{\prime} u_{\beta}\right)\left(b a^{\prime} u\right) u_{x} u_{\beta} b_{\gamma} \equiv\left(b a^{\prime} a\right) u_{\beta} u_{\beta}^{\prime} u_{\gamma} a_{x} b_{\gamma}-u_{\beta} a_{\beta} u_{x} . a_{\gamma} b_{\gamma}\left(b a a^{\prime} u\right) \\
& \equiv-\frac{1}{2} b_{\alpha}(\alpha x \beta) u_{\beta} u_{\gamma} b_{\gamma} \equiv-\frac{1}{2}(\alpha \gamma \beta) b_{a} b_{x} u_{\beta} u_{\gamma} . \\
& \left.50 \equiv b_{\gamma}{ }^{\prime} u_{\beta} u_{x}\left(b b^{\prime} t\right)\right) u_{\beta} b_{\gamma} \equiv b_{\gamma}{ }^{\prime} u_{\beta} u_{x}\left(b b^{\prime} c t\right) u_{\beta} b_{\gamma} . \\
& 51 \equiv c_{\beta} \nu_{\gamma}(b c u) a_{x} l_{\beta} b_{\gamma} \equiv c_{\theta} u_{\gamma}(b c a) a_{x}{ }^{\alpha} b_{\gamma} \text { or } 26 . \\
& 52=\frac{1}{2} u_{\alpha}(\beta \gamma x)\left(u_{\alpha} b_{\beta}-u_{\beta} b_{\alpha}\right) b_{\gamma} \equiv-\frac{1}{2}(\beta \gamma x) u_{\alpha} u_{\beta} b_{\gamma} b_{a} \equiv-\frac{1}{2}(\alpha \beta \gamma) u_{\alpha} u_{\beta} b_{\gamma} b_{x} . \\
& 53=\frac{1}{2} u_{\beta}\left(\beta_{\gamma} x\right)\left(u_{\beta} u_{\gamma}-u_{\gamma} u_{\beta}\right) u_{\beta} .
\end{aligned}
\]
\(54=b_{\beta} \quad b_{\gamma} \quad b_{x}:(a c u) a_{\beta} b_{\gamma} \equiv b_{x}\left(c_{\beta} u_{\gamma}-c_{\gamma} u_{\beta}\right)(a c u) a_{\beta} b_{\gamma} \equiv(a c u) c_{\beta} a_{\beta} \cdot b_{x} b_{\gamma} u_{\gamma}-(a c u) a_{\beta} c_{\gamma} u_{\beta} b_{x} b_{\gamma}\).
\(\begin{array}{lll}c_{\beta} & c_{y} & c_{x}\end{array}\)
\(u_{\beta} u_{y} u_{x}\)
\(5 \check{5}=\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right) a_{x} b_{x} c_{x} b_{\gamma} c_{\beta}=c_{\beta} a_{\beta} c_{x} a_{x} \cdot b_{x} b_{\gamma} u_{\gamma}-a_{\gamma} b_{\gamma} a_{x} b_{x} \cdot u_{\beta} c_{x} c_{\beta}\).
\(56 \equiv b_{\gamma}{ }^{\prime} u_{\beta} b_{x}{ }^{\prime} b_{x} c_{x} b_{y} c_{\beta}=c_{x} c_{\beta} u_{\beta}, b_{y} b_{\gamma}{ }^{\prime} b_{x} b_{x}{ }^{\prime}\).
\(\check{5} 7=\left|\begin{array}{l}b_{\beta} \\ b_{\gamma}\end{array} \quad b_{x}\right| a_{x} c_{x} b_{\gamma} c_{\beta} \equiv b_{x}\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right) a_{x} c_{x} b_{\gamma} c_{\beta} \equiv a_{x} l_{\beta} c_{\beta} c_{x} \cdot b_{x} b_{\gamma} u_{\gamma}-a_{\gamma} b_{\gamma} a_{x} b_{x} \cdot u_{\beta} c_{\beta} c_{x}\).
\[
\left|\begin{array}{lll}
a_{\beta} & a_{\gamma} & a_{x} \\
u_{\beta} & u_{\gamma} & u_{x}
\end{array}\right|
\]
\(58=\frac{1}{2} u_{\beta^{\prime}}(\beta \gamma x)\left(\beta^{\prime} \gamma^{x}\right) c_{x} c_{\beta} \equiv 0\).
\(59=\left|\begin{array}{lll}b_{\beta} & b_{\gamma} & b_{x} \\ c_{\beta}^{\prime} & c_{\gamma}{ }^{\prime} & c_{x}{ }^{\prime} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right| c_{x} c_{x}{ }^{\prime} b_{\gamma} c_{\beta} \equiv b_{x}\left(c_{\beta}{ }^{\prime} u_{\gamma}-c_{\gamma}{ }^{\prime} u_{\beta}\right) c_{x} c_{x}{ }^{\prime} b_{\gamma} c_{\beta} \equiv b_{x} b_{\gamma}{ }^{2} \chi_{\gamma} \cdot c_{\beta}{ }^{\prime} c_{x} c_{\beta} c_{\beta} c_{x}\).
\(60=\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right)(b a u) c_{x} b_{\gamma} c_{\beta}=(b a u) c_{x} b_{\gamma} c_{\beta} c_{\beta} u_{\gamma}-u_{\beta} c_{\beta} c_{x} .(b a u) b_{\gamma} a_{\gamma} \equiv(b a c) c_{x} b_{\gamma} u_{\beta}\left(l_{\beta} u_{\gamma}\right.\) \(\equiv(b u c) c_{x} b_{\gamma} u_{\beta} a_{\beta} d_{\gamma} \equiv(b u a) c_{x} b_{\gamma} u_{\beta} c_{\beta} c_{\gamma} \equiv(b u a) b_{y} a_{\gamma} \cdot c_{x} u_{\beta} c_{\beta}\).
\(61 \equiv b_{\gamma}{ }^{\prime} u_{\beta}\left(b b^{\prime} u\right) c_{x} b_{\gamma} c_{\beta} \equiv b_{\gamma}{ }_{\gamma} u_{\beta}\left(b b^{\prime} c\right) c_{x} b_{\gamma} u_{\beta}\), which vanishes.
\(62 \equiv c_{\beta}{ }^{\prime} u_{\gamma}\left(b c^{\prime} u\right) c_{x} b_{\gamma} c_{\beta} \equiv c_{\beta}{ }^{\prime} u_{\gamma}\left(b c^{\prime} c\right) c_{x} b_{\gamma} u_{\beta} \equiv b_{\gamma}{ }^{2} \cdot\left(u c^{\prime} c\right) c_{\beta}{ }^{\prime} c_{x} b_{\gamma} u_{\beta}\).
\(63=\left|\begin{array}{ccc}b_{\beta} & b_{\gamma} & b_{x} \\ a_{\beta} & a_{\gamma} & a_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right| \begin{gathered}(c a u) b_{\gamma} c_{\beta} \equiv b_{x}\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right)(c a u) b_{\gamma} c_{\beta} \equiv b_{\gamma} b_{x} u_{\gamma}(c a u) c_{\beta} a_{\beta}-(c a u) c_{\beta} b_{\gamma} a_{\gamma} u_{\beta} b_{x} \\ u_{\beta} \\ \equiv-(a b c) u_{\beta} u_{\gamma} a_{\gamma} b_{x} c_{\beta} \equiv-(c u b) a_{\beta} u_{\gamma} a_{\gamma} b_{x} c_{\beta} \equiv-(c u c) a_{\beta} u_{\gamma} b_{\gamma} b_{x} c_{\beta} \\ \\ \equiv u_{\gamma} b_{\gamma} b_{x} \cdot c_{\beta} a_{\beta}(c a u) \equiv 0 .\end{gathered}\)
\(64 \equiv(\beta \gamma x)\left(b b^{\prime} c\right)\left(c b^{\prime} u\right) b_{\gamma} u_{\beta} \equiv \frac{1}{2} c_{\beta^{\prime}}(\beta \gamma x)\left(u_{\beta} c_{\gamma}-c_{\beta} u_{\gamma}\right) u_{\beta} \equiv 0\).
The seventh degree is therefore established.

Eighth, ninth and tentle degree. End of the system.

We proceed now to shew that from
\((710)_{1}=(\alpha \beta \gamma) a_{\beta} a_{\gamma} \mu_{\alpha}\),
\((710)_{2}=(b c a) a_{\beta}\left(a_{\gamma} b_{\gamma} c_{\beta}\right.\),
(721) \(=(\alpha \beta \gamma) b_{\alpha} b_{x} u_{\beta} u_{\gamma}\),
and thence
\[
(911)=a_{\beta} c_{\gamma} b_{\gamma} b_{a} c_{a} c_{x} c_{\beta},
\]
\((801)_{1}=(\beta \gamma x) b_{\gamma} c_{\beta} b_{a} c_{a}\),
\((801)_{z}=\left(a^{\prime} b c\right) a_{\beta} a_{y} b_{y} c_{\beta} a_{x}^{\prime}\),
(812) \(=\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta x) u_{\alpha}\)
and thence
\((10.1 .0)=b_{\gamma} c_{\beta} b_{a} c_{\alpha} u_{a^{\prime}}\left(\alpha^{\prime} \beta \gamma\right)\),
we obtain
and that this is the end of the system.
\[
\text { From }(710)_{1}=(\alpha \beta \gamma) a_{\beta} a_{\gamma} u_{a} .
\]
1. \((\alpha \beta \gamma) a_{\beta} c_{\gamma} b_{a} b_{x} \equiv(801)_{1}\).
\[
\text { From }(710)_{2}=(b c u) \alpha_{\beta} a_{\gamma} b_{\nu} c_{\beta}
\]
2. \(\left(a^{\prime} b c\right) a_{x}^{\prime} a_{\beta} a_{\gamma}{ }_{\gamma} b_{\gamma} c_{\beta}=(801)_{2}\).
3. \(\left(b c b^{\prime}\right) b_{x}{ }^{\prime} \alpha_{\beta} a_{\gamma} b_{\gamma} c_{\beta} \equiv 0\).
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t. \((\alpha \beta \gamma) b_{\alpha}\) (bucu) \(a_{x}\left\|_{\beta}\right\|_{\gamma} \equiv 0\).
5. \((\alpha \beta \gamma) b_{a}\left(b b^{\prime} u\right) b_{x}^{\prime} u_{\beta} u_{\gamma} \equiv 0\).
6. \((x \beta \gamma) b_{a}(b c u) c_{x} u_{\beta} u_{\gamma} \equiv 0\).
7. \((\alpha \beta \gamma) b_{a} b_{x}\left(l_{\beta} l_{\gamma} u_{x} \equiv(801)_{1}\right.\) 。
9. \((\alpha \beta \gamma) b_{a} b_{x} u_{\beta} l_{\gamma} d_{x} \equiv 0\).
10. \((\alpha \beta \gamma) b_{a} b_{x} u_{\beta} b_{\gamma}{ }^{\prime} b_{x}{ }^{\prime} \equiv(812)\).
11. \((\alpha \beta \gamma) b_{\alpha}\left(\right.\) bau) \(u_{\beta} u_{\gamma} \equiv 0\).
12. \((a \beta \gamma) b_{a}(b c u) c_{\beta} u_{\gamma} \equiv 0\).
13. \((\alpha \beta \gamma) b_{a}\left(\right.\) baut \(u_{\beta}\left(l_{\gamma} \equiv 0\right.\).
S. \(\quad(\alpha \beta \gamma) b_{a} b_{x} c_{\beta} u_{\gamma} c_{x} \equiv 0\).
14. \(\quad(\alpha \beta \gamma) b_{\alpha}\left(b b^{\prime} u\right) u_{\beta} b_{\gamma}^{\prime} \equiv 0\).
15. \((\alpha \beta \gamma) b_{a} b_{x}{ }^{[l}{ }_{\beta} a_{y} \equiv(\mathrm{SO1})_{3}\).

From \((S 01)_{1}=(\beta \gamma x) b_{\gamma} c_{\beta} b_{a} c_{a}\).
16. (3ү. (14) \(a_{x} b_{\gamma} c_{\beta} b_{a} c_{\alpha} \equiv(911)\).
17. \(\left(\beta \gamma, b^{\prime} u\right) b_{x}{ }^{\prime} b_{\gamma} c_{\beta} b_{a} c_{a} \equiv 0\).

From \((801)_{2}=\left(a^{\prime} b c\right) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta} a_{x}{ }^{\prime}\).
18. \(\left(a^{\prime} b c\right) a_{\beta} u_{\gamma} b_{\gamma} c_{\beta}\left(a^{\prime} a^{\prime \prime} u\right) a_{x}^{\prime \prime} \equiv(911) . \quad\) 19. ( \(\left.a^{\prime} b c\right) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}\left(a^{\prime} b^{\prime} u\right) b_{x}^{\prime} \equiv 0\).

From \((81 \mathcal{2})=\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta x) u_{a^{\prime}}\).
20. \(\left(\alpha^{\prime} \beta \gamma\right)\left(\gamma \alpha_{x}\right)(\alpha \beta, a u) a_{x} l_{\alpha^{\prime}} \equiv 0\).
24. \(\quad\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta . b u) b_{a^{\prime}} \equiv 0\).
21. \(\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta . b u) b_{x}{ }^{11 a^{\prime}} \equiv 0\).
25. \(\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta . c u) c_{\alpha^{\prime}} \equiv 0\).
22. \(\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta \cdot c u) c_{x}{ }^{\prime \prime} \alpha^{\prime} \equiv 0\).
26. \(\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha . u u)(\alpha \beta . a u) u_{a^{\prime}} \equiv 0\).
23. \(\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta x) b_{a} b_{x} \equiv 0\).
27. \(\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha . b u)(\alpha \beta . b u) u_{a^{\prime}} \equiv 0\).
\[
\text { From }(911)=a_{\beta} a_{\gamma} b_{\gamma} b_{a} c_{a} c_{x} u_{\beta} .
\]
28. \(\quad a_{\beta} a_{y} b_{y} b_{a} c_{a} c_{x} a_{\beta}^{\prime} a_{x}^{\prime} \equiv 0\).
32. \(u_{\beta} c_{\gamma} b_{\gamma} b_{a} c_{a}\left(c c^{\prime} u\right) c_{x}^{\prime} u_{\beta} \equiv 0\).
29. \(\quad a_{\beta} c_{y} b_{\gamma} b_{a} c_{\alpha} c_{x} c_{\beta}{ }^{\prime} c_{x}^{\prime} \equiv 0\).
33. \(a_{\beta}\left(c_{\gamma} b_{\gamma} b_{a} c_{a}\left(c a^{\prime} u\right) a_{\beta}{ }^{\prime} \equiv 0\right.\).
30. \(a_{\beta} c_{\gamma} b_{\gamma} b_{\alpha} c_{a}\left(c u^{\prime} u\right) a_{x}^{\prime} u_{\beta} \equiv 0\).
34. \(\quad a_{\beta}\left(a_{\gamma} b_{\gamma} b_{a} c_{a}\left(c c^{\prime} v\right) c_{\beta} \equiv(10.1 .0)\right.\).
31. \(a_{\beta} l_{y} b_{\gamma} b_{a} c_{a}\left(c b^{\prime} u\right) b_{x}^{\prime} u_{\beta} \equiv 0\).
\[
\text { From }(10.1 .0)=\left(\alpha^{\prime} \beta \gamma\right) b_{\gamma} c_{\beta} b_{a} c_{a} l_{a^{\prime}} .
\]
33. \(\quad\left(\alpha^{\prime} \beta \gamma\right) b_{\gamma} c_{\beta} b_{a} c_{a} b_{a^{\prime}}{ }^{\prime} b_{x}\).

Of these
\(I \equiv(\alpha \beta x) a_{\beta}\left(c_{\gamma} b_{a} b_{\gamma}\right.\) or say \((\beta \gamma x) b_{a} c_{a} b_{\gamma} c_{\beta}\).
\(3 \equiv\left(b a b^{\prime}\right) b_{z}{ }^{\prime} d_{\gamma} b_{\gamma} \cdot c_{\beta}{ }^{2}\).

\(a_{a} a_{\beta} a_{\gamma}\)
\(1 u_{\alpha} u_{\beta} u_{\gamma}\)
\(\bar{J}=\frac{1}{2}\left(\alpha \beta_{\gamma}\right)\left(\beta^{\prime} \alpha c\right) u_{\beta} \cdot u_{\beta} u_{\gamma} \equiv \frac{1}{2} u_{\beta^{\prime}} \cdot(\alpha \beta \gamma)(\beta \alpha s) u_{\gamma}+\widetilde{\beta \beta^{\prime}}\).
\[
\begin{aligned}
6= & \begin{array}{lll}
b_{\alpha} & b_{\beta} & b_{\gamma} \\
c_{\alpha} & c_{\beta} & c_{\gamma} \\
& u_{\alpha} & u_{\beta}
\end{array} u_{\gamma}
\end{aligned} \left\lvert\, \begin{aligned}
& a \\
& c_{x} u_{\beta} u_{\gamma} \equiv b_{\gamma}\left(c_{\alpha} u_{\beta}-c_{\beta} u_{\alpha}\right) b_{a} c_{x} u_{\beta} u_{\gamma} \equiv-c_{\beta} u_{\beta} c_{x} \cdot u_{a} b_{a} b_{\gamma} u_{\gamma}
\end{aligned}\right.
\]
7. Making one cyclical change forward this becomes
\[
\begin{aligned}
(\alpha \underbrace{\beta \gamma}_{\gamma}) b_{\gamma} c_{\beta} u_{a} b_{x} c_{x} & \equiv({ }^{\beta} \underbrace{\beta \gamma}) b_{\gamma} c_{\beta} u_{a} b_{a} c_{x} \equiv u_{x} \cdot(\underbrace{\alpha \beta \gamma) b_{\gamma} c_{\beta} b_{a} c_{x}}+\left({ }^{\prime} c_{\gamma}\right) b_{a} b_{\gamma} \cdot u_{\beta} c_{\beta} c_{x}+(\underbrace{\beta \alpha)} b_{\gamma} c_{\beta} u_{\gamma} b_{a} c_{x} \\
& \equiv u_{x} \cdot(x \beta \gamma) b_{\gamma} c_{\beta} b_{a} c_{\alpha}+(\gamma \beta \alpha) b_{x} c_{\beta} u_{\gamma} b_{a} c_{x} \equiv u_{x} \cdot(x \beta \gamma) b_{\gamma} c_{\beta} b_{a} c_{a}+(\gamma \beta x) b_{x} c_{\beta} u_{\gamma} b_{\alpha} c_{a} \\
& \equiv u_{x} \cdot(x \beta \gamma) b_{\gamma} c_{\beta} b_{a} c_{a}+(\alpha \beta x) c_{a} c_{\beta} \cdot b_{x} b_{\gamma} u_{\gamma} \equiv u_{x}(x \beta \gamma) b_{\gamma} c_{\beta} b_{a} c_{a} \text { (cf. 26, p. 54) }
\end{aligned}
\]
\[
8 \equiv(x \beta \gamma) b_{\alpha} b_{x} c_{\beta} u_{\gamma} c_{a} \equiv(x \beta \alpha) c_{\beta} c_{\alpha} \cdot b_{\gamma} u_{\gamma} b_{x}
\]
\[
9 \equiv(\alpha \beta x) b_{a} b_{\gamma} u_{\beta} a_{\gamma} a_{x} \equiv(\alpha \gamma x) b_{\alpha} b_{\gamma} \cdot u_{\beta} a_{\beta} a_{x}
\]
\[
10 \equiv(\alpha \beta \gamma)\left(b b^{\prime}, \alpha x\right) b_{x} u_{\beta} b_{\gamma}^{\prime} \equiv \frac{1}{2}(\alpha \beta \gamma)\left(\beta^{\prime} \alpha x\right)\left(\beta^{\prime} x \gamma\right) u_{\beta}
\]
\[
11=\left|\begin{array}{ccc}
b_{a} & b_{\beta} & b_{\gamma} \\
a_{a} & a_{\beta} & a_{\gamma} \\
u_{\alpha} & u_{\beta} & u_{\gamma}
\end{array}\right| b_{\alpha} a_{\beta} u_{\gamma} \equiv u_{\alpha}\left(b_{\beta} a_{\gamma}-b_{\gamma} a_{\beta}\right) b_{a} a_{\beta} u_{\gamma} \equiv b_{\beta} b_{a} a_{\beta} u_{\gamma} u_{a} a_{\gamma} \equiv 0
\]
\[
12=\left\lvert\, \begin{array}{rrr|r}
b_{\alpha} & b_{\beta} & b_{\gamma} & b_{a} c_{\beta} u_{\gamma} \equiv b_{\gamma}\left(c_{a} u_{\beta}-c_{\beta} u_{a}\right) b_{a} c_{\beta} u_{\gamma} \equiv u_{\beta} u_{\gamma} b_{\gamma} b_{a} c_{a} c_{\beta} \equiv \frac{1}{2}(\alpha \beta \gamma)^{2} \cdot\left(u b_{c}\right)^{2} \\
c_{\alpha} & c_{\beta} & c_{\gamma} & \text { For }\left(u b_{\gamma}\right)^{2} \cdot(\alpha \beta \gamma)^{2}=\left(u_{\alpha} b_{\beta} c_{\gamma}-u_{\alpha} b_{\gamma} c_{\beta}+u_{\beta} b_{\gamma} c_{\alpha}-u_{\beta} b_{\alpha} c_{\gamma}+u_{\gamma} b_{\alpha} c_{\beta}-u_{\gamma} b_{\beta} c_{\alpha}\right)^{2} \\
u_{\alpha} & u_{\beta} & u_{\gamma} & \equiv\left(-u_{\alpha} b_{\gamma} c_{\beta}+u_{\beta} b_{\gamma} c_{\alpha}+u_{\gamma} b_{a} c_{\beta}\right)^{2} \equiv 2 u_{\beta} u_{\gamma} b_{\gamma} b_{a} c_{a} c_{\beta}
\end{array}\right.
\]
\[
13=\left\lvert\, \begin{array}{rrr|r}
b_{\alpha} & b_{\beta} & b_{\gamma} & b_{a} u_{\beta} u_{\gamma} \equiv b_{\gamma}\left(a_{a} u_{\beta}-a_{\beta} u_{a}\right) b_{\alpha} u_{\beta} u_{\gamma} \equiv-u_{a} u_{\beta} a_{\beta} a_{\gamma} b_{\gamma} b_{\alpha} \equiv-\frac{1}{2}(u a b)^{2} \cdot(\alpha \beta \gamma)^{2} \\
a_{a} & a_{\beta} & a_{\gamma} & \text { For }(u a b)^{2}(\alpha \beta \gamma)^{2}=\left(u_{a} u_{\beta} b_{\gamma}-u_{\alpha} a_{\gamma} b_{\beta}+u_{\beta} a_{\gamma} b_{a}-u_{\beta} a_{a} b_{\gamma}+u_{\gamma} a_{a} b_{\beta}-u_{\gamma} a_{\beta} b_{a}\right)^{2}
\end{array}\right.
\]
\[
\equiv\left(u_{a} a_{\beta} b_{\gamma}+u_{\beta} a_{\gamma} b_{a}-u_{\gamma} a_{\beta} b_{a}\right)^{2} \equiv 2 u_{a} u_{\beta} a_{\beta} a_{\gamma} b_{\gamma} b_{a}
\]
\[
14=\frac{1}{2}(\alpha \beta \gamma) u_{\beta^{\prime}}\left(\beta^{\prime} \alpha \gamma\right) u_{\beta}=\frac{1}{2} u_{\beta^{2}}^{2} \cdot(\alpha \beta \gamma)(\beta \alpha \gamma)+\widehat{\beta \beta^{\prime}}
\]
\[
15 \equiv(\alpha \beta x) b_{a} b_{\gamma} a_{\beta} a_{\gamma} \equiv(801)_{1}
\]
\[
16=\left(a_{\beta} u_{\gamma}-a_{\gamma} u_{\beta}\right) a_{x} b_{\gamma} c_{\beta} b_{\alpha} c_{\alpha}=a_{x} a_{\beta} c_{\beta} c_{\alpha} b_{z} b_{\gamma} u_{\gamma}-a_{x} a_{\gamma} b_{\gamma} b_{a} c_{a} c_{\beta} u_{\beta}
\]
\[
\text { both represented by } c_{x} c_{a} b_{a} b_{\gamma} c_{\gamma} \alpha_{\beta} u_{\beta} \text { or (911). }
\]
\[
\begin{aligned}
& 17 \equiv b_{\gamma}{ }^{\prime} u_{\beta} b_{x} b_{\gamma} c_{\beta} b_{\alpha} c_{\alpha} \equiv b_{\gamma}^{\prime} u_{\beta} c_{\beta} b_{\alpha} c_{\alpha}\left(b b^{\prime} \cdot \gamma x\right) \equiv\left(\beta^{\prime} \alpha \gamma\right)\left(\beta^{\prime} \gamma x\right) u_{\beta} c_{\beta} c_{a} \equiv\left(\beta^{\prime} \alpha \gamma\right)(\alpha \gamma x) u_{\beta} c_{\beta} c_{\beta^{\prime}} \\
& \equiv(\beta \alpha \gamma)(\alpha \gamma x) u_{\beta} \cdot c_{\beta^{\prime 2}}+\overparen{\beta \beta^{\prime}}
\end{aligned}
\]
\[
18=\frac{1}{2} u_{\alpha} a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}\left(c_{a} b_{x}-c_{x} b_{a}\right)=\frac{1}{2} b_{x} b_{\gamma} a_{\gamma} a_{\beta} c_{\beta} c_{a} u_{a}-\frac{1}{2} c_{x} c_{\beta} a_{\beta} a_{\gamma} b_{\gamma} b_{a} u_{\alpha}
\]
\[
19=\{(b^{\prime} b \underbrace{\prime}) a_{x}^{\prime}+\left(a^{\prime} b^{\prime} c\right) b_{x}+\left(a^{\prime} b b^{\prime}\right) c_{x}\} a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}\left(a^{\prime} b^{\prime} u\right) \equiv\left\{\left(a^{\prime} b^{\prime} c\right) b_{x}+\left(a^{\prime} b b^{\prime}\right) c_{x}\right\} a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}\left(a^{\prime} b^{\prime} u\right)
\]
\[
\equiv\left(a^{\prime} b b^{\prime}\right) c_{x} a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}\left(a^{\prime} b^{\prime} u\right)+\left(a^{\prime} b^{\prime} c\right) b_{x} a_{\beta} a_{\gamma} b_{\gamma}\left\{\left(c b^{\prime} u\right) a_{\beta}^{\prime}+\left(a^{\prime} b^{\prime} c\right) u_{\beta}\right\}
\]
\[
\equiv \frac{1}{2} a_{\beta^{\prime}} c_{x} a_{\beta} a_{\gamma} c_{\beta}\left(u_{\beta} u_{\gamma}^{\prime}-u_{\gamma}\left(a_{\beta^{\prime}}^{\prime}\right)+\left(a^{\prime} b^{\prime} c\right)\left(c b^{\prime} u\right) a_{\beta} b_{\gamma}\left(\alpha a^{\prime} \cdot \gamma \beta\right) b_{x}\right.
\]
\[
\equiv \frac{1}{2}\left(\alpha a^{\prime} \cdot \gamma \beta^{\prime}\right) a_{\beta} a_{\gamma}^{\prime} c_{x} c_{\beta} u_{\beta^{\prime}}+\frac{1}{2}(\alpha \gamma \beta)\left(b_{\alpha}^{\prime} c_{\beta}-b_{\beta}{ }^{\prime} c_{a}\right)\left(c b^{\prime} u\right) b_{\gamma} b_{x}
\]
\[
\equiv \frac{1}{4}\left(\alpha \gamma \beta^{\prime}\right)(\alpha \beta \gamma) c_{x} c_{\beta} u_{\beta^{\prime}}-\frac{1}{2}(\alpha \beta \gamma) b_{a}^{\prime} c_{\beta} b_{\gamma}\left(c b^{\prime} u\right) b_{x}
\]
\[
\equiv \frac{1}{4}(\alpha \gamma \beta)(\alpha \beta \gamma) \cdot c_{x} c_{\beta^{\prime}} u_{\beta^{\prime}}+\widetilde{\beta \beta^{\prime}}-\frac{1}{2}\left|\begin{array}{lll}
c_{\alpha} & c_{\beta} & c_{\gamma} \\
b_{a}{ }^{\prime} & b_{\beta}{ }^{\prime} & b_{\gamma}{ }^{\prime} \\
u_{\alpha} & u_{\beta} & u_{\gamma}
\end{array}\right| b_{\gamma} b_{\alpha}{ }^{\prime} c_{\beta} b_{x} \equiv \frac{1}{2} b_{\gamma}{ }^{\prime}\left(c_{a} u_{\beta}-c_{\beta} u_{\alpha}\right) b_{\gamma} c_{\beta} b_{a}{ }^{\prime} b_{x}
\]
\[
\equiv \frac{1}{2} b_{\gamma}^{\prime} b_{a}^{\prime} c_{a} c_{\beta} u_{\beta} b_{\gamma} b_{x} \equiv \frac{1}{2}\left(b b^{\prime} . x \gamma\right) b_{\alpha}{ }^{\prime} c_{\alpha} c_{\beta} u_{\beta} b_{\gamma} \equiv \frac{1}{2}\left(\beta^{\prime} x \gamma\right)\left(\beta^{\prime} \gamma \alpha\right) c_{\alpha} c_{\beta} u_{\beta}
\]
\[
\equiv \frac{1}{2}(\gamma \alpha x)(\beta^{\prime} \underbrace{\gamma \alpha}) c_{\beta^{\prime}} c_{\beta} u_{\beta} \equiv \widetilde{\beta \beta}^{\prime} \equiv 0
\]
\[
\begin{aligned}
& \because 2 \equiv\left(\alpha^{\prime} \beta \gamma\right)\left(\gamma \alpha x^{\prime}\right)\left(_{\beta}\left\|_{a}\right\|_{x} \|_{a^{\prime}} \equiv u_{a^{3}} .(\alpha \beta \gamma)(\gamma \alpha x) \alpha_{\beta}\left(l_{x}+\alpha \alpha^{\prime} .\right.\right. \\
& 21 \equiv\left(\alpha^{\prime} \beta \gamma\right)\left(\gamma \alpha^{\prime} x^{\prime}\right) b_{a} b_{x} u_{\beta} u_{\alpha^{\prime}} \equiv \frac{1}{2}(\alpha \beta \gamma)\left(\gamma \alpha_{x}\right) u_{\beta} . b_{a^{\prime}} b_{x} u_{a^{\prime}}+\frac{1}{2}\left(\alpha^{\prime} \beta \alpha\right)\left(\gamma \alpha x^{\prime}\right) b_{\gamma} b_{x} u_{\beta^{\prime}} u_{\alpha^{\prime}} .
\end{aligned}
\]
\[
\begin{aligned}
& 2 \Omega \equiv\left(\alpha^{\prime} \beta x\right)(\gamma \alpha x)(\alpha \beta x) b_{a} b_{y} \equiv \alpha \alpha^{\prime}+(\alpha^{\prime} \underbrace{x})(\gamma \alpha x)\left(\alpha^{\prime} \beta x\right) b_{a} b_{\gamma} . \\
& 24 \equiv\left(\alpha^{\prime} \beta \gamma\right)\left(\gamma \alpha x^{\prime}\right) b_{\alpha} u_{\beta} b_{\alpha^{\prime}} \equiv(\alpha \beta \gamma)\left(\gamma \alpha x^{\prime}\right) u_{\beta}, b_{\alpha^{2}}+\alpha \alpha^{\prime} . \\
& \imath \check{y}=\left(l^{\prime} \beta \gamma\right)\left(\gamma \alpha x^{\prime}\right)\left(c_{\alpha} u_{\beta}-c_{\beta} u_{\alpha}\right) c_{\alpha^{\prime}} \equiv \overline{\alpha \alpha^{\prime}}+(\alpha \beta \gamma)(\gamma \alpha x) u_{\beta} . c_{\alpha^{2}}-\overline{\alpha \alpha^{\prime}}-\left(\alpha^{\prime} \beta \gamma\right)\left(\gamma \alpha^{\prime} x\right) c_{\beta} u_{\alpha} c_{\alpha} \\
& \equiv-\left(\alpha^{\prime} \beta \gamma\right)\left(\gamma \alpha^{\prime} \beta\right) \cdot c_{x} H_{a} c_{a}-(\alpha^{\prime} \underbrace{\beta \gamma})(\gamma \beta x) c_{a^{\prime} \mu_{a} c_{a}} \equiv{\widetilde{\alpha \alpha^{\prime}}}^{\prime} \equiv 0 .
\end{aligned}
\]
\(26 \equiv\left(\alpha^{\prime} \beta \gamma\right) a_{\gamma} \underbrace{\prime U_{a}\left(l_{\beta} U_{a} U_{a}{ }_{a}{ }^{\prime} .\right.}\)
\(2 T \equiv\left(\alpha^{\prime} \beta \gamma\right)\left(b_{\gamma^{\prime}} u_{a}-b_{a} u_{\gamma}\right) b_{\alpha} u_{\beta} u_{a^{\prime}} \equiv\left(\alpha^{\prime} \beta \gamma\right) b_{\gamma} b_{a} u_{\alpha} u_{\beta} u_{a^{\prime}} \equiv \widetilde{\alpha \alpha^{\prime}} \equiv 0\).
\(\underline{2} S \equiv c_{\gamma} b_{\gamma} b_{a} c_{a} c_{x} l_{\beta}^{\prime}\left(a c d^{\prime} \cdot \beta x\right) \equiv \frac{1}{2}\left(\alpha^{\prime} \beta x\right)\left(\alpha^{\prime} \gamma \beta\right) b_{\gamma} b_{a} c_{a} c_{x} \equiv \frac{1}{2}\left(\alpha^{\prime} \beta \gamma\right)\left(\alpha^{\prime} \gamma \beta\right) . b_{x} b_{a} c_{\alpha} c_{x}\)
\[
+\frac{1}{2}(\gamma \beta x)\left(\alpha^{\prime} \gamma \beta\right) b_{a} b_{a} c_{a} c_{x} \equiv b_{a^{2}} \cdot(\gamma \beta x)(\alpha \gamma \beta) c_{a} c_{x}+\overrightarrow{\alpha \alpha^{\prime}} .
\]
\(29 \equiv a_{\beta}\left(l_{\gamma} b_{\gamma} b_{a} c_{a} c_{x}^{\prime}\left(c c^{\prime} \cdot x \beta\right) \equiv \frac{1}{2}\left(\beta \gamma^{\prime} a\right) a_{\beta}\left(a_{\gamma} b_{\gamma} b_{a}\left(\gamma^{\prime} \alpha x\right) \equiv \frac{1}{2} \gamma \gamma^{\prime}+\frac{1}{2}(\beta \gamma x) a_{\beta} a_{\gamma} \cdot b_{\gamma} b_{a}\left(\gamma^{\prime} \alpha x\right)\right.\right.\).
\(30 \equiv c_{\beta} a_{\gamma} b_{\gamma} b_{a} c_{a}\left(a a^{\prime} u\right) u_{x}^{\prime} u_{\beta}+a_{\gamma} b_{\gamma} b_{a} c_{\alpha}(c u u) \cdot c_{\beta}^{\prime} u_{x}^{\prime} u_{\beta}+a_{\gamma} b_{\gamma} b_{\alpha} c_{\alpha}\left(c a^{\prime} a\right) a_{x}^{\prime} \cdot u_{\beta}^{2}\)
\[
\equiv \frac{1}{2} u_{a^{\prime}}\left(\alpha^{\prime} \gamma x\right) c_{\beta} b_{\gamma} b_{\alpha} c_{a} u_{\beta} \equiv \frac{1}{2}(\alpha \gamma x) b_{\gamma} b_{\alpha} \cdot c_{\beta} c_{\alpha^{\prime}} u_{\beta} u_{a^{\prime}}+\widetilde{\alpha \alpha^{\prime}} .
\]
\(31=a_{\beta}\left(c_{\gamma} b_{\gamma} b_{\alpha} c_{\alpha}\left(c b^{\prime} u\right) b_{x}{ }^{\prime} u_{\beta} \equiv a_{\beta} a_{\gamma} u_{\gamma} u_{\beta} . b_{a} c_{\alpha} b_{x}^{\prime}\left(c b^{\prime} b\right)+a_{\beta} c_{\gamma} b_{\gamma}{ }^{\prime} b_{\alpha} c_{\alpha} b_{x}{ }^{\prime} u_{\beta}(c b u) \equiv a_{\beta} a_{\gamma} b_{\gamma}{ }^{\prime} b_{x}{ }^{\prime} u_{\beta} . b_{a} c_{a}(c b u)\right.\).
\(: 32=\frac{1}{2} u_{\gamma}(\gamma^{\prime} \alpha \underbrace{x}) a_{\beta} a_{\gamma} b_{\gamma} b_{a} u_{\beta} \equiv \gamma \gamma^{\prime}+\frac{1}{2}\left(\gamma \alpha_{x}\right) b_{\gamma} b_{a} \cdot a_{\gamma} a_{\beta} a_{\beta} u_{\gamma^{\prime}}\).

\(\equiv \frac{1}{2}\left(\alpha^{\prime} \gamma \beta\right) u_{\gamma} b_{a} c_{a}\left(b_{a} c_{\beta}-b_{\beta} c_{\alpha}\right) \equiv \frac{1}{2}\left(\alpha^{\prime} \gamma \beta\right) u_{\gamma} b_{a^{\prime}} c_{\beta} c_{\alpha} b_{a} \equiv \frac{1}{2} b_{a^{\prime 2}} .(\alpha \gamma \beta) c_{a} c_{\beta} u_{\gamma}+\alpha \alpha^{\prime}\).
\(: 34=\frac{1}{2} u_{\gamma^{\prime}}\left(\gamma^{\prime} \alpha \beta\right) a_{\gamma} b_{\gamma} a_{\beta} b_{a}\).
\(35 \equiv(\alpha \beta \gamma) b_{\gamma} c_{\beta} b_{a} c_{a} b_{a^{\prime}}{ }^{\prime} b_{x} \equiv(\alpha \beta \gamma) b_{\gamma} c_{\beta} b_{a^{\prime}}{ }^{\prime} c_{\alpha} b_{x} b_{a^{\prime}}{ }^{\prime}+\left(b b^{\prime} . \alpha^{\prime} x\right)(\alpha \beta \gamma) b_{\gamma} b_{a^{\prime}}{ }^{\prime} c_{\beta} c_{a}\)
\[
\equiv \frac{1}{2}\left(\beta^{\prime} \alpha^{\prime} x\right)\left(\beta^{\prime} \gamma \alpha^{\prime}\right)(\alpha \beta \gamma) c_{\beta} c_{\alpha} \equiv-\frac{1}{2}\left(\beta^{\prime} \alpha^{\prime} x\right) c_{\beta^{\prime}} c_{\alpha^{\prime}} \cdot(\alpha \beta \gamma)^{2} .
\]

This completes the system.
§ V. Forms reducible on multiplication by \(u_{x}\) are
(303) for \(u_{x} \cdot(a b c) a_{x} b_{x} c_{x}=(b c u) b_{x} c_{x} \cdot a_{x}{ }^{2}+(c a u) c_{x} u_{x} \cdot b_{x}{ }^{2}+(a b u) a_{x} b_{x} \cdot c_{x}{ }^{2} \cdot\)
\((421)_{3}\) for \(u_{x} \cdot\left(a^{\prime} b c\right)(\) ucu \()(u a b) a_{x}^{\prime}=a_{x}^{2} \cdot(b c u)(c u u)(\) cubu \()+(c a u)^{2} \cdot(\) (abut \() u_{x} b_{x}\)
\[
+(a b u)^{2} \cdot(c c u) c_{x} a_{x}+u_{a}{ }^{2} \cdot(b c u) b_{x} c_{x}-\frac{1}{2} u_{x}\left\{(b c u) b_{a} u_{a} c_{x}+(b c u) c_{a} u_{a} b_{x}\right\} .
\]
(501) for \(u_{x} \cdot(a b c) a_{x} b_{a} c_{\alpha}=(a b c) a_{x} b_{x} u_{a} c_{a}+(a b c) a_{x} c_{x} u_{a} b_{a}\)

(512) \()_{2}\) for \(u_{x}\), (abc) \(a_{\beta} u_{\beta} b_{x} c_{x}=a_{x}\left(l_{\beta} u_{\beta} .(b c u) b_{x} c_{x}+b_{x}{ }^{2} \cdot(c u u) a_{\beta} u_{\beta} c_{x}+c_{x}{ }^{2} \cdot(a b u) a_{\beta} u_{\beta} b_{x}\right.\).
(611) \()_{2}\) for \(u_{x} \cdot a_{\beta} a_{\gamma} b_{\gamma} b_{x} u_{\beta} \equiv \frac{1}{2}(a b u)^{2} .(\beta \gamma x)^{2}\), save for products.
\((630)_{3}\) for \(u_{x} \cdot(\alpha \beta \gamma) u_{\alpha} u_{\beta} u_{\gamma}=u_{\alpha}^{2} \cdot \cdot(\beta \gamma x) u_{\beta} u_{\gamma}+u_{\beta}{ }^{2} \cdot(\gamma \alpha x) u_{\gamma} u_{a}+u_{\alpha}{ }^{2} \cdot(\alpha \beta x) u_{a} u_{\beta}\).
(630), for \(u_{x} \cdot(a b u t) \alpha_{\beta} b_{\gamma} u_{\beta} u_{\gamma}=-(a b u)^{2} \cdot(\beta \gamma x) u_{\beta} u_{\gamma}\)
\[
+u_{\beta}{ }^{2} \cdot\left\{(a b u) u_{\gamma}\left(a_{\gamma} b_{x}-(a b u) a_{\gamma} b_{\gamma} a_{x}\right\}-u_{\gamma}{ }^{2} \cdot(a b u) a_{\beta} u_{\beta} b_{x} .\right.
\]
\((630)_{3}\) for \(u_{x} \cdot(b c u) u_{\beta} u_{\gamma} b_{\gamma} c_{\beta}=-(b c u)^{2} \cdot(\beta \gamma x) u_{\beta} u_{\gamma}+(b c u) b_{\gamma} c_{x} u_{\gamma} \cdot u_{\beta}^{2}+(b c u) c_{\beta} b_{x} u_{\beta} \cdot u_{\gamma}{ }^{2} \cdot\)
\((603)_{2}\) for \(u_{x} \cdot(\beta \gamma x) a_{x} b_{x} u_{\beta} b_{\gamma}=-(\beta \gamma x)^{2} \cdot(a b u) a_{x} b_{x}-a_{x}^{2} \cdot(\beta \gamma x) b_{x} b_{\gamma} u_{\beta}\)
\[
+b_{x}^{2}\left\{(\beta \gamma x) \epsilon_{x} l_{\gamma} \|^{u_{\beta}}-(\beta \gamma x) \alpha_{x}\left(c_{\beta} u_{y}\right\} .\right.
\]
\((603)_{3}\) for \(u_{x} \cdot(\beta \gamma x) b_{x} c_{x} b_{\gamma} c_{\beta}=-(\beta \gamma x)^{2} \cdot(b c u) b_{x} c_{x}+(\beta \gamma x) c_{\beta} c_{x} u_{y} \cdot b_{x}{ }^{2}+(\beta \gamma x) b_{y} b_{x} u_{\beta} \cdot c_{x}{ }^{2}\).
(710) \()_{2}\) for \(u_{x} \cdot(\alpha \beta \gamma) u_{\beta}\left(l_{\gamma} u_{\alpha}=(\alpha \beta \gamma) u_{a} u_{\beta} u_{x} a_{\gamma}+(\alpha \beta \gamma) u_{\gamma} u_{a} u_{x} u_{\beta}-(\alpha \beta x) u_{\alpha} u_{\beta} \cdot u_{\gamma}{ }^{2}\right.\)
\[
-(\gamma \alpha x) u_{\gamma} u_{a} \cdot u_{\beta}^{2}-\frac{2}{3} u_{\alpha}^{2} \cdot(\beta \gamma x) u_{\beta} u_{\gamma} .
\]
\((710)_{2}\) for \(u_{x} \cdot(b c u) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}=-(b c u)^{2} \cdot(\beta \gamma x) a_{\beta} a_{\gamma}+u_{\beta}{ }^{2} \cdot(a b c) a_{\gamma} b_{\gamma} c_{x}\)
\[
+u_{\gamma}{ }^{2} \cdot(a b c) c_{\beta} u_{\beta} b_{x}-(c a u) c_{\beta} u_{\beta} \cdot b_{\gamma} u_{\gamma} b_{x}-(a b u) c_{\gamma} b_{\gamma} \cdot c_{\beta} u_{\beta} c_{x} .
\]
(721) for \(u_{x} \cdot(\alpha \beta \gamma) b_{a} b_{x} u_{\beta} u_{\gamma}=(\beta \gamma x) u_{\beta} u_{\gamma} \cdot u_{a} b_{a} b_{x}+u_{\beta}{ }^{2} \cdot(\gamma \alpha x) b_{a} b_{x} u_{\gamma}+u_{\gamma}{ }^{2} \cdot(\alpha \beta x) b_{a} b_{x} u_{\beta}\).
\((801)_{I}\) for \(u_{x} \cdot(\beta \gamma x) b_{\gamma} c_{\beta} b_{a} c_{a}=-(\beta \gamma x)^{2}\). (bcu) \(b_{a} c_{a}+b_{x}{ }^{2} \cdot(\alpha \beta \gamma) c_{a} c_{\beta} u_{\gamma}\)
\[
+c_{x}^{2} \cdot(\alpha \beta \gamma) b_{a} b_{\gamma} u_{\beta}-(\gamma \alpha x) b_{\gamma} b_{a} \cdot c_{\beta} c_{x} u_{\beta}-(\alpha \beta x) c_{a} c_{\beta} \cdot b_{\gamma} b_{x^{\prime}} l_{\gamma} .
\]
(801) \()_{2}\) for \(u_{x} \cdot\left(a^{\prime} b c\right) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta} a_{x}{ }^{\prime}=a_{x}{ }^{2} \cdot(b c u) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}+(a b u) a_{\gamma} b_{\gamma} \cdot c_{x} a_{x} c_{\beta} a_{\beta}+(c a u) c_{\beta} a_{\beta} \cdot a_{x} b_{x} a_{\gamma} b_{\gamma}\)
\[
-\frac{1}{2}\left\{(\gamma \alpha x) b_{\gamma} b_{a} \cdot u_{\beta} c_{\beta} c_{x}+(\alpha \beta x) c_{a} c_{\beta} \cdot u_{\gamma} b_{\gamma} b_{x}\right\} .
\]
(812) for \(u_{x} \cdot\left(\alpha^{\prime} \beta \gamma\right)(\gamma \alpha x)(\alpha \beta x) u_{a^{\prime}}=u_{a}{ }^{2} \cdot(\beta \gamma x)(\gamma \alpha x)(\alpha \beta x)+\frac{4}{3} u_{a}{ }^{2} \cdot u_{x}{ }^{2} \cdot(\beta \gamma x) u_{\beta} u_{\gamma}\)
\[
+(\alpha \beta x)^{2} \cdot(\gamma \alpha x) u_{y} u_{a}+(\gamma \alpha x)^{2} \cdot(\alpha \beta x) u_{a} u_{\beta}-\frac{2}{3}\left(a_{a}^{2} \cdot u_{x}\left\{(\beta \gamma x) a_{\beta} a_{x} u_{y}+(\beta \gamma x) a_{\gamma} a_{x} u_{\beta}\right\} .\right.
\]
(911) for \(u_{x} \cdot a_{\beta} a_{\gamma} b_{\gamma} b_{a} c_{a} c_{x} u_{\beta}=-(c a u) a_{\beta} c_{x} u_{\beta} \cdot(\gamma \alpha x) b_{\gamma} b_{\alpha}+\frac{1}{2 \gamma} u_{x}{ }^{2} \cdot a_{a}^{2} \cdot b_{\beta}{ }^{2} \cdot c_{\gamma}^{2}-\frac{1}{3} c_{\gamma}^{2} \cdot a_{x} a_{\beta} u_{\beta} \cdot u_{a} b_{a} b_{x}\)
\[
+c_{x}{ }^{2} \cdot u_{\alpha} u_{\beta} b_{\gamma} b_{a} a_{\beta} a_{\gamma}-a_{x} u_{\beta} u_{\beta} \cdot b_{\gamma} b_{\alpha} u_{\gamma} c_{a} c_{x}-\frac{1}{y} u_{\alpha}^{2} \cdot b_{\beta}{ }^{2} \cdot u_{\gamma}{ }^{2} \cdot c_{x}{ }^{2} .
\]
(10.1.0) for \(u_{x} \cdot\left(\alpha^{\prime} \beta \gamma\right) b_{\gamma} c_{\beta} b_{a} c_{a} u_{a^{\prime}}=u_{a^{2}}{ }^{2} \cdot(\beta \gamma x) b_{\gamma} c_{\beta} b_{a} c_{a}+(\gamma \alpha x) b_{\gamma} b_{a} \cdot c_{a} c_{\beta} u_{a} u_{\beta}\)
\[
+(\alpha \beta x) c_{\alpha} c_{\beta} \cdot b_{\gamma} b_{\alpha} u_{\gamma} u_{\alpha}-\frac{2}{3} a_{\alpha}^{2}\left\{(a b u) a_{\gamma} b_{\gamma} \cdot c_{\beta} u_{\beta} c_{x}+(c \tau u) c_{\beta} c_{\beta} \cdot b_{\gamma} u_{\gamma} b_{x}\right\} .
\]

Thus all but \((421)_{3},(501)_{1}\) and \((710)_{1}\) are expressible by products of terms of lower degree, and these are expressible by forms otherwise occurring in the list of forms.

In regard to the previous table we may remark that, multiplying still further by \(u_{x}\), we have
\[
\left.\begin{array}{l}
u_{x}^{2} \cdot(501)_{1} \\
u_{x}^{2} \cdot(710)_{1} \\
u_{x}^{2} \cdot(801)_{2} \\
u_{x}^{2} \cdot(10.1 \cdot 0) \\
u_{x}^{2} \cdot(911)
\end{array}\right\} \text { still further reducible, say are "doubly-quasi-reducible," }
\]
and there are, of the 18 forms just given, 13 which are only "singly-quasi-reducible," the reduced forms being expressible by the following 13 "whole" types of forms
\((a b c)^{2}, \quad b_{a}{ }^{2}, \quad a_{a}{ }^{2}, \quad a_{x}{ }^{2}, \quad(b c u) b_{x} c_{x}, \quad(b c u)^{2}, \quad u_{a} b_{a} b_{x}, \quad(a b c)(b c u) u_{x}, \quad(b c u)(c a u)(a b u)\), \((\alpha \beta \gamma)^{2}, \quad u_{\alpha}^{2},(\beta \gamma x) u_{\beta} u_{\gamma},(\beta \gamma x)^{2}, \quad(\alpha \beta \gamma)(\beta \gamma x) u_{\alpha}, \quad(\beta \gamma x)(\gamma \alpha x)(\alpha \beta x)\), (bcu) \(b_{a} c_{a}, \quad b_{a} c_{a} b_{x} c_{x}, \quad\) (bcu) \(b_{a} c_{x} u_{a}, \quad\) (bcu) \(b_{y} c_{x} u_{\gamma}\),


Further, of concomitants of two conics, there is one which is reducible multiplied by \(u_{z}\), namely \((630)_{s}=(b c u) u_{\beta} u_{\gamma} b_{\gamma} c_{\beta}\), and its reciprocal \((603)_{s}=(\beta \gamma x) b_{x} c_{x} b_{\gamma} c_{\beta}\).
(Geometrically these represent angular points and sides of self-polar triangle of the two conics.)

\section*{Proof of the reductions by multiplication by \(u_{x}\).}
(303) is obrious.
 where \(\left(c a^{\prime} u\right)(c a u)(a b u) b_{x} a_{x}{ }^{\prime}=\left(c a^{\prime} u\right)^{2} .(a b u) a_{x} b_{x}+\left(c a^{\prime} u\right)(a b u) b_{x}\left\{\left(c a a^{\prime}\right) u_{x}-\left(u a a^{\prime}\right) c x\right\}\)
\[
=\left(c a^{\prime} u\right)^{2} \cdot(a b u) a_{x} b_{x}+\frac{1}{2}(b u c) u_{a} b_{x}\left\{c_{a} u_{x}-c_{x} u_{a}\right\}
\]
and \(\quad\left(a^{\prime} b u\right)(a b u)(c a u) c_{x} a_{x}{ }^{\prime}=\left(a^{\prime} b u\right)^{2} \cdot(\) cau \() c_{x} a_{x}+\left(a^{\prime} b u\right)(c a u) c_{x}\left\{\left(u a a^{\prime}\right) b_{x}-\left(b a a^{\prime}\right) u_{x}\right\}\)
\[
=\left(a^{\prime} b u\right)^{2} \cdot(c a u) c_{x} a_{x}+\frac{1}{2}(b c u) u_{a} c_{x}\left\{u_{a} b_{x}-u_{x} b_{a}\right\} .
\]
(501)
\[
\begin{aligned}
&(a b c) a_{x} b_{x} u_{a} c_{a}= a_{a}(u b c) a_{x} b_{x} c_{a}+(a b u) a_{x} b_{x} \cdot c_{a}^{2}+(a u c) a_{x} b_{x} b_{a} c_{a} \\
&=\frac{1}{3} a_{a}{ }^{2} \cdot(u b c) b_{x} c_{x}+(a b u) a_{x} b_{x} \cdot c_{a}{ }^{2}+u_{x} \cdot(a b c) a_{x} b_{a} c_{a}+(a u b) a_{x} c_{x} b_{a} c_{\alpha}+(b u c) b_{a} c_{a} \cdot a_{x}{ }^{2} \\
&=\frac{1}{3} a_{a}^{2} \cdot(b c u) b_{x} c_{x}+c_{a}^{2} \cdot(a b u) a_{x} b_{x}+u_{x}(a b c) a_{x} b_{a} c_{a}-(a b c) a_{x} c_{x} b_{a} u_{a}+(c a u) c_{x} a_{x} \cdot b_{a}{ }^{2} \\
& \quad+(b c u) a_{x} c_{x} b_{a} u_{a}-(b c u) b_{a} c_{a} \cdot a_{x}{ }^{2}
\end{aligned}
\]
or \(u_{x} \cdot(a b c) a_{x} b_{a} c_{a}=(a b c) a_{x} b_{x} u_{a} c_{a}+(a b c) a_{x} c_{x} b_{a} u_{a}+a_{x}{ }^{2} \cdot(b c u) b_{a} c_{a}-\frac{2}{3} a_{a}{ }^{2} \cdot(b c u) b_{x} c_{x}-(c a u) c_{x} a_{x} \cdot b_{a}{ }^{2}\) \(-(a b u) a_{x} b_{x} \cdot c_{a}{ }^{2}\).
(512) is obvious.
\((611)_{2}\)
\[
\begin{aligned}
(a b u)^{2}(\beta \gamma x)^{2} & =\left\{a_{\beta} b_{\gamma} u_{x}-a_{\beta} b_{x} u_{\gamma}+a_{\gamma} b_{x} u_{\beta}-a_{\gamma} b_{\beta} u_{x}+a_{x} b_{\beta} u_{\gamma}-a_{x} b_{\gamma} u_{\beta}\right\}^{2} \\
& \equiv\left\{a_{\beta} b_{\gamma} u_{x}-a_{\beta} b_{x} u_{\gamma}+a_{\gamma} b_{x} u_{\beta}-a_{x} b_{\gamma} u_{\beta}\right\}^{2} \\
& \equiv 2 u_{x} \cdot a_{\beta} a_{\gamma} b_{\gamma} b_{x} u_{\beta}+2 a_{\beta} a_{x} u_{\beta} \cdot b_{x} b_{\gamma} u_{\gamma} \equiv 2 u_{x} \cdot a_{\beta} a_{\gamma} b_{\gamma} b_{x} u_{\beta} .
\end{aligned}
\]
\((630)_{3}\) is obvious.
(630) \()_{2}\). Consider \((a b u)^{2} \cdot(x \beta \gamma) u_{\beta} u_{\gamma}\)
\((a b u) u_{\beta} u_{y}\left|\begin{array}{lll}a_{x} & b_{x} & u_{x}=u_{\beta}{ }^{2} \cdot(a b u) u_{y}\left(b_{x} a_{y}-b_{y} a_{x}\right)+u_{\gamma}{ }^{2} \cdot(a b u) u_{\beta}\left(a_{x} b_{\beta}-b_{x} a_{\beta}\right) \\ a_{\beta} & b_{\beta} & u_{\beta}\end{array}\right| \begin{aligned} & \\ &+u_{x}(a b u) u_{\beta} u_{y}\left(u_{\beta} b_{y}-a_{y} b_{\beta}\right)\end{aligned}\)
\({ }^{1} a_{r} b_{\gamma} u_{\gamma}\)
\(=u_{x} \cdot(a b u) a_{\beta} b_{\gamma} u_{\beta} u_{\gamma}+u_{\beta}{ }^{2} \cdot\left\{(a b u) u_{\gamma} a_{\gamma} b_{x}-(a b u) u_{\gamma} b_{\gamma} a_{x}\right\}-u_{\gamma}{ }^{2} \cdot(a b u) a_{\beta} u_{\beta} b_{x}\).
\((630)_{3}\)
 \(=u_{\beta}{ }^{2} \cdot(b c u) b_{\gamma} c_{x} u_{\gamma}+u_{\gamma}{ }^{2} \cdot(b c u) c_{\beta} b_{x} u_{\beta}-u_{x} \cdot(b c u) u_{\beta} u_{\gamma} b_{\gamma} c_{\beta}\).
(603) \({ }_{2}\)
\((\beta \gamma x)^{2} .(a b u) a_{x} b_{x}=(\beta \gamma x) a_{x} b_{x} \left\lvert\, \begin{array}{lll}a_{\beta} & a_{\gamma} & a_{x} \\ b_{\beta} & =u_{x}(\beta \gamma x) a_{\beta} b_{\gamma} a_{x} b_{x}-u_{x}(\beta \gamma x) a_{x} b_{x} a_{y} b_{\beta}\end{array}\right.\) \(b_{\beta} \quad b_{\gamma} \quad b_{x} \quad+a_{x}^{2} \cdot(\beta \gamma x) b_{x}\left(b_{\beta} u_{\gamma}-b_{\gamma} u_{\beta}\right)+b_{x}{ }^{2} \cdot(\beta \gamma x) a_{x}\left(a_{\gamma} u_{\beta}-a_{\beta} u_{\gamma}\right)\) \(u_{\beta} u_{\gamma} u_{x}\) \(=u_{x} \cdot(\beta \gamma x) a_{\beta} b_{\gamma} a_{x} b_{x}-a_{x}{ }^{2} \cdot(\beta \gamma x) b_{x} b_{\gamma} u_{\beta}+b_{x}{ }^{2} \cdot\left\{(\beta \gamma x) a_{x} a_{\gamma} u_{\beta}-(\beta \gamma x) a_{x} a_{\beta} u_{\gamma}\right\}\).
\((603)_{3}\)
\((\beta \gamma x)^{2} \cdot(b c u) b_{x} c_{x}=\left|\begin{array}{rrr}b_{\beta} & b_{\gamma} & b_{x} \\ c_{\beta} & c_{\gamma} & c_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right|(\beta \gamma x) b_{x} c_{x}=b_{\beta}(\beta \gamma x) b_{x} c_{x}\left(c_{\gamma} u_{x}-c_{x} u_{\gamma}\right)+\left(b_{\gamma} u_{\beta} c_{x}-b_{\gamma} c_{\beta} u_{x}\right)(\beta \gamma x) b_{x} c_{x}\)
\(+b_{x}{ }^{2} \cdot(\beta \gamma x) c_{x}\left(c_{\beta} u_{\gamma}-c_{\gamma} u_{\beta}\right)\)
\[
=(\beta \gamma x) b_{\gamma} b_{x} u_{\beta}, c_{x}{ }^{2}+(\beta \gamma x) c_{\beta} c_{x} u_{\gamma}, b_{x}^{2}-(\beta \gamma x) b_{x} c_{x} b_{\gamma} c_{\beta} \cdot u_{x}
\]
(710)
\[
u_{x} \cdot(\alpha \beta \gamma) a_{\beta} a_{\gamma} u_{\alpha}=(\beta \gamma x) a_{\beta} a_{\gamma} \cdot u_{a}^{2}+(\gamma \alpha x) u_{\beta} u_{a} a_{\beta} a_{\gamma}+(x \beta x) u_{\alpha} u_{\gamma} a_{\beta} a_{\gamma}
\]
and
\[
\begin{aligned}
(\gamma \alpha x) u_{\beta} u_{\alpha} a_{\beta} a_{\gamma} & =(\alpha \beta \gamma) a_{\gamma} a_{x} u_{\beta} u_{\alpha}+(\beta \alpha x) u_{\beta} u_{\alpha} \cdot a_{\gamma}{ }^{2}+(\gamma \beta x) u_{\beta} u_{\alpha} a_{a} a_{\gamma} \\
& =(\alpha \beta \gamma) u_{\alpha} u_{\beta} a_{x} a_{\gamma}-(\alpha \beta x) u_{\alpha} u_{\beta} \cdot a_{\gamma}{ }^{2}-\frac{1}{3} a_{\alpha}{ }^{2} \cdot(\beta \gamma x) u_{\beta} u_{\gamma} \\
(\alpha \beta x) u_{\alpha} u_{\gamma} a_{\beta} a_{\gamma} & =(\alpha \beta \gamma) u_{\gamma} u_{\alpha} a_{x} a_{\beta}-(\gamma \alpha x) u_{\gamma} u_{\alpha} \cdot a_{\beta}{ }^{3}-\frac{1}{3} a_{\alpha}{ }^{2} \cdot(\beta \gamma x) u_{\beta} u_{\gamma} .
\end{aligned}
\]
(710) \({ }_{2}\)
\((\beta \gamma x) a_{\beta} a_{\gamma} \cdot(b c u)^{2}=(b c u) a_{\beta} a_{\gamma}\left|\begin{array}{lll}b_{\beta} & b_{\gamma} & b_{x} \\ c_{\beta} & c_{\gamma} & c_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right|=\frac{1}{3} b_{\beta}^{2} \cdot\left(c_{\gamma} u_{x}-c_{x} u_{\gamma}\right)(a c u) a_{\gamma}+c_{\beta}\left(b_{x} u_{\gamma}-b_{\gamma} u_{x}\right)(b c u) a_{\beta} e_{\gamma}\)
\(+u_{\beta}\left(b_{\gamma} c_{x}-b_{x} c_{\gamma}\right)(b c u) a_{\beta} u_{\gamma}\)
\(=\frac{1}{3} b_{\beta}{ }^{2} .(c a u) c_{x} a_{\gamma} u_{\gamma}+\frac{1}{3} c_{\gamma}{ }^{2} \cdot(a b u) b_{x} a_{\beta} u_{\beta}-u_{x} .(b c u) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}+(b c u) a_{\beta} a_{\gamma} b_{x} u_{\gamma} c_{\beta}+(b c u) a_{\beta} a_{\gamma} c_{x} b_{\gamma} u_{\beta}\),
while \(\quad(b c u) \alpha_{\beta} u_{\gamma} a_{\beta} b_{x} c_{\beta}=u_{\gamma}{ }^{2} .(b c a) c_{\beta} a_{\beta} b_{x}+(b a u) c_{\gamma} u_{\gamma} a_{\beta} b_{x} c_{\beta}+(a c u) b_{\gamma} u_{\gamma} \alpha_{\beta} b_{x} c_{\beta}\)
\[
=u_{\gamma}{ }^{2} \cdot(a b c) c_{\beta} u_{\beta} b_{x}-\frac{1}{3}(a b u) a_{\beta} u_{\beta} b_{x} \cdot c_{\gamma}{ }^{2}-(c a u) c_{\beta} u_{\beta} \cdot b_{\gamma} u_{\gamma} b_{x}
\]
and
\[
\text { (bcu) } a_{\beta} u_{\beta} a_{\gamma} c_{x} b_{\gamma}=u_{\beta}^{2} \cdot(a b c) b_{\gamma} a_{\gamma} c_{x}-\frac{1}{3}(c a u t) a_{\boldsymbol{\gamma}} u_{\gamma} c_{x} \cdot b_{\beta}^{2}-(a b u) b_{\gamma} a_{\gamma} \cdot c_{\beta} u_{\beta} c_{x} .
\]
(721) is obvious.
(801) \({ }_{1}\)
\((b c u) b_{a} c_{\alpha} \cdot(\beta \gamma x)^{2}=(\beta \gamma x) b_{a} c_{a}\left|\begin{array}{lll}b_{\beta} & b_{\gamma} & b_{x} \\ c_{\beta} & c_{\gamma} & c_{x} \\ u_{\beta} & u_{\gamma} & u_{x}\end{array}\right|=b_{\beta}\left(c_{\gamma} u_{x}-c_{x} u_{\gamma}\right)(\beta \gamma x) b_{a} c_{\alpha}+c_{\beta}\left(b_{x} u_{\gamma}-b_{\gamma} u_{x}\right)(\beta \gamma x) b_{a} c_{a}\)
\(+u_{\beta}\left(b_{\gamma} c_{x}-b_{x} c_{\gamma}\right)(\beta \gamma x) b_{a} c_{a}\)
\(=\frac{1}{3} b_{\beta}{ }^{2} \cdot\left(c_{\gamma} u_{x}-c_{x} u_{\gamma}\right)(\alpha \gamma x) c_{a}-(\beta \gamma x) b_{a} c_{a} b_{\gamma} c_{\beta} \cdot u_{x}-\frac{1}{3} c_{\gamma}{ }^{2} \cdot u_{\beta} b_{x}(\beta \alpha x) b_{\alpha}+(\beta \gamma x) b_{x} b_{a} c_{a} c_{\beta} \mu_{\gamma}+(\beta \gamma x) b_{a} c_{a} c_{x} b_{\gamma} u_{\beta}\), of which \(\frac{1}{3} b_{\beta}{ }^{2} \cdot c_{\gamma} u_{x}(\alpha \gamma x) c_{a}=\frac{1}{3} b_{\beta}{ }^{2} \cdot c_{\gamma}{ }^{2} \cdot u_{x}(\alpha \alpha x)=0\);
and
\[
\begin{aligned}
(\beta \gamma x) b_{x} b_{a} c_{\alpha} c_{\beta} u_{\gamma} & =b_{x}{ }^{2} \cdot(\beta \gamma x) c_{\alpha} c_{\beta} u_{\gamma}+(\alpha \gamma x) b_{x} b_{\beta} c_{\alpha} c_{\beta} u_{\gamma}+(\beta \alpha x) b_{x} b_{\gamma} c_{\alpha} c_{\beta} u_{\gamma} \\
& =b_{x}{ }^{2} \cdot(\alpha \beta \gamma) c_{a} c_{\beta} u_{\gamma}-\frac{1}{3} b_{\beta}{ }^{2} \cdot(\gamma \alpha x) c_{x} c_{\alpha} u_{\gamma}-(\alpha \beta x) c_{a} c_{\beta} \cdot b_{\gamma} b_{x} u_{\gamma} \\
(\beta \gamma x) c_{x} c_{\alpha} b_{a} b_{\gamma} u_{\beta} & =c_{x}{ }^{2} \cdot(\beta \gamma \alpha) b_{a} b_{\gamma} u_{\beta}+(\beta \alpha x) c_{x} c_{\gamma} b_{a} b_{\gamma} u_{\beta}+(\alpha \gamma x) c_{x} c_{\beta} b_{\alpha} b_{\gamma} u_{\beta} \\
& =c_{x}{ }^{2} \cdot(\alpha \beta \gamma) b_{\alpha} b_{\gamma} u_{\beta}-\frac{1}{3} c_{\gamma}{ }^{2} \cdot(\alpha \beta x) b_{a} b_{x} u_{\beta}-(\gamma \alpha x) b_{\gamma} b_{\alpha} \cdot c_{\beta} c_{x} u_{\beta} .
\end{aligned}
\]
(s01) \()_{2} u_{x} \cdot\left(a^{\prime} b c\right) a_{x}^{\prime} u_{\beta} a_{\gamma} b_{y} c_{\beta}=(u b c) a_{\beta}\left(l_{\gamma} b_{\gamma} c_{\beta} \cdot u_{x}^{\prime 2}+\left(a^{\prime} b u\right) c_{x} a_{x}^{\prime} u_{\gamma} d_{\beta} b_{\gamma} c_{\beta}+\left(a^{\prime} u c\right) b_{x} u_{x}^{\prime} u_{\beta} c_{\beta} l_{y} b_{\gamma}\right.\)
and \(\quad\left(a^{\prime} b u\right) c_{x}{ }^{\prime} l_{x}^{\prime} a_{\gamma} \alpha_{\beta} b_{\gamma} c_{\beta}=\left(a^{\prime} b u\right) u_{\gamma} b_{\gamma} \cdot c_{x} a_{x} c_{\beta} c_{\beta}+\left(a a^{\prime} \cdot \gamma x\right)\left(a^{\prime} b u\right) c_{x} a_{\beta} b_{\gamma} c_{\beta}\)
\[
\begin{aligned}
& =\left(a^{\prime} b^{\prime} u\right) u_{\gamma}^{\prime} b_{\gamma} \cdot a_{x} c_{x} a_{\beta} c_{\beta}-\frac{1}{2}(\gamma \alpha x)\left(b_{a} u_{\beta}-b_{\beta} u_{a}\right) c_{x} b_{\gamma} c_{\beta} \\
& =\left(u^{\prime} b u\right) u_{\gamma}^{\prime} b_{\gamma} \cdot a_{x} c_{x} u_{\beta} c_{\beta}-\frac{1}{2}(\gamma \alpha x) b_{\gamma} b_{a} \cdot u_{\beta} c_{\beta} c_{x}+\frac{1}{6} b_{\beta}{ }^{2} \cdot\left(\gamma \alpha^{x}\right) u_{a} c_{x} c_{\gamma} \\
& =\left(u^{\prime} b u\right) a_{\gamma}{ }^{\prime} b_{\gamma} \cdot c_{x} c_{x} c_{\beta} a_{\beta}-\frac{1}{2}(\gamma \alpha x) b_{\gamma} b_{a} \cdot u_{\beta} c_{\beta} c_{x} ;
\end{aligned}
\]
also
\[
\begin{aligned}
\left(a^{\prime} u c\right) b_{x}\left(a _ { x } ^ { \prime } a _ { \beta } c _ { \beta } \left(l_{\gamma} b_{\gamma}\right.\right. & =\left(u^{\prime} u c\right) a_{\beta}^{\prime} c_{\beta}, a_{x} b_{x}\left(u_{\gamma} b_{y}+\left(u c^{\prime} \cdot \beta x\right)\left(a^{\prime} u c\right) a_{\gamma} b_{x} c_{\beta} b_{y}\right. \\
& =\left(u^{\prime} u c\right) a_{\beta}^{\prime} c_{\beta} \cdot a_{x} b_{x} a_{y} b_{\gamma}+\frac{1}{2}(\alpha \beta x)\left(u_{\alpha} c_{y}-u_{y} c_{\alpha}\right) b_{x} c_{\beta} b_{\gamma} \\
& =\left(a^{\prime} u c\right) a_{\beta}^{\prime} c_{\beta}, a_{x} b_{x}\left(a_{\gamma} b_{\gamma}-\frac{1}{2}(\alpha \beta x) c_{a} c_{\beta} \cdot u_{\gamma} b_{x} b_{\gamma}+\frac{1}{b} c_{\gamma}{ }^{2} \cdot(\alpha \beta x) u_{a} b_{x} b_{\beta}\right. \\
& =\left(a^{\prime} u c\right) a_{\beta}^{\prime} c_{\beta}, a_{x} b_{x}\left(u_{\gamma} b_{\gamma}-\frac{1}{2}(\alpha \beta x) c_{\alpha} c_{\beta} \cdot u_{\gamma} b_{x} b_{\gamma} .\right.
\end{aligned}
\]
( S 12 )
 and \(\left(\alpha^{\prime} \beta \gamma\right)\left(\gamma^{\alpha} x\right)(\alpha \beta x) u_{\alpha^{\prime}} u_{\gamma}=\left(\alpha^{\prime} \beta x\right)^{2} .\left(\gamma^{\alpha x}\right) u_{\gamma} u_{\alpha}+\left(\alpha^{\prime} \beta x\right)(\gamma \alpha x)\left(\alpha \alpha^{\prime} x\right) u_{\beta} u_{\gamma}+(\gamma \alpha x)\left(\alpha^{\prime} \beta x\right)\left(\alpha \beta \alpha^{\prime}\right) u_{x} u_{\gamma}\)
\[
=\left(\alpha^{\prime} \beta x\right)^{2} \cdot(\gamma x x) u_{\gamma} u_{\alpha}+\frac{1}{2}\left(\alpha \alpha^{\prime} x\right) u_{\beta} u_{\gamma}(\beta \gamma x)\left(x<\alpha^{\prime}\right)-\frac{1}{2}\left(\beta \alpha \alpha^{\prime}\right)(\beta \gamma x)\left(x \alpha \alpha^{\prime}\right) u_{x} u_{\gamma}
\]
\[
=\left(\alpha^{\prime} \beta \gamma\right)^{2} \cdot\left(\gamma x^{2}\right) u_{\gamma} u_{a}+\frac{2}{3} u_{a}{ }^{2} \cdot a_{x}{ }^{2} \cdot(\beta \gamma x) u_{\beta} u_{\gamma}-\frac{2}{3} a_{a}{ }^{2} \cdot(\beta \gamma x) a_{\beta} u_{x} u_{\gamma} \cdot u_{x},
\]
while \(\left(\alpha^{\prime} x \gamma\right)\left(\gamma \alpha_{x}\right)(\alpha \beta x) u_{\alpha^{\prime}} u_{\beta}=\left(\gamma \alpha^{\prime} x\right)^{2} \cdot(\alpha \beta x) u_{a} u_{\beta}+\left(\gamma \alpha^{\prime} x\right)\left(\gamma \alpha \alpha^{\prime}\right)(\alpha \beta x) u_{x} u_{\beta}+\left(\gamma \alpha^{\prime} x\right)\left(\alpha^{\prime} \alpha x\right)(\alpha \beta x) u_{\beta} u_{\gamma}\) \(=\left(\gamma \alpha^{\prime} x\right)^{2} .(\alpha \beta x) u_{\alpha} u_{\beta}+\frac{1}{2}\left(\gamma \alpha \alpha^{\prime}\right)(\beta x \gamma)\left(x \alpha \alpha^{\prime}\right) u_{x} u_{\beta}+\frac{1}{2}\left(\alpha^{\prime} \alpha_{x} x^{v}\right)(\beta x \gamma)\left(x \alpha \alpha^{\prime}\right) u_{\beta} u_{\gamma}\)
\[
\begin{equation*}
=\left(\gamma \alpha^{\prime} x\right)^{2} \cdot(\alpha \beta x) u_{a} u_{\beta}+\frac{2}{3} a_{a}{ }^{2} \cdot a_{x}{ }^{2} \cdot(\beta \gamma x) u_{\beta} u_{y}-\frac{2}{3} a_{a^{2}}{ }^{2} \cdot(\beta \gamma x) u_{x} a_{y} u_{\beta} \cdot u_{x} . \tag{911}
\end{equation*}
\]
(caut) \(a_{\beta} c_{x} u_{\beta} .(\gamma \alpha x) b_{\gamma} b_{\alpha}=b_{\gamma} b_{a} a_{\beta} c_{x} u_{\beta}\left|c_{\gamma} \quad c_{a} \quad c_{x}\right|=\frac{1}{3} c_{\gamma}^{2} \cdot b_{\alpha} b_{x} a_{\beta} u_{\beta}\left(a_{\alpha} u_{x}-a_{x} u_{a}\right)-a_{\gamma}\left(c_{a} u_{x}-c_{x} u_{a}\right) b_{\gamma} b_{a} a_{\beta} c_{x} u_{\beta}\)

> \begin{tabular}{|ccc} \(a_{\gamma}\) & \(a_{a}\) & \(a_{x}\) \\ \(u_{\gamma}\) & \(u_{a}\) & \(u_{x}\) \end{tabular}\(| \quad+u_{\gamma}\left(c_{a} \alpha_{x}-c_{x} a_{\alpha}\right) b_{\gamma} b_{a} a_{\beta} c_{x} u_{\beta}\)
\(=\frac{1}{\frac{1}{\gamma} \gamma u_{x}{ }^{2} \cdot a_{\alpha}{ }^{2} \cdot b_{\beta}{ }^{2} \cdot c_{y}{ }^{2}-\frac{1}{3} c_{\gamma}{ }^{2} \cdot a_{x} a_{\beta} u_{\beta} \cdot u_{a} b_{a} b_{x}+c_{x}{ }^{2} \cdot u_{\alpha} u_{\beta} a_{\beta} a_{\gamma} b_{\gamma} b_{a}-u_{x} a_{\beta} u_{\beta} \cdot b_{y} b_{a} c_{a} c_{x} u_{\gamma}-\frac{1}{y} a_{\alpha}{ }^{2} \cdot b_{\beta}{ }^{2} \cdot u_{y}{ }^{2} \cdot c_{x}{ }^{2} .}\) \(-a_{\beta} a_{y} b_{\gamma} b_{a} c_{a} c_{x} u_{\beta} . u_{x}\)
proving the theorem.
While further for \(\quad u_{a} u_{\beta} a_{\beta} a_{\gamma} b_{\gamma} b_{a}\) square (uab) \((\alpha \beta \gamma)\).
(10.
1.0) \(\left(\alpha^{\prime} \beta \gamma\right) b_{\gamma} c_{\beta} b_{a} c_{a} u_{\alpha^{\prime}} \cdot u_{x}=(x \beta \gamma) b_{\gamma} c_{\beta} b_{\alpha} c_{\alpha} \cdot u_{a^{2}}+\left(\alpha^{\prime} x \gamma\right) b_{\gamma} c_{\beta} b_{\alpha} c_{\alpha} u_{a^{\prime}} u_{\beta}+\left(\alpha^{\prime} \beta x\right) b_{\gamma} c_{\beta} b_{a} c_{\alpha} u_{a^{\prime}} u_{\gamma}\),
and
\[
\begin{aligned}
\left(\alpha^{\prime} i c \gamma\right) b_{\gamma} c_{\beta} b_{\alpha} c_{a} u_{a^{\prime}} u_{\beta} & =(\alpha, \gamma \gamma) b_{\gamma} b_{a} \cdot c_{\beta} u_{\beta} u_{a^{\prime}} c_{\alpha^{\prime}}+\left(\alpha^{\prime} \alpha \gamma\right) b_{\gamma} c_{\beta} b_{\alpha} c_{x} u_{a^{\prime}} u_{\beta}+\left(\alpha^{\prime} x \alpha\right) b_{\gamma} c_{\beta} b_{a} c_{\gamma} u_{a^{\prime}} u_{\beta} \\
& =(\gamma \alpha c) b_{\gamma} b_{\alpha} \cdot c_{\beta} c_{\alpha^{\prime}} u_{\beta} u_{a^{\prime}}-\frac{1}{2}\left(\alpha \alpha^{\prime} \gamma\right)\left(b u \cdot \alpha \alpha^{\prime}\right) b_{\gamma} \cdot c_{\beta} u_{\beta} c_{x}+\frac{1}{3}\left(\alpha \alpha^{\prime} \alpha\right) b_{\beta} b_{a} u_{\alpha} u_{\beta} c c_{\gamma^{2}} \\
& =\left(\gamma \alpha_{c} c\right) b_{\gamma} b_{a} \cdot c_{\beta} c_{a^{\prime} u} u_{\beta} u_{\alpha^{\prime}}-\frac{2}{3} a_{\alpha^{2}}^{2} \cdot(a b u) a_{\gamma} b_{\gamma} \cdot c_{\beta} u_{\beta} c_{x},
\end{aligned}
\]
and
\[
\begin{aligned}
\left(\alpha^{\prime} \beta x\right) b_{\gamma} c_{\beta} b_{\alpha} c_{\alpha} u_{\alpha^{\prime}} u_{\gamma}= & \left(\alpha^{\prime} \beta x\right) b_{\gamma} c_{\beta} b_{\alpha} u_{\gamma}\left\{c_{\alpha^{\prime} u_{\alpha}}+\left(c u \cdot \alpha \alpha^{\prime}\right)\right\} \\
= & \left(\alpha^{\prime} \beta x\right) c_{\alpha^{\prime}} c_{\beta} \cdot b_{\gamma} b_{\alpha} u_{\gamma} u_{\alpha}+\frac{1}{2}\left(c u \cdot \alpha \alpha^{\prime}\right)\left\{\left(\beta \alpha \alpha^{\prime}\right) b_{x}-\left(x \alpha \alpha^{\prime}\right) b_{\beta}\right\} b_{\gamma} c_{\beta} u_{\gamma} \\
= & \left(\alpha^{\prime} \beta x\right) c_{\alpha^{\prime}} c_{\beta} \cdot b_{\gamma} b_{\alpha} u_{\gamma} u_{a}+\frac{2}{3} u_{a^{2}} \cdot\left(c u(u) e_{\beta} c_{\beta} \cdot b_{x} b_{\gamma^{\prime}} u_{\gamma},\right. \\
& \quad \text { omitting }-\frac{1}{1}\left(c u \cdot \alpha \alpha^{\prime}\right)\left(w \alpha \alpha^{\prime}\right) c_{\gamma} u_{\gamma} \cdot b_{\beta^{2}}=0,
\end{aligned}
\]
completing the reduction of the 18 forms on page in.
§ VI. Identities and examples.
The following are given, some because used, others because noteworthy.
1. The invariant \(t=\eta_{\sigma}{ }^{3}\) of Gundelfinger.

To establish the identities \(-\frac{1}{6} \eta_{\sigma}{ }^{3}=\left[(a b c)^{2}\right]^{2}+{ }_{2}^{3}(\alpha \beta \gamma)^{2}-\left(a_{\beta}{ }^{2} \cdot a_{\gamma}{ }^{2}+b_{\gamma}{ }^{2} \cdot b_{\alpha}{ }^{2}+c_{a}{ }^{2} \cdot c_{\beta}{ }^{2}\right)\)
\[
\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a^{\prime} b c\right)\left(b^{\prime} c a\right)\left(c^{\prime} a b\right)=\left[(a b c)^{2}\right]^{2}+\frac{1}{2}(\alpha \beta \gamma)^{2}-\frac{1}{2}\left(a_{\beta}{ }^{2} \cdot a_{\gamma}{ }^{2}+b_{\gamma}{ }^{2} \cdot b_{a}{ }^{2}+c_{a}{ }^{2} \cdot c_{\beta}{ }^{2}\right)
\]
where we put
\[
\begin{aligned}
& \eta_{x}{ }^{3}=6(a b c) a_{x} b_{x} c_{x}, \\
& u_{\sigma}{ }^{3}=-6(b c u)(c a u)(a b u),
\end{aligned}
\]
and these are the definitions of the symbols \(\eta_{x}{ }^{3}\) and \(u_{\sigma}{ }^{3}\). These give
\[
\begin{gathered}
-u_{\sigma} v_{0} w_{\sigma}=(b c u)(c a v)(a b w)+(b c u)(c a w)(a b v)+(c a u)(a b v)(b c w)+(c a u)(a b w)(b c v) \\
+(a b u)(b c v)(c a w)+(a b u)(b c w)(c a v), \\
\therefore-\frac{1}{6} \eta_{\sigma^{3}}=-(a b c) a_{0} b_{\sigma} c_{\sigma}=\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a^{\prime} b c\right)\left(b^{\prime} c a\right)\left(c^{\prime} a b\right)+\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a^{\prime} b c\right)\left(c^{\prime} c a\right)\left(b^{\prime} a b\right) \\
+\left(c a a^{\prime}\right)\left(a b b^{\prime}\right)\left(b c c^{\prime}\right)\left(a^{\prime} b^{\prime} c^{\prime}\right)+\left(c a a^{\prime}\right)\left(a b c^{\prime}\right)\left(b c b^{\prime}\right)\left(a^{\prime} b^{\prime} c^{\prime}\right)+\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a b a^{\prime}\right)\left(b c b^{\prime}\right)\left(c a c^{\prime}\right) \\
+\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a b a^{\prime}\right)\left(b c c^{\prime}\right)\left(c a b^{\prime}\right),
\end{gathered}
\]
and
\(\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(b c a^{\prime}\right)\left(c a c^{\prime}\right)\left(a b b^{\prime}\right)=\frac{1}{2} a_{\beta}\left(a c c^{\prime}\right)\left\{\left(c a^{\prime} b\right)\left(a^{\prime} c^{\prime} b^{\prime}\right)-\left(c a^{\prime} b^{\prime}\right)\left(a^{\prime} c^{\prime} b\right)\right\}=-\frac{1}{2} a_{\beta} a_{\beta}{ }^{\prime} u_{\gamma} a_{\gamma}{ }^{\prime}=\frac{1}{4}(\alpha \beta \gamma)^{2}-\frac{1}{2} a_{\beta^{2}}{ }^{2} \cdot a_{\gamma}{ }^{2}\) \(\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(c a a^{\prime}\right)\left(b c c^{\prime}\right)\left(a b b^{\prime}\right)=\frac{1}{2} a_{\beta}\left(c a a^{\prime}\right)\left\{\left(c c^{\prime} b\right)\left(c^{\prime} a^{\prime} b^{\prime}\right)-\left(c c^{\prime} b^{\prime}\right)\left(c^{\prime} a^{\prime} b\right)\right\}=\frac{1}{2} a_{\beta} c_{\beta}{ }^{\prime}\left(c a a^{\prime}\right)\left(c c^{\prime} a^{\prime}\right)\)
\[
=\frac{1}{4} c_{\beta}{ }^{\prime} c_{a}\left(c_{a} c_{\beta}{ }^{\prime}-c_{\beta} c_{a}{ }^{\prime}\right)=\frac{1}{4} c_{\beta}{ }^{2} c_{\alpha}{ }^{2}+\frac{1}{8}(\alpha \beta \gamma)^{2}-\frac{1}{4} c_{a}{ }^{2} c_{\beta}{ }^{2}=\frac{1}{8}(\alpha \beta \gamma)^{2}
\]
\(\left.\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(c a a^{\prime}\right)\left(a b c^{\prime}\right)\left(b c b^{\prime}\right)=\frac{1}{2} c_{a}\left(b c b^{\prime}\right) ;\left(b c^{\prime} a\right)\left(b^{\prime} c^{\prime} a^{\prime}\right)-\left(b c^{\prime} a^{\prime}\right)\left(b^{\prime} c^{\prime} a\right)\right\}=\frac{1}{2} c_{a} c_{a}{ }^{\prime}\left(b c b^{\prime}\right)\left(b b^{\prime} c^{\prime}\right)=\frac{1}{4}(\alpha \beta \gamma)^{2}-\frac{1}{2} c_{a}{ }^{2} \cdot c_{\beta}{ }^{2}\) \(\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a b a^{\prime}\right)\left(b c b^{\prime}\right)\left(c a c^{\prime}\right)=\frac{1}{2} b_{a}\left(c b b^{\prime}\right)\left\{\left(b^{\prime} c^{\prime} a^{\prime}\right)\left(c^{\prime} c a\right)-\left(b^{\prime} c^{\prime} a\right)\left(c^{\prime} c a^{\prime}\right)\right\}=\frac{1}{2} b_{a} c_{a}^{\prime}\left(c b b^{\prime}\right)\left(b^{\prime} c c^{\prime}\right)\)
\[
=\frac{1}{4} b_{a} b_{\gamma}{ }^{\prime}\left(b_{\gamma}{ }^{\prime} b_{a}-b_{a}{ }^{\prime} b_{\gamma}\right)=\frac{1}{4} b_{a}{ }^{2} b_{\gamma}{ }^{2}+\frac{1}{8}(\alpha \beta \gamma)^{2}-\frac{1}{4} b_{\gamma}{ }^{2} b_{a}{ }^{2}=\frac{1}{8}(\alpha \beta \gamma)^{2}
\]
\(\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a b a^{\prime}\right)\left(b c c^{\prime}\right)\left(c a b^{\prime}\right)=\frac{1}{2} b_{\gamma}\left(a b a^{\prime}\right)\left\{\left(a b^{\prime} c\right)\left(a^{\prime} b^{\prime} c^{\prime}\right)-\left(a b^{\prime} c^{\prime}\right)\left(a^{\prime} b^{\prime} c\right)\right\}=-\frac{1}{2} b_{\gamma} b_{\gamma} b_{a} b_{a}{ }^{\prime}=\frac{1}{4}(\alpha \beta \gamma)^{2}-\frac{1}{2} b_{\gamma}{ }^{2} \cdot b_{a^{2}}{ }^{2}\), from which the result above given immediately follows.

Further
\(\left(a^{\prime} b^{\prime} c^{\prime}\right) a_{x}{ }^{\prime} b_{y}{ }^{\prime} c_{z}^{\prime}-\left(a^{\prime} b^{\prime} c^{\prime}\right) a_{x}{ }^{\prime} b_{z}{ }^{\prime} c_{y}{ }^{\prime}+\left(a^{\prime} b^{\prime} c^{\prime}\right) b_{x}{ }^{\prime} c_{y}{ }^{\prime} a_{z}^{\prime}-\left(a^{\prime} b^{\prime} c^{\prime}\right) b_{x}{ }^{\prime} c_{z}{ }^{\prime} a_{y}{ }^{\prime}+\left(a^{\prime} b^{\prime} c^{\prime}\right) c_{x}{ }^{\prime} a_{y}{ }^{\prime} b_{z}^{\prime}-\left(a^{\prime} b^{\prime} c^{\prime}\right) c_{x}{ }^{\prime} a_{z}^{\prime} b_{y}{ }^{\prime}\)
\[
=\left(a^{\prime} b^{\prime} c^{\prime}\right)^{2} \cdot(x y z) .
\]

Put herein \(x_{i}, y_{i}, z_{i}=(b c)_{i},(c a)_{i},(a b)_{i}\).
Then \(\left(a^{\prime} b^{\prime} c^{\prime}\right)^{2} \cdot(a b c)^{2}=\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a^{\prime} b c\right)\left(b^{\prime} c a\right)\left(c^{\prime} a b\right)-\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(a^{\prime} b c\right)\left(b^{\prime} a b\right)\left(c^{\prime} c a\right)\) \(+\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(b^{\prime} b c\right)\left(c^{\prime} c a\right)\left(a^{\prime} a b\right)-\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(b^{\prime} b c\right)\left(c^{\prime} a b\right)\left(a^{\prime} c a\right)+\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(c^{\prime} b c\right)\left(a^{\prime} c a\right)\left(b^{\prime} a b\right)-\left(a^{\prime} b^{\prime} c^{\prime}\right)\left(c^{\prime} b c\right)\left(a^{\prime} a b\right)\left(b^{\prime} c a\right)\) from which, by the results given, the above formula follows.
2. To find the value of \(u_{\sigma} a_{\sigma}{ }^{2}\) where, as in \(1, u_{\sigma}{ }^{3}=-6\) (bcu) (cau) (ubu).

We have \(-\frac{1}{2} u_{\sigma} v_{\sigma}{ }^{2}=(b c u)(c a v)(a b v)+(c a u)(a b v)(b c v)+(a b u)(b c v)(c a v)\).
whence \(\quad-\frac{1}{2} u_{0} a_{\sigma}{ }^{2}=(b c u)\left(c a a^{\prime}\right)\left(a b a^{\prime}\right)+(c a u)\left(a b a^{\prime}\right)\left(b c a^{\prime}\right)+(a b u)\left(b c a^{\prime}\right)\left(c a a^{\prime}\right)\)
\[
=-(b c u) b_{a} c_{a}-\frac{1}{2} b_{a}\left\{(u c a)\left(b c a^{\prime}\right)-\left(u c a^{\prime}\right)(b c a)\right\}+\frac{1}{2} c_{a}\left\{(b u a)\left(b c a^{\prime}\right)-\left(b u a^{\prime}\right)(b c a)!\right.
\]
\[
=-(b c u) b_{a} c_{a}-\frac{1}{2} b_{a} c_{a}(u b c)+\frac{1}{2} c_{a} b_{a}(b u c)
\]
or
\[
u_{\sigma} a_{\sigma}^{2}=4(b c u) b_{a} c_{a},
\]

Vol. XV. Part I.
namely，with Gundelfinger，\(\quad u_{p}=3 u_{\sigma} a_{\sigma}{ }^{3}=12(b c u) b_{a} c_{a}\) （where Gundelfinger uses \(u_{a}\) for \(u_{p}\) ）．

SO
\[
\begin{aligned}
& u_{\eta}=3 u_{\sigma} b_{\sigma}{ }^{2}=12(c a u) c_{\beta} a_{\beta}, \\
& u_{r}=3 u_{\sigma} c_{\sigma}{ }^{2}=12(a b u) a_{\gamma} b_{\gamma},
\end{aligned}
\]
und these ure the definitions of the points \(p, q, r\) ．
8．To find the ralue of \((q r x)\) in terms of our concomitants．
\[
\begin{aligned}
& \text { 夜 }\left(q q^{\prime} x^{\prime}\right)=\left(c a a^{\prime}\right)_{2}\left(c a^{\prime}\right)_{2}\left(c a^{\prime}\right)_{3} c_{\beta} a_{\beta^{\prime}} l_{\gamma} b_{\gamma}^{\prime}=\left(c a b^{\prime}\right)\left(a^{\prime} a b^{\prime}\right) c_{\beta} a_{\beta}^{\prime} a_{\gamma} b_{\gamma}^{\prime}=\left(a b^{\prime} c\right) a_{x}^{\prime} c_{\beta} a_{\beta}^{\prime} u_{\gamma} b_{\gamma}^{\prime} \\
& \left(a b^{\prime}\right)_{1}\left(a b^{\prime}\right)_{2}\left(a b^{\prime}\right)_{3} \quad+\left(a a^{\prime} b^{\prime}\right) c_{x} c_{\beta} a_{\beta}^{\prime} a_{\gamma} b_{\gamma}^{\prime} \\
& x_{1} \quad x_{2} \quad x_{3}
\end{aligned}
\]
\(=\left(u^{\prime} b_{c}\right) a_{x} c_{\beta} a_{\beta}\left(a_{\gamma} b_{\gamma}+\frac{1}{2} b_{\alpha}{ }^{\prime}(\alpha \gamma \beta) c_{x} c_{\beta} b_{\gamma}{ }^{\prime}=\left(a^{\prime} b c\right) a_{x}{ }^{\prime} a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}+\left(a a^{\prime}, x \gamma\right)\left(a^{\prime} b c\right) c_{\beta} a_{\beta} b_{\gamma}-\frac{1}{2}(\alpha \beta \gamma) b_{\gamma} b_{a} c_{x} c_{\beta}\right.\)
\(=\left(u^{\prime} b c\right) a_{x}^{\prime} d_{\beta}\left(c_{\gamma} b_{\gamma} c_{\beta}+\frac{1}{\underline{2}}(\gamma \alpha x)\left(b_{a} c_{\beta}-b_{\beta} c_{a}\right) b_{\gamma} c_{\beta}-\frac{1}{2}\left\{(x \beta \gamma) b_{\alpha} c_{a} b_{\gamma} c_{\beta}+(\gamma \alpha x) b_{\gamma} b_{a} \cdot c_{\beta}{ }^{2}+(\alpha \beta x) b_{\gamma} b_{a} c_{\gamma} c_{\beta}\right\}\right.\)
\(=\left(a^{\prime} b c\right) a_{x}^{\prime} d_{\beta} l_{\gamma} b_{\gamma} c_{\beta}-\frac{1}{6}(\gamma \alpha x) c_{a} c_{\gamma}, b_{\beta}^{2}-\frac{1}{U}(\alpha \beta x) b_{a} b_{\beta}, c_{\gamma}{ }^{2}-\frac{1}{2}(\beta \gamma x) b_{a} c_{a} b_{\gamma} c_{\beta}\)
\(=\left(a^{\prime} b c\right) w_{x}^{\prime} \alpha_{\beta} u_{\gamma} b_{\gamma} c_{\beta}-\frac{1}{2}(\beta \gamma x) b_{\alpha} c_{\alpha} b_{\gamma} c_{\beta}\).
It is then expressed by the two straight lines \((801)_{1}\) and \((801)_{2}\) ．
4．To shew that the invariant（ \(p q r\) ）\(=s\) is expressible by our concomitants．
It is afterwards shewn otherwise，after Gundelfinger，that it is \(=8 t^{2}-12 S\left(\eta_{x}{ }^{3}\right)\) ， \(s\left(\eta_{x}{ }^{3}\right)\) meaning the quarticinvariant of the ternary cubic \(\eta_{x}{ }^{3}\) ．But by definition
\(\underset{12}{1} \cdot s=\frac{1}{1729}\left(1 m^{\prime} M^{\prime}\right)\)
\[
\begin{aligned}
& =\left(b c^{\prime}\right)_{1} \quad\left(b c^{\prime}\right)_{2} \quad\left(b c^{\prime}\right)_{3} \mid b_{a} c_{a}{ }^{\prime} c_{\beta} a_{\beta}{ }^{\prime} u_{\gamma} b_{\gamma}{ }^{\prime}=\left(b c a^{\prime}\right), \quad\left(b a b^{\prime}\right) b_{a} c_{a}{ }^{\prime} c_{\beta} a_{\beta}{ }^{\prime}\left(c_{\gamma} b_{\gamma}{ }^{\prime}=\left(a^{\prime} b c\right)\left(a b^{\prime} c^{\prime}\right) b_{a} c_{a}{ }^{\prime} c_{\beta} a_{\beta}{ }^{\prime} a_{\gamma} b_{\gamma}{ }^{\prime}\right. \\
& \left.\mid\left(c a^{\prime}\right)_{1}\left(c a u^{\prime}\right)_{2}\left(c a^{\prime}\right)_{3}\right) \quad\left(c^{\prime} c a^{\prime}\right),\left(c^{\prime} a b^{\prime}\right) \quad-\left(a b b^{\prime}\right)\left(a^{\prime} c c^{\prime}\right) b_{a} c_{a}{ }^{\prime} c_{\beta} u_{\beta^{\prime}}{ }^{\prime} c_{\gamma} b_{\gamma}{ }^{\prime} \\
& \left(a b^{\prime}\right)_{1}\left(a b^{\prime}\right)_{2}\left(a b^{\prime}\right)_{3}^{\prime}
\end{aligned}
\]
and \(\left(a b b^{\prime}\right)\left(a c c^{\prime}\right) b_{a} c_{\alpha}{ }^{\prime} c_{\beta} a_{\beta^{\prime}}{ }^{\prime} a_{\gamma} b_{\gamma}{ }^{\prime}=\frac{1}{4} a_{\beta^{\prime}}\left(\beta^{\prime} \alpha \gamma\right) a_{\gamma^{\prime}}\left(\gamma^{\prime} \beta \alpha\right) a_{\gamma} \alpha_{\beta}{ }^{\prime} \equiv \frac{1}{4}\left(\alpha \beta^{\prime} \gamma\right)\left(\alpha \beta \gamma^{\prime}\right) a_{\beta^{\prime}} a_{\gamma^{\prime}} a_{\gamma^{\prime}} a_{\beta^{\prime}}\)
\[
\equiv \frac{1}{4}\left\{\left(\alpha \beta^{\prime} \gamma^{\prime}\right) a_{\gamma}+\left(\alpha \gamma^{\prime} \gamma\right) a_{\beta^{\prime}}+\left(\gamma^{\prime} \beta^{\prime} \gamma\right) a_{\alpha}\right\}\left\{\left(\alpha \beta^{\prime} \gamma^{\prime}\right) a_{\beta}+\left(\alpha \beta \beta^{\prime}\right) c_{\gamma^{\prime}}+\left(\beta^{\prime} \beta \gamma^{\prime}\right) a_{a}\right\} a_{\gamma} a_{\beta^{\prime}}
\]
which is reducible；
als，\(\left(a^{\prime} b c\right)\left(a b^{\prime} c^{\prime}\right) b_{a} c_{a}{ }^{\prime} c_{\beta} a_{\beta}^{\prime}{ }^{\prime} a_{\gamma} b_{\gamma}^{\prime} \equiv\left\{\left(a^{\prime} b^{\prime} c\right\} b_{\gamma}+\left(b^{\prime} b c\right) a_{\gamma}\right\}\left(a b^{\prime} c^{\prime}\right) b_{\alpha} c_{a}{ }^{\prime} c_{\beta} a_{\beta}{ }^{\prime} a_{\gamma}\)
\(\equiv\left\{\left(a^{\prime} b^{\prime} c^{\prime}\right) c_{a}+\left(a^{\prime} c^{\prime} c\right) b_{\alpha}{ }^{\prime}\right\}\left(a b^{\prime} c^{\prime}\right) b_{\gamma} b_{a} c_{\beta} a_{\beta}{ }^{\prime} a_{\gamma}-\frac{1}{2} c_{\beta^{\prime}}{ }^{\prime} l_{\gamma}{ }^{\prime} c_{\alpha}{ }^{\prime} c_{\beta} a_{\beta}{ }^{\prime} a_{\gamma}\left(c_{\beta}^{\prime}{ }^{\prime} a_{a}-c_{\alpha}{ }^{\prime} u_{\beta^{\prime}}\right)\)

\(=-\frac{1}{2} b_{a}^{\prime} \cdot\left(b^{\prime}{ }_{\alpha} c_{\gamma}{ }^{\prime}-b_{\gamma}{ }^{\prime} c^{\prime}{ }^{\prime}{ }^{\prime}\right) c_{\beta}{ }^{\prime} c_{\alpha} b_{\gamma} b_{\alpha} c_{\beta}-\frac{1}{2} a^{\prime}{ }_{\gamma} b_{\alpha}{ }^{\prime} b_{\gamma} b_{a} a_{\beta}{ }^{\prime} u_{\gamma}\left(a_{\gamma} b_{\beta}{ }^{\prime}-a_{\beta} b^{\prime}{ }_{\gamma}\right)-\frac{1}{2} c_{\beta}{ }^{\prime} u_{\gamma}{ }^{\prime} c_{\alpha}{ }^{\prime} c_{\beta} c_{\beta} a_{\beta}{ }^{\prime} u_{\gamma}\left(c^{\prime}{ }^{\prime} \cdot a_{\alpha}-c_{a}{ }^{\prime} c_{\beta^{\prime}}\right)\)
\(\equiv \frac{1}{2} b^{\prime}{ }^{\prime} b_{\gamma}{ }^{\prime} c^{\prime}{ }_{\alpha}{ }^{\prime} c^{\prime} c^{\prime} c_{a} b_{\gamma} b_{a} c_{\beta}+\frac{1}{2} a_{\gamma}{ }_{\gamma} b_{a}{ }^{\prime} b_{\gamma} b_{a}{ }^{\alpha} l_{\beta}{ }^{\prime} a_{\gamma} a_{\beta} b^{\prime}{ }_{\gamma}\)
\(=\frac{1}{2}\left(b b^{\prime} \cdot \gamma a^{\prime}\right) b_{a} b_{\gamma}{ }^{\prime} c_{\alpha} c_{\beta} c^{\prime}{ }^{\prime} c^{\prime} c^{\prime}{ }^{\prime}+\frac{1}{2}\left(b b^{\prime} \cdot \alpha \gamma^{\prime}\right) b_{\alpha}{ }^{\prime} b_{\gamma} a_{\beta} a_{\gamma} a_{\beta}{ }^{\prime}{ }^{\prime} a_{\gamma}^{\prime}\)
\(=\frac{1}{1}\left(\beta^{\prime} \gamma \alpha^{\prime}\right)\left(\beta^{\prime} \alpha \gamma\right) c_{a} c_{\beta} c_{\alpha^{\prime}}^{\prime} c_{\beta}^{\prime}+\frac{1}{1}\left(\beta^{\prime} \alpha \gamma^{\prime}\right)\left(\beta^{\prime} \gamma \alpha\right) a_{\beta} a_{\gamma} \alpha_{\beta}^{\prime} \alpha^{\prime} \gamma^{\prime}\)
\(\equiv \frac{1}{1}\left(\alpha \gamma \alpha^{\prime}\right)\left(\beta^{\prime} \alpha \gamma\right) c_{\beta} c_{\beta} c^{\prime}{ }^{\prime} \cdot c_{\beta^{\prime}}+\frac{1}{4}\left(\gamma \alpha \gamma^{\prime}\right)\left(\beta^{\prime} \gamma \alpha\right) a_{\beta} a_{\beta^{\prime}} a_{\beta}^{\prime} u^{\prime} \gamma^{\prime}\) ミ！）

This indicates how its value and thence that of \(S\left(\eta_{x}{ }^{3}\right)\) can be actually found in terns of the 11 fundamental invariants．
5. Putting \(\quad(p q r) f_{x}^{3}=(q r x) a_{x}^{2}+(r p x) b_{x}{ }^{2}+(p q x) c_{x}^{2}\),
(this is the cubic of which the conics are first polars, as will be proved) and
\[
\begin{aligned}
u_{p} & =12(b c u) b_{a} c_{a} \text { etc. } \\
(\beta \gamma x)^{2} & =\lambda_{x}^{2} \text { etc. } \\
b_{x} c_{x} b_{a} c_{a} & =r_{x}^{2} \text { etc. } \\
(b c u) a_{\beta} a_{\gamma} b_{\gamma} c_{\beta} & =u_{f} \text { etc. } \\
(\alpha \beta \gamma) u_{a} a_{\beta} a_{\gamma} & =u_{z} \text { etc. }
\end{aligned}
\]

Then it may be shewn that
\(\frac{1}{144}(p q r) f_{x}{ }^{3}=\frac{1}{12} a_{x}{ }^{2}\left(\frac{1}{2} u_{p} \cdot \lambda_{x}{ }^{2}+u_{q} \cdot t_{x}{ }^{2}+u_{r} \cdot s_{x}{ }^{2}\right)+\) two similar terms
\[
+\left(a_{x}^{2}\right)^{2} \cdot u_{f}+\left(b_{x}{ }^{2}\right)^{2} \cdot u_{g}+\left(c_{x}^{2}\right)^{2} u_{b}-b_{x}^{2} c_{x}^{2} \cdot u_{l}-c_{x}{ }^{2} \cdot a_{x}{ }^{2} u_{m}-a_{x}{ }^{2} \cdot b_{x}{ }^{2} \cdot u_{n}
\]
which expresses the cubic in our forms.
6. To find \(u_{\sigma}{ }^{2} a_{\sigma} a_{x}\)
\[
\begin{aligned}
-\frac{1}{2} u_{\sigma}{ }^{2} v_{\sigma} & =(b c v)(c a u)(a b u)+(c a v)(a b u)(b c u)+(a b v)(b c u)(c a u), \\
\therefore-\frac{1}{2} u_{a}{ }^{2} a_{\sigma} a_{x} & =\left(a^{\prime} b c\right)(c a u)(a b u) a_{x}^{\prime}+\left(c a a^{\prime}\right)(a b u)(b c u) a_{x}^{\prime}+\left(a b a^{\prime}\right)(b c u)(c a u) a_{x}^{\prime} \\
& =\left(a^{\prime} b c\right)(c a u)(a b u) a_{x}^{\prime}+\frac{1}{2}(b c u) b_{a} c_{x} u_{a}+\frac{1}{2} c_{a} b_{x} u_{a}(b c u)-u_{x} \cdot(b c u) b_{a} c_{a} .
\end{aligned}
\]
7. \(\left(a^{\prime} b c\right)\left(b^{\prime} c a\right)\left(c^{\prime} a b\right) a_{x}{ }^{\prime} b_{y}{ }^{\prime} c_{z}{ }^{\prime}=(a b c)^{2} \cdot(a b c) a_{x} b_{y} c_{z}-\frac{1}{4} \alpha_{\beta}{ }^{2} \cdot(\gamma y z) a_{x} a_{\gamma}+\frac{1}{4} b_{a}{ }^{2} \cdot(\gamma x z) b_{\gamma} b_{y}\)
\[
\begin{aligned}
-\frac{1}{4} c_{a}{ }^{2} \cdot(\beta x y) c_{\beta} c_{z} & +\frac{1}{4}(\beta \gamma x) a_{\beta} \ell_{\gamma} \cdot a_{x} a_{y}-\frac{1}{4}(\gamma \alpha z) b_{\gamma} b_{a} \cdot b_{x} b_{y}+\frac{1}{4}(\beta \alpha y) c_{\beta} c_{\alpha} \cdot c_{x} c_{z} \\
& +\frac{1}{8}(\alpha \beta \gamma)(\beta x y)(\gamma \alpha z)-\frac{1}{8}(\alpha \beta x)(\beta \gamma y)(\gamma \alpha z) \\
& +\frac{1}{8}(\alpha \beta \gamma)(\gamma z x)(\alpha \beta y)-\frac{1}{8}(\gamma \alpha x)(\alpha \beta y)(\beta \gamma z) \\
& +\frac{1}{8}(\alpha \beta \gamma)(\gamma y z)(\alpha \beta x) .
\end{aligned}
\]
8. Thus \(\left(a^{\prime} b c\right)\left(b^{\prime} c a\right)\left(c^{\prime} a b\right) a_{x}{ }^{\prime} b_{x}{ }^{\prime} c_{x}^{\prime}=-\frac{1}{4}(\beta \gamma x)(\gamma \alpha x)(\dot{\alpha} \beta x)+(a b c)^{2}\). (abc) \(a_{x} b_{x} c_{x}\)
\[
+\frac{1}{4}(\beta \gamma x) a_{\beta} a_{\gamma} \cdot a_{x}{ }^{2}-\frac{1}{4}(\gamma \alpha x) b_{\gamma} b_{\alpha} \cdot b_{x}{ }^{2}-\frac{1}{4}(\alpha \beta x) c_{\alpha} c_{\beta} c_{x}{ }^{2},
\]
or say
\[
(\beta \gamma x)(\gamma \alpha x)(\alpha \beta x) \equiv-4\left(a^{\prime} b c\right)\left(b^{\prime} c a\right)\left(c^{\prime} a b\right) a_{x} b_{x}{ }^{\prime} c_{x}^{\prime} \equiv a_{0} b_{0} c_{\sigma} a_{x} b_{x} c_{x} .
\]
9. Miscellaneous.
\((b c u)(c a u) b_{a} u_{a} a_{x}=-(c a u)^{2} \cdot b_{a} b_{x} u_{a}+(a b u)^{2} \cdot c_{a} c_{x} u_{a}-u_{a}{ }^{2} .(a b c)(a b u) c_{x}\) \(-\frac{1}{2} u_{x}\left\{\frac{1}{3} a_{a}{ }^{2} \cdot(b c u)^{2}+(a b u)^{2} \cdot c_{a}{ }^{2}-(c a u)^{2} \cdot b_{a}{ }^{2}-(b c u)^{2} \cdot u_{a}^{2}\right)\),
\((b c u)(b c a)\left(b^{\prime} c^{\prime} a\right) b_{x}{ }^{\prime} c_{x}{ }^{\prime}=(b c a)^{2} \cdot(b c u) b_{x} c_{x}+\frac{1}{2}(u a b) a_{x} b_{x} \cdot b_{\gamma}{ }^{2}-\frac{1}{2}(u a b) a_{\gamma} b_{\gamma} \cdot b_{x}{ }^{2}\)
\[
+\frac{1}{2}(u c \alpha) c_{x} a_{x} \cdot c_{\beta}^{2}-\frac{1}{2}(u c c) c_{\beta} a_{\beta} \cdot c_{x}^{2}+\frac{1}{2} u_{x} \cdot(\beta \gamma x) a_{\beta} a_{\gamma}-\frac{1}{4}(\beta \gamma x) a_{x} a_{\beta} u_{\gamma}-\frac{1}{2}(\beta \gamma x) a_{x} l_{y} u_{\beta},
\]
(abc) \(a_{\beta} b_{\gamma} c_{x} u_{\beta} u_{\gamma} \equiv(u b c) a_{\beta} b_{\gamma} u_{\beta} a_{\gamma} c_{x} \equiv(u b a) c_{\beta} b_{\gamma} u_{\beta} u_{\gamma} c_{x}\) or \((u b a) a_{\gamma} b_{\gamma} \cdot c_{\beta} c_{x} u_{\beta} \equiv 0\),
(abc) \(u_{\boldsymbol{\beta}} u_{\gamma} a_{x} b_{\gamma} c_{\beta} \equiv 0\),
\(\left(a b c^{\prime}\right)\left(a b^{\prime} c\right)(u b c)\left(a^{\prime} b^{\prime} u\right) a_{x}{ }^{\prime} c_{x}{ }^{\prime}\) reduces to the forms \((\alpha \beta \gamma)(\beta \gamma x) u_{\alpha}\), save as to products of forms,
\(u_{\sigma}{ }^{2} a_{\sigma} b_{x} c_{x}(a b c) \equiv(c a u)(a b u)\left(a^{\prime} b c\right)\left(a^{\prime} b^{\prime} c^{\prime}\right) b_{x}{ }^{\prime} c_{x}^{\prime} \equiv 0\),
( \(a \sigma x) u_{\sigma} b_{\sigma} b_{x} \equiv u_{a} c_{a} c_{\beta} \alpha_{\beta} a_{x}\),
\(\left(a b c^{\prime}\right)\left(a b^{\prime} c\right)(u b c)\left(b^{\prime} a^{\prime} u\right)\left(c^{\prime} a^{\prime} u\right) \equiv(a b c)(b c u) a_{a} u_{\sigma}{ }^{3}\).

SII. An account of the theory of three conics as given by Gundelfinger, Rosanes, and in Clebsch's lectures.
§ 1. Estublishment of the cubic of which the conics are first polars.
For a ternary cubic \(f=f_{x}{ }^{3}=g_{x}{ }^{3}=h_{x}{ }^{3}=\ldots\) I write the Hessian, after Clebsch,
 variant \(T=-\left(f^{\prime} g^{\prime} h^{\prime}\right)^{2}(f g h)\left(f^{\prime} g h\right)\left(g^{\prime} h f\right)\left(h^{\prime} f g\right)\) and the Cayleyan
\[
u_{s}^{2}=-(f g h)(g h u)(h f u)(f g u),
\]
then we have the known equations
\[
f_{s}{ }^{2} f_{x} u_{s}=\frac{\frac{1}{3}}{3} S u_{x}, \quad f_{s}{ }^{3}=S, \quad H_{s}{ }^{3}=T .
\]

And since a system of three conics is determined by \(35=\) a fifteenfold arbitrariness, while a system consisting of a ternary cubic and three points is given by \(9+302=\) also a fifteenfold arbitrariness, it is to be expected that from a system of one kind we can uniquely determine a system of the other: in particular, in order that three conics \(a_{x}{ }^{2}=a_{x}{ }^{\prime 2}=\ldots, b_{x}{ }^{2}, c_{x}{ }^{2}\) should be the polar conics of a ternary cubic \(f_{x}{ }^{3}\) in regard to three points \(p, q, r\), it is sufficient that
\[
u_{x}^{2}=f_{x}^{2} f_{p}, \quad b_{x}^{2}=f_{x}^{2} f_{q}, \quad c_{x}^{2}=f_{x}^{2} f_{r},
\]
leading to
\[
(p q r) f_{x}^{2} f_{\xi}=(q r \xi) a x^{2}+(p q \xi) \cdot b_{x}^{2}+(p q \xi) c_{x}^{2}
\]
which gives \(u_{0}{ }^{3}=-6(b c u)(c a u)(a b u)=-6(g h u)(h f u)(f g u) f_{p} g_{q} h_{r}=6(g h u)(h f u)(f g u) f_{p} g_{r} h_{q}\)
\[
\begin{aligned}
& =-3(g h u)(h f u)(f g u) f_{p}\left(g_{q} h_{r}-g_{r} h_{q}\right) \\
& =-3(h f u)(f g u)(g h u) g_{p}\left(h_{q} f_{r}-h_{r} f_{q}\right) \\
& =-3(f g u)(g h u)(h f u) h_{p}\left(f_{q} g_{r}-f_{r} g_{q}\right) \\
& =, \text { by addition, }(p q r) u_{s}^{3}, \\
u_{\sigma}{ }^{3} & =(p q r) u_{s}^{3},
\end{aligned}
\]
or,
and therefore
\[
\begin{aligned}
& v_{\sigma}{ }^{2} u_{\sigma}=(p q r) v_{\delta}^{2} u_{8}, \\
& a_{\sigma}{ }^{2} u_{\sigma}=(p q r) a_{s}{ }^{2} u_{s}=(p q r) f_{s}^{2} f_{p} u_{s}=\frac{1}{3}(p q r) S \cdot u_{p}, \\
& b_{\sigma}{ }^{2} u_{\sigma}=\frac{1}{3}(p q r) S \cdot u_{q}, \quad c_{\sigma}{ }^{2} u_{\sigma}=\frac{1}{3}(p q r) S u_{r},
\end{aligned}
\]
or in particular
and similarly
so that the points \(p, q, r\) must in fact be the points \(\alpha_{\sigma}{ }^{2} u_{\sigma}=0, b_{\sigma}{ }^{2} u_{\sigma}=0, c_{\sigma}{ }^{2} u_{\sigma}=0\),
and we may take the arbitraries so that \(u_{p}=3 a_{\sigma}{ }^{2} u_{\sigma}, u_{q}=3 b_{\sigma}{ }^{2} u_{\sigma}, u_{r}=3 c_{\sigma}{ }^{2} u_{\sigma},(p q r) S=1\);
while conversely if \(\quad(p q r) f_{x}^{3}=(q r x) a_{x}{ }^{2}+(r p x) b_{x}{ }^{2}+(p q x) c_{x}{ }^{2}\)
then \(\quad 3(p q r) f_{x}^{2} f_{p}=(q r p) a_{x}^{2}+2(r p x) b_{x} b_{p}+2(p q x) c_{x} c_{p}+2(q r x) a_{x} a_{p}\),
and (as already shewn) \(u_{p}=12(b c u) b_{a} c_{a}\) so that \(b_{x} b_{p}=12\left(b c b^{\prime}\right) b_{x}{ }^{\prime} b_{a} c_{a}=6(\alpha \beta x) c_{a} c_{p}=u_{x} u_{q}\),
and
\[
c_{a} c_{p}=6(\gamma \alpha x) b_{\gamma} b_{a}=a_{x} a_{r}
\]
therefore \(3(p q r) f_{x}^{2} f_{p}=(p q r) a_{x}{ }^{2}+2 a_{x}\left\{(q r x) a_{p}+(r p x) a_{q}+(p q x) a_{r}\right\}=3\left(p q r^{r}\right) \cdot a_{x}^{2}\),
ur \(\quad f_{x}{ }^{2} f_{p}=\alpha_{x}{ }^{2}\).
Wherice
\[
f_{x}^{2} f_{z}=b_{x}^{2}, \quad f_{x}^{2} f_{r}=c_{x}^{2}, \quad(p q r) f_{x}^{2} f_{\xi}=(q r \xi) a_{x}^{2}+(r p \xi) b_{x}^{2}+(p q \xi) c_{x}^{2}
\]

So that equation (i) properly determines the cubic in question.
§ 2. Expression of the cubic.
The cubic (i) may be expressed by our concomitants, for we have shewn
\[
\begin{gather*}
\frac{1}{14 \pm}(q r x)=\left(a^{\prime} b c\right) a_{x}{ }^{\prime} a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}-\frac{1}{2}(\beta \gamma x) b_{\alpha} c_{\alpha} b_{\gamma} c_{\beta} ; \\
\therefore \frac{1}{144}(p q r) f_{x}{ }^{3}=a_{x}{ }^{2} \cdot\left\{\left(a^{\prime} b c\right) a_{x}{ }^{\prime} a_{\beta} a_{\gamma} b_{\gamma} c_{\beta}-\frac{1}{2}(\beta \gamma x) b_{a} c_{a} b_{\gamma} c_{\beta}\right\}++. \tag{ii}
\end{gather*}
\]

Or again it may be expressed, after Gundelfinger, in terms of the discriminant, in regard to \(x\), of \(\mu_{1} a_{x}{ }^{2}+\mu_{2} b_{x}{ }^{2}+\mu_{3} c_{x}^{2},=d_{x}{ }^{2}\) say, the discriminant being defined as
\[
\left(d d^{\prime} d^{\prime \prime}\right)^{2}=6\left|\begin{array}{lll}
d_{11} & d_{12} & d_{13} \\
d_{21} & d_{22} & d_{23} \\
d_{31} & d_{32} & d_{33}
\end{array}\right|
\]

For putting
\[
\xi_{i}=p_{i} \mu_{1}+q_{i} \mu_{2}+r_{i} \mu_{3}, \quad(i=1,2,3),
\]
so that in fact \(\mu_{1}, \mu_{2}, \mu_{3}\) are the co-ordinates of the point \(\xi\) in regard to the triangle \(p, q, r\), we have, solving for \(\mu_{1}, \mu_{2}, \mu_{3}\) in terms of \(\xi\) and substituting in the definition equation of \(d_{x}{ }^{2}\),
\[
d_{x}^{2}=\frac{1}{(p q r)}\left\{(q r \xi) a_{x}^{2}+(r p \xi) b_{x}^{2}+(p q \xi) c u^{2}\right\}=f_{x}^{2} f_{\xi},
\]
and thence the discriminant \(\left(d d^{\prime} d^{\prime \prime}\right)^{2}\) is equal to \(H_{\xi^{3}}\), namely to the Hessian of \(f_{\xi^{3}}\),
while \(\left(d d^{\prime} d^{\prime \prime}\right)^{2}\) is in fact the cubic
\(d_{\mu}{ }^{3}=a_{\alpha}{ }^{2} \cdot \mu_{1}{ }^{3}+b_{\beta}{ }^{2} \cdot \mu_{2}{ }^{3}+c_{\gamma}{ }^{2} \cdot \mu_{3}{ }^{3}+3 b_{\alpha}{ }^{2} \cdot \mu_{1}{ }^{2} \mu_{2}+3 c_{\alpha}{ }^{2} \mu_{1}{ }^{2} \mu_{3}+3 c_{\beta}{ }^{2} \mu_{2}{ }^{2} \mu_{3}+3 a_{\beta}{ }^{2} \mu_{2}{ }^{2} \mu_{1}+3 a_{\gamma}{ }^{2} \mu_{3}{ }^{2} \mu_{1}\)
\[
+3 b_{\gamma}{ }^{2} \mu_{3}{ }^{2} \mu_{2}+6(u b c)^{2} \mu_{1} \mu_{2} \mu_{2},
\]
and therefore, remembering that the Hessian of the Hessian of a ternary cubic is
\[
\frac{1}{12} S^{2} f-\frac{1}{3} T H,
\]
we see that the Hessian of \(\left(d d^{\prime} d^{\prime \prime}\right)^{2}\) in regard to \(\mu\), namely \(H\left(d_{\mu}{ }^{3}\right)\) is equal to
\[
(p q r)^{2} \cdot\left\{\frac{1}{12} S^{2} f_{\xi}{ }^{3}-\frac{1}{3} T H_{\xi}{ }^{3}\right\}:
\]
namely [as
\[
(p q r) S=1
\]
and
\[
\begin{align*}
\eta_{x}{ }^{3} & =6(a b c) a_{x} b_{x} c_{x}=6(f g h) f_{x} g_{x} h_{x} f_{p} g_{q} h_{r}=(p q r) H_{x}{ }^{3}, \\
t & =\eta_{\sigma}{ }^{3}=(p q r) \eta_{s}=(p q r)^{2} . H_{s}{ }^{3}=(p q r)^{2} T \ldots \ldots \ldots \ldots
\end{align*}
\]
whence
we have
\[
H\left(d_{\mu}{ }^{3}\right)=\frac{1}{12} f_{\xi}{ }^{3}-\frac{1}{3} t d_{\mu}{ }^{3}
\]
that is
\[
\begin{equation*}
f_{\xi}{ }^{2}=12 H\left(d_{\mu}{ }^{3}\right)+4 t \cdot d_{\mu}{ }^{3} \tag{iii}
\end{equation*}
\]
which gives the value of \(f_{\xi}{ }^{3}\) (referred to \(p, q, r\) as triangle of co-ordinates and) expressed in terms of the discriminant in regard to \(x\) of \(\mu_{1} a_{x}{ }^{2}+\mu_{3} b_{x}{ }^{2}+\mu_{3} c_{x}{ }^{2}\).

And the 10 invariants \(a_{a}{ }^{2}, \ldots b_{a}{ }^{2}, \ldots,(a b c)^{2}\) are expressible by the cubic,
for
\[
d_{\mu}{ }^{3}=H_{\xi}{ }^{3}=\left(H_{p} \cdot \mu_{1}+H_{q} \cdot \mu_{2}+H_{r}, \mu_{3}\right)^{3},
\]
so that \(\quad a_{a}{ }^{2}=H_{p}{ }^{3} \ldots b_{a}{ }^{2}=H_{p}{ }^{2} H_{q} \ldots(a b c)^{2}=H_{p} H_{q} H_{r}\),
with which compare \(a_{p}{ }^{2}=f_{p}{ }^{3} \ldots a_{q}{ }^{2}=f_{p} f_{q}{ }^{2} \ldots a_{q} a_{r}=b_{r} b_{p}=c_{p} c_{q}=f_{p} f_{q} f_{r}\).
Further the conic \(a_{x}{ }^{2}\) being in fact \(\left(a_{p} \lambda_{1}+a_{q} \lambda_{2}+a_{r} \lambda_{3}\right)^{2}\) (where \(\lambda_{1} \lambda_{2} \lambda_{3}\) are the current co-ordinates) when referred to the \(p, q, r\) triangle, it is seen that the 18 coefficients of the three conics are in fact only 10, corresponding to some extent to the simplification when two conics are referred to their common self-polar triangle.

While also, remembering that the quartic and sextic invariants of the Hessian of a ternary cubic are in fact
\[
\frac{9}{3} T^{13}-\frac{1}{12} S^{3}, \quad \frac{1}{24} S^{3} T-\frac{9}{3} T^{3},
\]
it follows from
\[
d_{\mu}{ }^{3}=I \xi_{\xi}{ }^{3}
\]
that
\[
S\left(d_{\mu}^{3}\right)=(p q r)^{r}\left\{\frac{2}{3} T^{13}-\frac{1}{12} S^{3}\right\}=\frac{2}{3} t^{2}-\frac{1}{12}(p q r),
\]
where \(S, T\) are, as previously, invariants of \(f_{x}{ }^{3}\),
and
\[
T\left(d_{\mu}^{s}\right)=\ldots \ldots . \quad=\frac{1}{12} t(p q r)-\frac{2}{3} t^{3} ;
\]
and therefore
\[
\left.\begin{array}{r}
(p q r)=8 t^{2}-12 S\left(d_{\mu}{ }^{3}\right)  \tag{iv}\\
2 t^{3}-9 t S\left(d_{\mu}{ }^{3}\right)-18 T\left(d_{\mu}{ }^{3}\right)=0
\end{array}\right\}
\]
and
So that any invariant is a rational function of the ten \(a_{a}{ }^{2}, \ldots b_{a}{ }^{2}, \ldots(a b c)^{3}\) and of \(t\).
The prerious mode of expression is Gundelfinger's. Otherwise we may say
\[
\eta_{\xi}{ }^{3}=\left(p q q^{r}\right) d_{\mu^{3}}=(p q r)\left\{a_{a}^{2} \cdot \mu_{1}^{3}+\ldots+3 b_{a}^{2} \mu_{1}^{2} \mu_{2}+\ldots+6(a b c)^{2} \mu_{1} \mu_{2} \mu_{3}\right\},
\]
giving the equation of \(\eta_{\xi}{ }^{3}\) referred to Gundelfinger's triangle,
and
\[
\begin{align*}
H\left(\eta_{\xi}{ }^{3}\right) & =(p q r) H\left(d_{\mu}^{3}\right), \quad S\left(\eta_{\xi}{ }^{3}\right)=S\left(d_{\mu}^{3}\right), \quad T\left(\eta_{\xi}{ }^{3}\right)=T\left(d_{\mu}^{3}\right), \\
(p q r) & =\delta t^{2}-12 S\left(\eta_{\xi}{ }^{3}\right), \quad 2 t^{3}-9 t S\left(\eta_{\xi}{ }^{3}\right)-18 T\left(\eta \eta_{\xi}^{3}\right)=0, \\
(p q r) f_{\xi}{ }^{3} & =(p q r)\left\{\mu_{1} \bar{d}_{\mu}{ }^{2}+\mu_{2} b_{\mu}{ }^{2}+\mu_{3} \bar{c}_{\mu}{ }^{2}\right\}=12 H\left(\eta_{\xi}{ }^{3}\right)+4 t \xi_{\xi}{ }^{3} \ldots \ldots \tag{v}
\end{align*}
\]
giving the expression of \(f_{\xi}{ }^{3}\) in terms of \(\eta_{\xi}{ }^{3}\).
And we may see the exact significance of the cubic satisfied by \(t\), by putting
and
\[
\begin{aligned}
S\left(\eta_{\xi}^{3}\right) & =\frac{1}{2} g_{2}, \\
T\left(\eta_{\xi}^{3}\right) & =-\frac{3}{4} g_{3}, \\
4 u^{3}-g_{2} u-g_{3} & =4\left(u-e_{1}\right)\left(u-e_{2}\right)\left(u-e_{3}\right) .
\end{aligned}
\]

Then the cubic solves and we obtain \(t=-3 e_{i}\) and therefore from (v)
\[
(p q r) f_{\xi}^{3}=12\left\{H\left(\eta_{\xi}^{3}\right)-e_{i} \cdot \eta_{\xi}^{3}\right\},
\]
namely by a known theory \(f_{\xi}{ }^{3}\) is one of the three cubics of which \(\eta \xi^{3}\) is the Hessian, which is right; or, say, \(f_{\xi}{ }^{3}\) is a sub-Hessian of \(\eta \xi^{3}\).

And
\[
(p q r)=6\left\{12 e_{i}^{2}-g_{2}\right\}=24\left(e_{i}-e_{j}\right)\left(e_{i}-e_{k}\right)=12 p^{\prime \prime} \omega_{i},
\]

Where \(p u\) is Weierstrass' elliptic function, with \(g_{2}, g_{3}\) as invariants, and \(\omega_{i}\) a semi-period: and the interpretation of \((p q r)=0, t=0\) can be deduced.

Note too, the resultant of the three conics, vanishing with the discriminant of the cubic, or \(S^{3}-6 T^{2}\), vanishes with \(\frac{1}{(p q r)^{3}}-6\left[\frac{t}{(p q r)^{2}}\right]^{2}\),
namely with
\[
(p q r)-6 t^{2}
\]
which is therefore the resultant of the three conics.

There is a third way in which we may express the equation of \(f_{x}{ }^{3}\).
For
\[
\begin{aligned}
& (p q r) f_{x}{ }^{2} f_{\xi}=(q r \xi) a_{x}{ }^{2}+(r p \xi) b_{x}{ }^{2}+(p q \xi) c_{x}{ }^{2} \text {, where } u_{p}=3 a_{\sigma}{ }^{2} u_{\sigma} \\
= & \left|\begin{array}{llll}
a_{x}{ }^{2} & b_{x}{ }^{2} & c_{x}{ }^{2} \\
p_{1} & q_{1} & r_{1} & \xi_{1} \\
p_{2} & q_{3} & r_{2} & \xi_{2} \\
p_{3} & q_{3} & r_{3} & \xi_{3}
\end{array}\right|=27\left|\begin{array}{lll}
a_{x}{ }^{2} & b_{x}{ }^{2} & c_{x}{ }^{2} \\
a_{\sigma}{ }^{2} \sigma_{1} & b_{\sigma}{ }^{2} \sigma_{1} & c_{\sigma}{ }^{2} \sigma_{1} \\
\frac{1}{3}(u v)_{1} \\
a_{\sigma}{ }^{2} \sigma_{2} & b_{\sigma}{ }^{2} \sigma_{2} & c_{\sigma}{ }^{2} \sigma_{2} \\
a_{\sigma}{ }^{2} \sigma_{3} & b_{\sigma}{ }^{2} \sigma_{3} & c_{\sigma}{ }^{2} \sigma_{3} \\
\frac{1}{3}(u v)_{2}
\end{array}\right| \text { where }(u v)_{i}=\xi_{i} \\
= & \left|\begin{array}{llll}
a_{x}{ }^{2} & a_{\sigma}{ }^{2} \sigma_{1} & a_{\sigma}{ }^{2} \sigma_{2} & a_{\sigma}{ }^{2} \sigma_{3} \\
b_{x}{ }^{2} & b_{\sigma}{ }^{2} \sigma_{1} & b_{\sigma}{ }^{2} \sigma_{2} & b_{\sigma}{ }^{2} \sigma_{3} \\
c_{x}{ }^{2} & c_{\sigma}{ }^{2} \sigma_{1} & c_{\sigma}{ }^{2} \sigma_{2} & c_{\sigma}{ }^{2} \sigma_{3}
\end{array}\right|\left|\begin{array}{llll}
0 & u_{1} & u_{2} & u_{3} \\
0 & v_{1} & v_{2} & v_{3} \\
1 & 0 & 0 & 0
\end{array}\right|=9\left|\begin{array}{lll}
a_{\sigma}{ }^{2} u_{\sigma} & b_{\sigma}{ }^{2} u_{\sigma} & c_{\sigma}{ }^{2} u_{\sigma} \\
a_{\sigma}{ }^{2} v_{\sigma} & b_{\sigma}{ }^{2} v_{\sigma} & c_{\sigma}{ }^{2} v_{\sigma} \\
a_{x}{ }^{2} & b_{x}{ }^{2} & c_{x}{ }^{2}
\end{array}\right| \ldots \ldots . .(v i),
\end{aligned}
\]
if form which will be afterwards obtained geometrically. But now using the equation, of which the proof may be momentarily deferred:-
\[
\begin{aligned}
& \left|\begin{array}{lll}
a_{x}{ }^{2} & b_{x}{ }^{2} & c_{x}{ }^{2} \\
a_{y}{ }^{2} & b_{y}{ }^{2} & c_{y}{ }^{3} \\
a_{z}^{2} & b_{z} z^{3} & c_{z}^{3}
\end{array}\right|=\frac{2}{3}(x y z) \eta_{x} \eta_{y} \eta_{z}-\frac{1}{3}(y z \sigma)(z x \sigma)(x y \sigma),
\end{aligned}
\]
where
\[
\begin{aligned}
& \eta_{x}^{3}=6(a b c) a_{x} b_{x} c_{x}, \\
& u_{\sigma}^{3}=-6(b c u)(c a u t)(a b u),
\end{aligned}
\]
we have
\[
\begin{aligned}
\frac{1}{9}(p q r) f_{x}^{2} f_{\xi} & =\frac{2}{3}\left(x \sigma \sigma^{\prime}\right) \eta_{x} u_{a} v_{\sigma} \eta_{\sigma} \eta_{\sigma^{\prime}}+\frac{1}{3}\left(\sigma \sigma^{\prime} \sigma^{\prime \prime}\right)\left(\sigma \sigma^{\prime \prime} x\right)\left(\sigma \sigma^{\prime} x\right) u_{\sigma^{\prime}} v_{\sigma^{\prime \prime}} \\
& =\frac{1}{3}\left(x \sigma \sigma^{\prime}\right)\left(\xi \sigma \sigma^{\prime}\right) \eta_{x} \eta_{\sigma} \eta_{\sigma^{\prime}}+\frac{1}{\varepsilon}\left(\sigma \sigma^{\prime} \sigma^{\prime \prime}\right)\left(\sigma^{\prime} \sigma^{\prime \prime} \xi\right)\left(\sigma \sigma^{\prime} x\right)\left(\sigma \sigma^{\prime \prime} x\right)
\end{aligned}
\]
for
\[
\xi_{i}=(u v)_{i}
\]
and thence
\[
\frac{1}{y}(p q r) f_{x}^{3}=\frac{1}{3}\left(x \sigma \sigma^{\prime}\right)^{2} \eta_{x} \eta_{\sigma} \eta_{\sigma^{\prime}}-\frac{1}{6}\left(\sigma \sigma^{\prime} \sigma^{\prime \prime}\right)\left(\sigma^{\prime} \sigma^{\prime \prime} x\right)\left(\sigma^{\prime \prime} \sigma x\right)\left(\sigma \sigma^{\prime} x\right) \ldots \ldots \ldots(\text { vii }) .{ }^{*}
\]
[We may prove the value of \(\left|a_{x}{ }^{2} b_{x^{2}}{ }^{2} c_{x}{ }^{2}\right|\) quoted, as follows (after Rosanes, Math. Aun.
\[
\left|\begin{array}{lll}
a_{y}{ }^{2} & b_{y}{ }^{2} & c_{y}{ }^{2} \\
a_{z}{ }^{2} & b_{z} & c_{z}{ }^{2}
\end{array}\right|
\]
\[
\text { from } \left.\begin{array}{rl}
\eta_{x}{ }^{3} & =6(a b c) a_{x} b_{x} c_{x} \\
u_{\sigma}{ }^{3} & =-6(b c u)(c a u)(a b u)\}-\frac{1}{2} v_{\sigma}{ }^{2} u_{0}
\end{array}\right\}(b c u)(c a v)(a b v)+(c a u)(u b v)(b c v)+(a b u)(b c v)(c a v) .
\]

Therefore \(\frac{1}{2}\left\{u_{y} \cdot \eta_{x}{ }^{2} \eta_{y}+(x y \sigma)^{2} u_{\sigma}\right\}\) consists of terms like
\[
(b c u)\left\{a_{y}^{2} b_{x} c_{x}+a_{y} b_{y} a_{x} c_{x}+a_{y} c_{y} a_{x} b_{x}+(a b, x y)(a c \cdot x y)\right\}
\]
or (bcu) \(\left\{a_{y}{ }^{2} b_{x} c_{x}+a_{y} b_{y} a_{x} c_{x}+a_{y} c_{y} a_{x} b_{x}+a_{x}{ }^{2} \cdot b_{y} c_{y}-a_{y} c_{y}, a_{x} b_{x}-a_{y} b_{y} \cdot a_{x} c_{x}+a y{ }^{2}, b_{x} c_{x}\right\}\),
or (bcu) \(\left\{2 a_{y}{ }^{2} b_{x} c_{x}+u_{x}{ }^{2} b_{y} c_{y}\right\}\).
That is
\(\frac{1}{2}\left\{u_{y} \eta_{x}{ }^{2} \eta_{y}+(x y \sigma)^{2} u_{\sigma}\right\}=(b c u)\left(2 a_{y}{ }^{2} b_{x} c_{x}+a_{x}{ }^{2} b_{y} c_{y}\right)+(c a u)\left(2 b_{y}{ }^{2} c_{x} a_{x}+b_{x}{ }^{2} c_{y} a_{y}\right)+(u b u)\left(2 c_{y}{ }^{2}\left(c_{x} b_{x}+c_{x}{ }^{2} u_{y} b_{y}\right)\right.\).
* [From which it follows [since ( \(p q r\) ) \(S^{\prime}=1, u_{\sigma}{ }^{3}=(p q r) u_{0}^{3}\), \(\left.\eta_{x}{ }^{3}=(p q r) H_{x}{ }^{3}\right]\), that it must be possible to express a ternary cubic in terms of its Hessian, Cayleyan and quarticinvariant, in the form
\({ }^{\frac{1}{6}} S^{2} f_{x}^{3}=\frac{1}{3}\left(x s s^{\prime}\right)^{2} H_{x} H_{1} H_{0^{\prime}}-\frac{1}{8}\left(s s^{\prime} s^{\prime \prime}\right)\left(s^{\prime} s^{\prime \prime} x\right)\left(s^{\prime \prime} s x\right)\left(s s^{\prime} x\right)\), and indeed \(\left(x s s^{\prime}\right)^{2} u u_{s} u_{e^{\prime}}=\left(H H^{\prime} u\right)^{2} H_{x} H_{x}{ }^{\prime}+\frac{1}{2} S \cdot(f g u)^{2} f_{x} g_{x}\),
and thence \(\quad\left(s s^{\prime} x\right)^{2} H_{x} H_{s} H_{s^{\prime}}=\frac{1}{6} S^{9} f-\frac{1}{3} T H\),
and \(\quad\left(s s^{\prime} s^{\prime \prime}\right)\left(s^{\prime \prime} s^{\prime \prime} x\right)\left(s^{\prime \prime} s x\right)\left(s s^{\prime} x\right)=-\frac{1}{3} S^{2} f-\frac{3}{3} T H\),
(Math. Annal. vi. 492. \& 15
so that \({ }_{3}^{2} S^{2} f_{x}^{3}=\frac{1}{3} S^{4} f-\frac{2}{3} T H-\left(-\frac{1}{3} S^{2} f-\frac{2}{3} T H\right)\),
which is right.]

So
\(\stackrel{1}{2}: u_{x} \eta_{y} \eta_{y} \eta_{x}+\left(\eta_{!}^{2} \mid \sigma\right)^{2} u_{\sigma}=(b c u)\left(a_{y} y^{2} b_{x} c_{x}+2 a_{x}{ }^{2} b_{y y} c_{y}\right)+(c a u)\left(b_{y}{ }^{2} c_{x} l_{x}+2 b_{x}{ }^{2} c_{y} a_{y}\right)+(a b u)\left(c_{y}{ }^{2} a_{x} b_{x}+2 c_{x} c^{2} a_{y} b_{y}\right)\), whence \(\frac{1}{3}\left\{u_{x} \cdot \eta_{y}{ }^{2} \eta_{x}-\frac{1}{2} u_{y} \cdot \eta_{x}{ }^{2} \eta_{y}+\frac{1}{2}(x y \sigma)^{2} u_{\sigma}\right\}=a_{x}{ }^{2}\). (bcu) \(b_{y} c_{y}+b_{x}{ }^{2}\). (cau) \(c_{y} a_{y}+c_{x}{ }^{2}\). (abu) \(a_{y} b_{y}\), whence \(\frac{1}{3}\left\{2 u_{x} \eta_{y} \eta_{z} \eta_{x}-\frac{1}{2} u_{y} \cdot \eta_{x}{ }^{2} \eta_{z}-\frac{1}{3} u_{z} \cdot \eta_{x}{ }^{3} \eta_{y}+(x y \sigma)(x z \sigma) u_{0}\right\}\)
\[
=a_{x}^{2} \cdot(b c u)\left(b_{y} c_{z}+b_{z} c_{y}\right)+b_{x}^{2} \cdot(c a u)\left(c_{y} a_{z}+c_{z} a_{y}\right)+c_{x}^{2} \cdot(a b u)\left(a_{y} b_{z}+a_{z} b_{y}\right),
\]
or putting \(u_{i}=(y z)_{i}\),
\[
\left.\frac{1}{3}\left\{2(x y z) \eta_{x} \eta_{y} \eta_{z}-(y z \sigma)(z x \sigma)(x y \sigma)\right\}=\left[\begin{array}{lll}
a_{x}{ }^{2} & b_{x} & c_{x}{ }^{3} \\
a_{y}{ }^{2} & b_{y}{ }^{2} & c_{y}{ }^{2}
\end{array}\right] \cdot\right]
\]

Theory of conjugate systems.
There is also a theory founded on a relation of a locus of points of the second order (say, shorlly, a conic) to a cluster of rays of the second class (say, here, a cluster) [which is an extension of the relation of a conic to two points conjugate thereto or of two lines to a cluster in regard to which they are conjugate], under which relation [either curve may be said to be conjugate to the other or better] the locus may be said to be circumscribed to the cluster and the latter inscribed to the former. It is that poristic relation under which a single infinity of sets of three of the rays of the cluster form a trilateral self-polar in regard to the locus (so that the cluster-conic is in fact inscribed, viz. in a trilateral), and a single infinity of sets of three of the points of the locus form a triangle self-polar in regard to the cluster (so that the locus is in fact circumscribed, viz. to a triangle).

If \(a_{x^{2}}{ }^{2}, b_{x}{ }^{2}\) be two conics, the cluster of tangents of the latter being \(u_{\lambda}{ }^{2}=u_{\lambda^{2}}{ }^{2}=\ldots=0\), to the former \(u_{a}{ }^{2}=u_{a^{2}}{ }^{2}=\ldots=0\), then the tangents to \(b_{x}{ }^{2}\) from the point \(v_{a} u_{\alpha}=0\), which is the pole of the line \(v\) in regard to \(a_{x}{ }^{2}\), are \((\lambda x \alpha)\left(\lambda x \alpha^{\prime}\right) v_{a} v_{a^{\prime}}=0\), which are conjugate in regard to \(\alpha_{x}{ }^{2}=0\) if \(\quad\left(\lambda \alpha \alpha^{\prime \prime}\right)\left(\lambda \alpha^{\prime} \alpha^{\prime \prime}\right) v_{a} v_{a^{\prime}}=0\).
\[
\text { But } \begin{aligned}
0=\left(\lambda \alpha \alpha^{\prime \prime}\right)\left(\lambda \alpha^{\prime} \alpha^{\prime \prime}\right) v_{a} v_{a^{\prime}} & =\frac{1}{2} v_{a^{\prime}}\left(\lambda \alpha \alpha^{\prime \prime}\right)\left\{\left(\lambda \alpha \alpha^{\prime \prime}\right) v_{a^{\prime}}-\left(\alpha^{\prime} \alpha \alpha^{\prime \prime}\right) v_{\lambda}\right\} \\
& =\frac{2}{3} a_{a}{ }^{2}\left\{v_{a}{ }^{2} a_{\lambda}{ }^{2}-a_{a} v_{\lambda} a_{\lambda} v_{a}\right\}=\frac{2}{3} a_{a}{ }^{2}\left\{v_{a}{ }^{2} a_{\lambda}{ }^{2}-\frac{1}{3} a_{a^{2}} v_{\lambda^{2}}\right\}
\end{aligned}
\]
gives in general the cluster \(v_{a}^{2} a_{\lambda}{ }^{2}-\frac{1}{3} a_{a}{ }^{2} v_{\lambda}{ }^{2}=0\), of which the common tangents of \(\alpha_{x}{ }^{2}\) and \(b_{x}{ }^{3}\) form part, which cluster coincides with that of the tangents of \(b_{x}{ }^{2}=0\) provided \(\varepsilon_{\lambda}{ }^{2}=0\), and then we have \(b_{x}{ }^{2}\) inscribed in a single infinity of self-polar triangles of \(a_{x}{ }^{2}\), and also, as may be similarly shewn, \(a_{x}{ }^{2}\) circumscribed to a single infinity of self-polar triangles of \(b_{x}{ }^{2}\).

Or \(\alpha_{\lambda}{ }^{2}=0\) is the condition that \(a_{x}{ }^{2}\) be circumscribed to \(u_{\lambda}{ }^{2}\).
And it is useful to bear in mind that
1. A conic is circumscribed to a two point cluster provided the points be conjugate in regard thereto \(-a_{x}{ }^{2}\) is circumscribed to \(u_{x} u_{y}=0\) provided \(a_{x} a_{y}=0\), which is the condition for conjugate points.
2. In particular a conic is circumscribed to a point cluster repeated, when the point is on the conic.
3. A cluster is inscribed to a two-line locus provided the lines be conjugate in regard to the cluster- \(p_{x} q_{x}\) is circumscribed to \(u_{a}{ }^{2}\) provided \(p_{a} q_{a}=0\).
4. In particular is inscribed to a line-locus repeated, provided the line be a ray of the cluster.

And, as an example, the equation \(f_{8}^{2} f_{x} u_{s}=\frac{1}{3} S u_{x}\), quoted (p.92), shews that the polar conic of any point in regard to a ternary cubic is circumscribed to the polar cluster in regard to the Cayleyan of any line through the point.

From which we derive the interpretation of equation (vi) of page 95 -for if
\[
\lambda_{1} a_{x}^{2}+\lambda_{2} b_{x}^{2}+\lambda_{3} c_{x} x^{2}
\]
be the polar conic of a point \(\xi\), where two lines \(u_{x}=0, v_{x}=0\) intersect, in regard to a cubic, it must be circumscribed to the polar clusters of \(u_{x}=0, v_{x}=0\), in regard to the Cayleyan \(u_{\sigma}{ }^{3}=0\).

Therefore \(\quad \lambda_{1} a_{\sigma}{ }^{2} u_{\sigma}+\lambda_{2} b_{\sigma}{ }^{2} u_{\sigma}+\lambda_{3} c_{\sigma}{ }^{2} u_{\sigma}=0, \lambda_{1} a_{\sigma}{ }^{2} v_{\sigma}+\lambda_{2} b_{\sigma}{ }^{2} v_{\sigma}+\lambda_{3} c_{\sigma}{ }^{2} v_{\sigma}=0\),
from which the equation follows.
Now to be given that a cluster is inscribed to a conic is equivalent to a single linear relation among the six coefficients in its equation, so that a cluster is determined by five circumscribing conics (in particular by five tangents). A 'swarm' (schaar) of clusters (the single infinity \(f u_{\lambda}{ }^{2}+g u_{\mu}{ }^{2}\) ), similarly, by four circumscribing conics, and finally it 'web' of clusters (the double infinity \(g_{1} u_{\lambda}{ }^{2}+g_{2} u_{\mu}{ }^{2}+g_{3} u_{\nu}{ }^{2}\) ) by three circumscribing conics, or, say, by a circumscribing 'net' of conics \(f_{1} a_{x}{ }^{2}+f_{2} b_{x}{ }^{2}+f_{3} c_{x}{ }^{2}\) (since \(a_{\lambda}{ }^{2}=0, b_{\lambda}{ }^{2}=0, c_{\lambda}{ }^{2}=0\), require also \(g_{1} a_{\lambda}{ }^{2}+g_{2} b_{\lambda}{ }^{2}+g_{3} c_{\lambda}{ }^{2}=0\) ), and every cluster of the web is circumscribed to every conic of the net.

The equation of the cluster of this web which is also inscribed in the two arbitrary conics \(v_{x}{ }^{2}, w_{x}{ }^{2}\) (which we may take to be repeated elements of the cluster, viz. \(v_{x}\) is a straight line as also \(w_{x}\) ), is got from
\[
a_{\lambda}{ }^{2}=0, b_{\lambda}{ }^{2}=0, c_{\lambda}{ }^{2}=0, u_{\lambda}^{2}=0, v_{\lambda}^{2}=0, w_{\lambda}{ }^{2}=0
\]
aud is therefore
\[
0=\left|\begin{array}{llllll}
a_{1}^{2} & a_{2}^{2} & a_{3}^{2} & a_{2} a_{3} & a_{3} a_{1} & a_{1} a_{2} \\
b_{1}^{2} & b_{2}^{2} & b_{3}^{2} & b_{2} b_{3} & b_{3} b_{1} & b_{1} b_{2} \\
c_{1}^{2} & c_{2}^{2} & c_{3}^{2} & c_{2} c_{3} & c_{3} c_{3} & c_{1} c_{2}
\end{array}\right| \text { or say, }(a b c v w u)=0,
\]
where \(a_{1}{ }^{2} \ldots\) are the coefficients of the first conic.
But then from \(a_{\lambda}{ }^{2}=0, b_{\lambda}{ }^{2}=0, c_{\lambda}{ }^{2}=0, u_{\lambda}{ }^{2}=0\) alone, we see that we must have
\[
g_{1} u_{\lambda}{ }^{2}+g_{2} u_{\mu}^{2}+g_{3} u_{\nu}^{2}=(a b c v w v u),
\]

Vol. XV. Part I.
where \(u_{\lambda}{ }^{*}, u_{\mu}{ }^{2}, u_{v}{ }^{2}\) are determinate, and \(g_{1}, g_{2}, g_{3}\) unknown, with also
\[
\begin{array}{r}
g_{1} v_{\lambda}^{2}+g_{2} v_{\mu}^{2}+g_{3} v_{v}^{2}=0, \\
g_{1} w_{\lambda}^{3}+g_{3} v_{\mu}^{2}+g_{3} w_{v}^{2}=0,
\end{array}
\]
and therefore after determining a numerical factor
\[
\begin{aligned}
(\text { abcruvu })= & \left|\begin{array}{lll}
u_{\lambda}{ }^{2} & u_{\mu}{ }^{2} & u_{\nu}{ }^{2} \\
v_{\lambda}{ }^{2} & v_{\mu}{ }^{2} & v_{\nu}{ }^{2} \\
& \mid v_{\lambda}{ }^{2} & w_{\mu}{ }^{2} \\
w_{\nu}{ }^{2}
\end{array}\right|
\end{aligned}
\]

Just so we shall find
\[
-8(\lambda \mu \nu x y z)=\left|\begin{array}{lll}
a_{x}{ }^{2} & b_{x}{ }^{2} & c_{x}{ }^{2} \\
a_{y}{ }^{2} & b_{y}{ }^{2} & c_{y}{ }^{2} \\
a_{z}^{2} & b_{z}{ }^{2} & c_{z}{ }^{2}
\end{array}\right|
\]
and in general the relations between the net and web are mutual.
And we notice another method of writing the equation of the web. The polars of \(x, a_{x} a_{y}, b_{x} b_{y}, c_{x} c_{y}\) are concurrent if (abc) \(a_{x} b_{x} c_{x}=0\) and then in \((b c)_{i} b_{x} c_{x}\). This point is then conjugate to \(x\) in regard to all the conics of the net-namely, one of the inscribed web is the two-point cluster \(u_{x}(b c u) b_{x} c_{x}\).

So we may therefore write the inscribed web, \(y, z, t\) being three arbitrary points on
\[
\begin{gathered}
\eta_{x}^{3}=6(a b c) a_{x} b_{x} c_{x}=0 \\
g_{1} \cdot u_{y}(b c u) b_{y} c_{y}+g_{2} \cdot u_{z}(b c u) b_{z} c_{z}+g_{3} \cdot u_{t}(b c u) b_{t} c_{t}=0
\end{gathered}
\]

The Jacobian and Cayleyan of three conics.
We proceed to consider some relations between two derived curves of the net and thrse of the web.

Defining the Jacobian of the net as the locus of the point \(x\) whose polars in regard to three and therefore all the conics are concurrent, we obtain as its equation \(\eta_{x}{ }^{3}=6\) (abc) \(a_{x} b_{x} c_{x}=0\), the polars of \(x\) meeting in (bcu) \(b_{x} c_{x}=0\) or (cau) \(c_{x} a_{x}=0\) or ( \(a b u\) ) \(a_{x} b_{x}=0\).

But also there is a single definite conic of the net which consists of two straight lines meeting in \(x\). For \(f_{1} a_{x}{ }^{2}+f_{2} b_{x}{ }^{2}+f_{3} c_{x}^{2}=0\) satisfies the condition, provided simultaneonsly \(f_{1} a_{x}\left(a_{i}+f_{2}^{\prime} b_{x} b_{i}+f_{3} c_{x} c_{i}=0\right.\) - giving the same locus for \(x\)-while also
\[
f_{1}: f_{2}: f_{z}=(b c)_{i} b_{x} c_{x}:(c a)_{i} c_{x} a_{x}:(a b)_{i} a_{x} b_{x}
\]
and the line pair intersecting in \(x\) is
\[
(b c)_{i} b_{x} c_{x} \cdot a_{\ell}{ }^{2}+(c a)_{i} c_{x} a_{x} \cdot b_{t}^{2}+(a b)_{i} a_{x} b_{x} \cdot c_{t}^{2}=0
\]
( \(t\) being the variable)
and therefore making \(i=1,2,3\) this line pair is equally
\[
(b c \cdot q r) b_{x} c_{x} \cdot a_{t}{ }^{2}+(c a \cdot q r) c_{x} a_{x} \cdot b_{t}{ }^{2}+(a b \cdot q r) a_{x} b_{x} \cdot c_{t}{ }^{2}=0
\]
where \(u_{p}=3 u_{\sigma} a_{\sigma}{ }^{2}=12(b c u) b_{a} c_{a}\) as formerly, and \(b_{x} b_{r}=c_{x} c_{q}=6(\beta \gamma x) a_{\beta} a_{y}\) and therefore \((c a \cdot q r) c_{x} a_{x}=(b c \cdot r p) b_{x} c_{x},(a b \cdot q r) a_{x} b_{x}=(b c \cdot p q) b_{x} c_{x}\), so that the line pair is
\[
(q r y) a_{t}{ }^{2}+(r p y) \cdot b_{t}{ }^{2}+(p q y) c_{t}^{2}=0
\]
where \(y\) is the conjugate point of \(x\), namely (bcu) \(b_{x} c_{x}=0\), as of course is obvious from our previous determination of the cubic of which the conics are first polars. But the theory of the Jacobian should be independent of the theory of this cubic.

So the line pair intersecting in \(y\) is
\[
(q \cdot x) \cdot a_{t}{ }^{2}+(r p x) \cdot b_{t}{ }^{2}+(p q x) \cdot c_{t}^{2}=0 .
\]

And if \(k\) be any point on the join of \(x, y\) the conic
\[
(q v k) a_{t}^{2}+(r p k) b_{t}^{2}+(p q k) c_{t}^{2}=0 .
\]

-since \(k\) is a linear function of \(x\) and \(y\)-is a linear function of the other two, ( \(\alpha\) ) and \((\beta)\), and therefore passes through the intersections of these. In particular when \(k\) is on the Jacobian (namely is third point of intersection of ay therewith), this conic becomes the line pair through its conjugate point and can therefore only be the diagozals of the quadrilateral formed by other two line pairs, and \(z\) their point of intersection must be the conjugate of this third or 'complementary' point of \(x y\) on the Jacobian.

Also in general the polar line of \(\xi\) in regard to \((q r \xi) a_{t}{ }^{2}+(r p \xi) b_{t}{ }^{2}+(p q \xi) c_{t}{ }^{2}=0\) is
\[
(q r \xi) a_{\xi} a_{t}+(r p \xi) b_{\xi} b_{t}+(p q \xi) \xi c_{t}=0
\]
namely as
and
\[
\left.\begin{array}{rl}
(q r \xi) a_{\xi} a_{t} & =(q r t) a_{\xi}^{2}+(r \xi t) a_{\xi} a_{q}+(\xi q t) a_{\xi} a_{r} \\
(r \xi t) a_{\xi} a_{q} & =(r \xi t) b_{\xi} b_{p}=-(\xi r t) b_{\xi} b_{p}
\end{array}\right\} \text { etc. }
\]

This polar is simply
\[
(q v t) a_{\xi}^{2}+(r p t) b_{\xi}^{2}+(p q t) c_{\xi}^{2}=0
\]

Thus from harmonic properties of the quadrilateral, the equations of the lines \(y z, x z\) are
\[
\left.\begin{array}{l}
(q r t) a_{x}{ }^{2}+(r p t) b_{x}^{2}+(p q t) c_{x}^{2}=0 \\
(q r t) a_{y}{ }^{2}+(r p t) b_{y}{ }^{2}+(p q t) c_{y}{ }^{2}=0
\end{array}\right\} \text { which intersect in } z \text {. }
\]

Therefore the line pair through the 'complementary' point \(k\), the conjugate of \(z\), which is
\[
(q r z) a_{t}{ }^{2}+(r p z) b_{t}{ }^{2}+(p q z) c_{t}{ }^{2}=0,
\]
must pass through \(x\) and \(y\) and thus contains \(x y\) as one part.

Thus, purely from the theory of conics, we arrive at the third property of the Jacobian, that the join of every pair of conjugate points thereon is itself part of one of the line pairs contained in the net. And through every point on the Jacobian there pass two line pairs of the system, one having its central point there-but in general through any point of the plane there pass three line pairs, as may be easily seen.

Consider now the Cayleyan-it is the envelope of the joins of conjugate points on the Jacobian, say the envelope of a line cutting the conics in involution, and therefore, from the theory of binary quadratics, its equation is
\[
(b c u)(c a u)(a b u)=0 .
\]

But it is, by the theory just given, also the envelope of the lines, or say better, the cluster of lines, into which the polar conics of the system break up. As such however its most natural form of equation is given by a determinant of six rows and columns. Namely we eliminate from equations of the form
\[
\begin{gathered}
f_{1} a_{i j}+f_{2} b_{i j}+f_{3} c_{i j}=u_{i} v_{j}+u_{j} v_{i} \\
f_{1}, f_{2}, f_{3}, v_{1}, v_{2}, v_{3}
\end{gathered}
\]
the quantities
which determinant is however given from the previous definition by noticing that the conjugate points, considered as a two-point cluster, are inscribed in the conics
\[
a_{x}^{2}, b_{x}^{2}, c_{x}^{2}, u_{x} x_{1}, u_{x} x_{2}, u_{x} x_{3} .
\]

We have in fact the following noteworthy identity, after determining a numerical factor:-
\[
\begin{aligned}
& u_{\sigma}{ }^{3}=-6(b c u)(c a u)(a b u)=
\end{aligned}
\]
\[
\begin{aligned}
& \begin{array}{cccccc}
b_{1}^{2} & b_{2}^{2} & b_{3}^{2} & 2 b_{2} b_{3} & 2 b_{3} b_{1} & 2 b_{1} b_{2} \\
c_{1}^{2} & c_{2}^{2} & c_{3}^{2} & 2 c_{2} c_{3} & 2 c_{3} c_{1} & 2 c_{1} c_{2}
\end{array}\left|\left|\begin{array}{cccccc}
2 x_{1} y_{1} & 2 x_{2} y_{2} & 2 x_{3} y_{3} & x_{2} y_{3}+x_{3} y_{2} & x_{3} y_{1}+x_{1} y_{3} & x_{1} y_{2}+x_{2} y_{1} \\
y_{1}{ }^{2} & y_{2}{ }^{2} & y_{3}^{2} & y_{2} y_{3} & y_{3} y_{1} & y_{1} y_{2}
\end{array}\right|\right. \\
& =-3 \left\lvert\, \begin{array}{llllll}
a_{1}{ }^{2} & a_{2}{ }^{2} & a_{3}{ }^{2} & 2 a_{2} a_{3} & 2 a_{3} a_{1} & 2 a_{1} a_{2}{ }^{\prime} \quad\left(\text { where }(x y)_{i}=u_{i}\right) .
\end{array}\right. \\
& \left|\begin{array}{llllll}
b_{1}^{2} & b_{2}^{2} & b_{3}^{2} & 2 b_{2} b_{3} & 2 b_{3} b_{1} & 2 b_{1} b_{2}
\end{array}\right| \\
& \begin{array}{lllllllll}
c_{1}{ }^{2} & c_{3}{ }^{2} & c_{3}{ }^{2} & 2 c_{2} c_{3} & 2 c_{3} c_{1} & 2 c_{1} c_{2}
\end{array} \\
& \begin{array}{llllll}
u_{1} & 0 & 0 & 0 & u_{3} & u_{2}
\end{array} \\
& \left.\begin{array}{cccccc}
0 & u_{3} & 0 & u_{3} & 0 & u_{1} \\
0 & 0 & u_{3} & u_{3} & u_{1} & 0
\end{array} \right\rvert\,
\end{aligned}
\]

So for the Jacobian, if \(x_{i}=(u v)_{i}, x\) and its conjugate are not only a two-point duster described in \(a_{x}{ }^{2}, b_{x}{ }^{2}, c_{x}{ }^{2}\), but also in \(u_{x}{ }^{2}, u_{x} v_{x}, v_{x}{ }^{2}\),
and therefore
\[
\eta_{x}{ }^{3}=6(a b c) a_{x} b_{x} c_{x}=6\left|\begin{array}{llllll}
a_{1}{ }^{2} & a_{2}{ }^{2} & a_{3}{ }^{2} & a_{2} a_{3} & a_{3} a_{1} & a_{1} a_{3} \\
b_{1}{ }^{2} & b_{2}{ }^{2} & b_{3}{ }^{2} & b_{2} b_{3} & b_{3} b_{1} & b_{1} b_{2} \\
c_{1}{ }^{2} & c_{2}{ }^{2} & c_{3}{ }^{2} & c_{2} c_{3} & c_{3} c_{1} & c_{1} c_{2}
\end{array}\right|\left|\begin{array}{cccccc}
x_{1} & 0 & 0 & 0 & x_{3} & x_{2} \\
0 & x_{2} & 0 & x_{3} & 0 & x_{1} \\
0 & 0 & x_{3} & x_{2} & x_{1} & 0
\end{array}\right|
\]
\[
=6\left|\begin{array}{cccccc}
a_{1}{ }^{2} & a_{2}{ }^{2} & a_{3}{ }^{2} & a_{2} a_{3} & a_{3} a_{1} & a_{1} a_{2} \\
b_{1}{ }^{2} & b_{2}{ }^{2} & b_{3}{ }^{2} & b_{2} b_{3} & b_{3} b_{1} & b_{1} b_{2} \\
c_{1}{ }^{2} & c_{2}{ }^{2} & c_{3}{ }^{2} & c_{2} c_{3} & c_{3} c_{1} & c_{1} c_{2} \\
u_{1}{ }^{2} & u_{2}{ }^{2} & u_{3}{ }^{2} & u_{2} u_{3} & u_{3} u_{1} & u_{1} u_{2} \\
2 u_{1} v_{1} & 2 u_{2} v_{2} & 2 u_{3} v_{3} & u_{2} v_{3}+u_{3} v_{2} & u_{3} v_{1}+u_{1} v_{3} & u_{1} v_{2}+u_{2} v_{1} \\
v_{1}{ }^{2} & v_{2}{ }^{2} & v_{3}{ }^{2} & v_{2} v_{3} & u_{3} v_{1} & v_{1} v_{2}
\end{array}\right|
\]

Let now \(u_{R}{ }^{3}, \Sigma_{x}{ }^{3}\) represent the Jacobian and Cayleyan of the web. The former will be the envelope of the joins of two-point clusters of the web:-two conjugate points on \(\eta_{x}{ }^{3}\) are however such. Thus \(u_{H}{ }^{3}\) will be the same cluster as \(u_{0}{ }^{3}\), and similarly \(\Sigma_{x}{ }^{3}\) as \(\eta_{x}{ }^{3}\). And, in fact, if in
\[
8(\text { abcuvw })=8\left|\begin{array}{lll}
u_{\lambda}{ }^{2} & u_{\mu}{ }^{2} & u_{\nu}{ }^{2} \\
v_{\lambda}{ }^{2} & v_{\mu}{ }^{2} & v_{\nu}{ }^{2} \\
w_{\lambda}{ }^{2} & w_{\mu}{ }^{2} & w_{\nu}{ }^{2}
\end{array}\right| \text { (page 98), }
\]
we put
\[
\begin{array}{lllll}
u_{1}^{2}=u_{1}, & u_{2}^{2}=0, & u_{3}^{2}=0, & 2 u_{2} u_{3}=0, & 2 u_{3} u_{1}=0, \\
v_{1}^{2}=0, & v_{2}^{2}=u_{2}, & v_{3}^{2}=0, & 2 u_{1} u_{2} u_{3}=u_{3}, & 2 v_{3} v_{1}=0, \\
w_{1}^{2}=0, & w_{2}^{2}=0, & w_{3}^{2}=u_{3}, & 2 v_{2} v_{2} w_{3}=u_{1}, \\
2 & 2 u_{3} w_{1}=u_{1}, & 2 w_{1} w_{2}=0,
\end{array}
\]
and use the identity of the previous page, we obtain
\[
-\frac{1}{3} u_{\sigma}{ }^{3}=\left|u_{1} \lambda_{1}{ }^{2}+u_{2} \lambda_{1} \lambda_{2}+\ldots \ldots\right|=8 u_{\lambda} u_{\mu} u_{\nu}\left|\lambda_{1} \lambda_{2} \lambda_{3}\right|=8 u_{\lambda} u_{\mu} u_{\nu}(\lambda \mu \nu),
\]
namely
\[
\begin{aligned}
& u_{\sigma}{ }^{3}=-4 u_{B}{ }^{3} . \\
& \eta_{x}{ }^{3}=2 \Sigma_{x}{ }^{3} .
\end{aligned}
\]

Resultant of three conics (see also page 94).
If the three conics \(a_{x}{ }^{2}, b_{x}{ }^{2}, c_{x}{ }^{2}\) meet in \(y\), the point cluster repeated \(u_{y}{ }^{2}=0\), is inscribed in all the conics of the net, namely is one of the point pairs occurring in the inscribed web, with however the speciality that the points coincide. Thus the Jacobian (of the net) must have a double point at \(y\), and therefore all its first polars will pass through this point or be circumscribed to it. Namely each of the conics \(\eta_{x}{ }^{2} \eta_{1}, \eta_{x}{ }^{2} \eta_{2}, \eta_{x}{ }^{2} \eta_{3}\) will be circumscribed to ( \(u_{y}{ }^{2}=\) ) \(g_{1} u_{\lambda}{ }^{2}+g_{2} u_{\mu}{ }^{2}+g_{3} u_{v}{ }^{2}=0\),
so that
\[
\begin{aligned}
& g_{1} \eta_{\lambda}{ }^{2} \eta_{1}+g_{2} \eta_{\mu}{ }^{2} \eta_{1}+g_{3} \eta_{\nu}{ }^{2} \eta_{\mathrm{L}}=0, \\
& g_{1} \eta_{\lambda}{ }^{2} \eta_{2}+g_{2} \eta_{\mu}{ }^{2} \eta_{2}+g_{3} \eta_{\nu}{ }^{2} \eta_{3}=0, \\
& g_{1} \eta_{\lambda}{ }^{2} \eta_{3}+g_{2} \eta_{\mu}{ }^{2} \eta_{3}+g_{3} \eta_{\nu}{ }^{2} \eta_{3}=0,
\end{aligned}
\]
are consistent. These give

But from the identity proved at the bottom of page 95 , this is
where
\[
\begin{gathered}
\frac{9}{3}(u w) u_{B} u_{n}^{\prime} u_{u}^{\prime}-\frac{1}{3}(v w \mathbf{\Sigma})(w u \mathbf{\Sigma})(u v \Sigma)=0, \\
u, v, w=\eta, \eta^{\prime}, \eta^{\prime \prime},
\end{gathered}
\]
and \(u_{B}{ }^{3}=-\frac{1}{4} u_{\sigma}{ }^{3}\) is the Jacobian of the web and \(\Sigma_{x}{ }^{3}=\frac{1}{2} \eta_{x}{ }^{8}\) is the Cayleyan of the web, namely, is
\[
(u v w) u_{\sigma} v_{\sigma} w_{\sigma}+(v w \eta)(w u \eta)(w \eta)=0 .
\]

So that the resultant of the three conics may be written
\[
\left(\eta \eta^{\prime} \eta^{\prime \prime}\right)^{2} \eta_{\sigma} \eta^{\prime}{ }_{\sigma} \eta_{\sigma}^{\prime \prime}{ }_{\sigma}+\left(\eta \eta^{\prime} \eta^{\prime \prime}\right)\left(\eta^{\prime} \eta^{\prime \prime} \eta^{\prime \prime \prime}\right)\left(\eta^{\prime \prime} \eta \eta^{\prime \prime \prime}\right)\left(\eta \eta^{\prime} \eta^{\prime \prime \prime}\right)=0 .
\]

And as verification, since \(u_{0}{ }^{3}=(p q r) u_{8}{ }^{3}, \eta_{x}{ }^{3}=(p q r) H_{x}{ }^{3}\) (as proved), it should be possible to write the equation and discriminant of a ternary cubic
\[
H(H)_{x=s}=S(H)
\]
while as
\[
H(H)=\frac{1}{12} S^{2} f-\frac{1}{3} T H, S(H)=\frac{2}{3} T^{2}-\frac{1}{12} S^{3}, f_{x=8}^{\prime}=S, H_{x=8}=T,
\]
this beconies \(\frac{1}{8} S^{3}-T^{3}\), which is right.
And, as for the net, so for the inscribed web, we can write down a class cubic whereof the first polars coincide with the web.
\(\S\) VIII. Notes on some of the concomitants.
1. We can find a class cubic of which the clusters \(u_{\alpha}{ }^{2}, u_{\beta}{ }^{2}, u_{\gamma}{ }^{2}\) are the first polars in regard to three straight lines. For the polars of \(q\) and \(r\) in regard to \(f_{3}\) and \(f_{2}\) respectively are the same straight line, namely,

Put then
\[
b_{x} b_{r}=c_{x} c_{\eta}=6(\beta \gamma x) a_{\beta} a_{\gamma}
\]
\[
\begin{aligned}
& b_{x} b_{y}=c_{x} c_{q}=6(\beta \gamma x) a_{\beta} a_{y}=\frac{1}{3} \frac{l_{x}}{a_{a}^{2}}, \\
& c_{x} c_{y}=\alpha_{x} a_{r}=6(\gamma \alpha x) b_{\gamma} b_{a}=\frac{1}{3} \frac{m x_{x}}{b_{\beta}^{2}}, \\
& a_{x} a_{q}=b_{x} b_{p}=6(\alpha \beta x) c_{\alpha} c_{\beta}=\frac{1}{3} \frac{n_{x}}{c_{y}^{2}},
\end{aligned}
\]
so that
\[
m_{\gamma} u_{\gamma}=3 b_{\beta}^{2} \cdot u_{\gamma} c_{\gamma} c_{p}=b_{\beta}^{2} \cdot c_{\gamma}^{2} \cdot u_{p}=n_{\beta} u_{\beta},
\]
and take \((l m n) u_{i}{ }^{3}=(i m u) u_{a}{ }^{2}+(n l u) u_{\beta}{ }^{2}+(l m u) u_{\gamma}{ }^{2}\). Then as previously \(u_{t}{ }^{2} l_{t}=u_{\alpha}{ }^{2}\), ctc., and really (mnu) \(=9 b_{\beta}{ }^{2} c_{\gamma}{ }^{2}\left(a a^{\prime} u\right) a_{q} a^{\prime}{ }_{r}=\frac{1}{v} 9 b_{\beta}{ }^{2} c_{\gamma}{ }^{2} u_{\alpha}(q r \alpha)=9 b_{\beta}{ }^{2} c_{\gamma}{ }^{2}(b c u) b_{p} c_{p}\)
\[
=-\frac{1}{4} 9 b_{\beta}{ }^{2} c_{\gamma}{ }^{2}\left\{\left(\alpha^{\prime} \beta \gamma\right) u_{\alpha} b_{a} c_{\alpha} b_{\gamma} c_{\beta}-\frac{2}{3} a_{\alpha}{ }^{2} .(u b c) b_{\alpha} c_{\alpha} b_{\gamma} c_{\beta}\right\} .
\]

Thus the cubic can be expressed by our concomitants, or in terms of \((\beta \gamma x)(\gamma \alpha x)(\alpha \beta x)\) and \((\alpha \beta \gamma) u_{a} u_{\beta} u_{\gamma}\) as before.

One form of its equation is
\[
\frac{u_{a}^{2}}{a_{\alpha}^{2}} \cdot(q \gamma \alpha) u_{\alpha}+\frac{u_{\beta}{ }^{2}}{b_{\beta}^{2}} \cdot(\partial p \beta) u_{\beta}+\frac{u_{\gamma}{ }^{2}}{c_{\gamma}^{2}} \cdot(p q \gamma) u_{\gamma}=0
\]
2. The conic \(b_{x} c_{x} b_{a} c_{a}=0\) \{or \(\left.(402)_{1}=0\right\}\) is the locus of a point whose polars in regard to \(b_{x}{ }^{2}\) and \(c_{x}{ }^{2}\) are conjugate in regard to \(a_{x}{ }^{2}\).

These polars meet in the point (bcu) \(b_{x} c_{x}=0\), or say \(u_{\xi}=0\), and we have through this point three lines conjugate in pairs in regard to the three conics. Namely, \(y\) being the variable, the pairs are
\((x \xi y)=0\) and \(b_{x} b_{y}=0\) conjugate in regard to \(b_{x}{ }^{2}\), or harmonic in regard to tangents from \(\xi\) to \(b_{x}{ }^{2}\),
\[
\begin{array}{rllllllllllll}
(x \xi y) & =0 \text { and } c_{x} c_{y}=0 & " & " & " & c_{x}{ }^{2} & " & " & " & " & " & " & " \\
c_{x}{ }^{2} \\
b_{x} b_{y}=0 \text { and } c_{x} c_{y}=0 & " & " & " & a_{x}{ }^{2} & " & " & , & " & " & " & " & a_{x}{ }^{2} .
\end{array}
\]
3. In general the condition that the conjugates through \(\xi,(\beta \xi y) u_{\beta}=0,(\gamma \xi y) u_{\gamma}=0\), of a line \(u\), in regard to \(b_{x}{ }^{2}\) and \(c_{x}{ }^{2}\) should be conjugate in regard to \(u_{x}{ }^{2}\) is
\[
(\alpha \beta \xi)(\alpha \gamma \xi) u_{\beta} u_{\gamma}=0,
\]
namely, \(u\) touches a conic and there are two such lines \(u\) through \(\xi\).
Putting herein, to connect with (2), \(\xi\) the conjugate of \(x\) or \(v_{\xi}=(b c v) b_{x} c_{x}\), we obtain \((\alpha \beta \cdot b c)\left(\alpha \gamma, b^{\prime} c^{\prime}\right) b_{x} c_{x} b_{x}{ }^{\prime} c_{x}{ }^{\prime} u_{\beta} u_{\gamma}=-b_{\alpha} c_{\alpha} b_{x} c_{x}\left\{b_{\gamma} b_{x} u_{\gamma}, c_{\beta} c_{x} u_{\beta}+\frac{1}{y} u_{x}{ }^{2} \cdot b_{\beta}{ }^{2} \cdot c_{\gamma}{ }^{2}\right\}\)
\[
+\frac{1}{3} u_{x}\left[c_{\gamma}{ }^{2}\left\{b_{a}^{2} \cdot b_{x}{ }^{2}-\frac{1}{2}(\alpha \beta x)^{2}\right\} \cdot c_{\beta} c_{x} u_{\beta}+b_{\beta}{ }^{2} \cdot\left\{c_{\alpha}^{2} c_{x}{ }^{2}-\frac{1}{2}(\gamma \alpha x)^{2}\right\} \cdot b_{\gamma} b_{x} u_{\gamma}\right],
\]
and if \(x\) be on \(b_{a} c_{a} b_{x} c_{x}=0\) the cluster is two pointed, one point being, as predicted, \(x\) and the other on the join of the points \(b_{\gamma} b_{x} u_{\gamma}=0, c_{x} c_{\beta} u_{\beta}=0\) (whereof the former is the pole in regard to \(c_{x}{ }^{2}\) of the polar of \(x\) in regard to \(b_{x}{ }^{2}\) ).

And as \(x\) moves on \(b_{a} c_{a} b_{x} c_{x}=0\) its conjugate (bcu) \(b_{x} c_{x}=0\) moves on
\[
\begin{aligned}
0=(\alpha \beta x)(\alpha \gamma x) b_{y} c_{\beta} b_{x} c_{x}=- & (\beta \gamma x)^{2} \cdot b_{a} c_{a} b_{x} c_{x}+\frac{1}{6}\left\{b_{x}{ }^{2} \cdot c_{y}{ }^{2}(\alpha \beta x)^{2}+c_{x}{ }^{2} \cdot b_{\beta}{ }^{2}(\gamma \alpha x)^{2}\right\} \\
& +\frac{1}{2}(\beta \gamma x)^{2} \cdot\left(b_{x}{ }^{2} \cdot c_{a}{ }^{2}+c_{x}{ }^{2} \cdot b_{a}{ }^{2}\right)-\frac{1}{2} b_{x}{ }^{2} \cdot c_{\beta}{ }^{2} \cdot(\gamma \alpha x)^{2}-\frac{1}{2} c_{x}{ }^{2} \cdot b_{y}{ }^{2} \cdot(\alpha \beta x)^{2} .
\end{aligned}
\]
4. Further in regard to the cluster \((\alpha \beta \xi)\left(\alpha_{\gamma} \xi\right) u_{\beta} u_{\gamma}=0\) [which reduces to the concomitant (611) \()_{1}\), the polars of \(\xi\) in regard to \(b_{x}{ }^{2}\) and \(c_{x}{ }^{2}\) are among its rays and for the conjugate through \(\xi\) (in regard to \(b_{x}{ }^{2}\) ) of \(b_{y} b_{\xi}=0\) we must take the join of \(\xi\) to the point \(\left(\alpha_{\gamma} \xi\right) b_{\gamma} b_{\xi} u_{\alpha}=0\)-which point is the pole of the join of \(\xi\) to \(b_{\gamma} b_{\xi} u_{\gamma}=0\) in regard to \(a_{x}{ }^{2}\)-(it is the concomitant ( 512\()_{1}\) ).

For consider the locus of the poles in regard to \(b_{x}{ }^{2}\) of the rays of the cluster \((\alpha \beta \xi)(\alpha \gamma \xi) u_{\beta} u_{\gamma}\). Its equation in \(y\) is \(0=(\alpha \beta \xi)(\alpha \gamma \xi) b_{\beta}{ }^{\prime} b_{y}{ }^{\prime} b_{\gamma} b_{y}\), or say \((\alpha y \xi)(\alpha \gamma \xi) b_{\gamma} b_{y}=0\), which certainly passes through \(\xi\), and putting \(\rho y_{i}=\xi_{i}+\kappa z_{i}\) and then \((z \xi)_{i}=u_{i}\), we obtain
\[
(\alpha \gamma \xi) u_{a} b_{\gamma} b_{\xi}=0(\text { for } \kappa=0) .
\]
5. Consider further the conjugates through \(\xi\) in regard to \(b_{x}{ }^{2}\) of the rays of the cluster \((\alpha \beta \xi)(\alpha \gamma \xi) u_{\beta} u_{y}\) through \(\xi\). They are the joins of \(\xi\) to the two points given by
\[
\left.\begin{array}{r}
b_{\xi} b_{y}=0 \\
(\alpha y \xi)(\alpha \gamma \xi) b_{y} b_{y}=0
\end{array}\right\} .
\]

Putting \(\rho y_{i}=\xi_{i}+\kappa z_{i}\) in both, we obtain
and
\[
\left.\begin{array}{c}
b_{\xi}^{2}+\kappa b_{\xi} b_{z}=0 \\
(\alpha z \xi)(\alpha \gamma \xi) b_{\gamma} b_{\xi}+\kappa(\alpha z \xi)(\alpha \gamma \xi) b_{\gamma} b_{z}=0
\end{array}\right\},
\]
wherefrom
and therefore
or finally
so that the conjugates sought are rays of the cluster \(\left(\alpha_{\gamma} \xi\right)(\beta \gamma \xi) u_{a} u_{\beta}=0\), which is of the same form in regard to \(c_{x}{ }^{2}\) as the original in regard to \(a_{x}{ }^{2}\).

We have then through \(\xi\) six lines \(O P, O P^{\prime}, O Q, O Q^{\prime}, O R, O R^{\prime}\),
such that
\[
O Q, O R \text { are conjugate in regard to } a_{x}{ }^{2} \text {, as are } O Q^{\prime}, O R^{\prime},
\]
\[
\begin{array}{llllllll}
O R, O P & " & " & " & , & b_{x}^{2}, & " & O R^{\prime}, O P^{\prime} \\
O P, O Q & " & " & " & " & c_{x^{2}}^{2}, & " & O P^{\prime}, O Q^{\prime}
\end{array}
\]

6. \(c_{\beta} c_{x} u_{\beta}=0\) is the pole in regard to \(b_{x}{ }^{2}\) of the polar of \(x\) in regard to \(c_{x}{ }^{2}\), \(b_{y} b_{x} u_{y}=0\) is the pole in regard to \(c_{x}{ }^{2}\) of the polar of \(x\) in regard to \(b_{x}{ }^{2}\).
The join of these points is \(\quad(\beta \gamma y) b_{\gamma} c_{\beta} b_{x} c_{x}=0\).
Conversely if this join passes through a fixed point \(y\) the point \(x\) lies on a conic; which conic is harmonically circumscribed to \(a_{x}{ }^{2}\) (or \(u_{a}{ }^{2}=0\) ) provided \(y\) lio on the line
\[
\left(\beta_{\gamma y}\right) b_{\gamma} c_{\beta} b_{a} c_{a}=0, \quad\left[\text { This is the concomitant }(801)_{1}\right],
\]
and then the points \(x\) form a single infinity of sets of three, each forming a triangle self-conjugate in regard to \(a_{x}{ }^{2}\).

From the equation of this join we derive the equation of the self-polar trilateral of the two conics: namely \(x\) must lie on this join. giving the equation
\[
0=(\beta \gamma x) b_{\gamma} c_{\beta} b_{x} c_{x}
\]
\[
\left[\text { or }(603)_{3}=0\right] \text {. }
\]


Further, the pole of this join in regard to \(a_{x}{ }^{2}\) is the point
\[
(\alpha \beta \gamma) u_{a} b_{\gamma} c_{\beta} b_{x} c_{x}=0,
\]
and if this pole lie on a fixed straight line, \(x\) describes a conic, which is harmonically circumscribed to \(a_{x}{ }^{2}\) (or \(u_{a}{ }^{2}\) ) provided this line pass through the point
\[
\left(\alpha^{\prime} \beta \gamma\right) b_{\gamma} c_{\beta} b_{a} c_{\alpha} u_{a^{\prime}}=0 \quad[\text { which is }(10.1 .0)=0] .
\]
7. The point (bcu) \(b_{x} c_{x}=0\) is conjugate to \(x\) in regard to both \(b_{x}{ }^{2}\) and \(c_{x}{ }^{2}\), say is the 'conjugate' of \(x\). Conversely the locus of the conjugates of collinear points is a conic, the conversion being allowable because the conjugate of the conjugate of a point \(x\) is
\[
(b c u)\left(b b^{\prime} c^{\prime}\right)\left(c b^{\prime \prime} c^{\prime \prime}\right) b^{\prime}{ }_{x} c^{\prime} x^{\prime} b^{\prime \prime} x^{c^{\prime \prime}}{ }_{x}=-\frac{1}{2} u_{x} \cdot(\beta \gamma x) b_{\gamma} c_{\beta} b_{x} c_{x},
\]
namely is \(x\) itself-the factor \((\beta \gamma x) b_{\gamma} c_{\beta} b_{x} c_{x}\) representing the common self-polar trilateral of the two conics.

The locus of a point \(x\) whose joins to its conjugate always pass through a fixed point \(y\) is a cubic curve
\[
(b c \cdot x y) b_{x} c_{x}=b_{x}^{2} \cdot c_{x} c_{y}-c_{x}^{2} \cdot b_{x} b_{y}=0
\]
which passes through the intersection of the conics, through \(y\) itself, through the conjugate of \(y\) (this being in fact the "tangential" of \(y\) on the cubic), through the points of contact of the tangents from \(y\), and in general may be generated as the locus of the points of contact of tangents from \(y\) to the bundle \(b_{x}{ }^{2}+\lambda c_{x}{ }^{2}=0\). And thus, in fact, from a known property, any cubic curve can be thus generated; as also follows from the fact that three collinear points \(x, y, z\) on a cubic \(f_{x}{ }^{3}\), whereof \(H_{x}{ }^{3}\) is the Hessian, satisfy
\[
f_{x} f_{y} f_{z}=0, \quad H_{x} H_{y} H_{z}=0
\]
(as follows from Salmon's identity \((f H u)^{3}=0\) ).
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S. The conic (bcu) \(b_{x} c_{x}=0\) is also the locus of the poles of the line \(u\) in regard th the conics of the bundle \(b_{x}{ }^{2}+\lambda c_{x}{ }^{2}=0\) : and, in fact, the pole of (qra) \(=0\) in regard to the general conic \(\left(q r^{\prime}\right) a_{x}{ }^{2}+\left(r^{\prime} p \xi\right) b_{x}{ }^{2}+(p q \xi) c_{x}{ }^{2}=0\) is the point (bcu) \(b_{\xi} c_{\xi}=0\), the point conjugate to \(\xi\). Thus if \(\xi\) move on a line \(r\), its three conjugates (bcu) \(b_{\xi} c_{\xi}=0\), (cau) \(c_{\xi} l_{\xi}=0\), (abu) \(a_{\xi} b_{\xi}=0\) move on three conics (bce \(b_{x} c_{x}=0, \ldots\) and these three conics correspond also to \((q r x)=0,(r p x)=0,(p q x)=0\) respectively, in regard to the general conic \((q \vee \xi) a_{x}{ }^{2}+(r p \xi) b_{x}{ }^{2}+(p q \xi) c_{x}{ }^{2}=0\), which is now described about a fixed quadrilateral.
9. Lastly the conic (bcu) \(b_{x} c_{x}=0\) for the line \((q r x)=0\) is
\[
(b c \cdot q \cdot) b_{x} c_{x}=b_{q} b_{x}, c_{x} c_{x}-\left(c_{q} c_{x}\right)^{2}
\]
namely touches \(b_{q} b_{x}, c_{r} c_{x}\) the polars of \(q, r\) in regard to \(b_{x}{ }^{2}\) and \(c_{x}{ }^{2}\) respectively, un the line \(c_{q} c_{x}=0\).
10. The conic \(a_{y}{ }^{2}\). (bcu) \(b_{x} c_{x}+b_{y}{ }^{2}\). (cau) \(c_{x} a_{x}+c_{y}{ }^{2}\). (abu) \(a_{x} b_{x}=0\), \(y\) being the variable, is the conic of the net for which \(x\) is the pole of \(u\).

If the line \(u\) be \((q r x)=0\), then since
\[
(c u, q r) c_{x} a_{x}=(b c, r p) b_{x} c_{x},(a b, q r) a_{x} b_{x}=(b c, p q) b_{x} c_{x},
\]
the conic is
\[
a_{y}{ }^{2}(q r \xi)+b_{y}{ }^{2}(r p \xi)+c_{y}{ }^{2}(p q \xi)=0,
\]
where \(\xi\) is the conjugate of \(x\) in regard to \(b_{x}{ }^{2}\) and \(c_{x}{ }^{2}\).
In general the conic passes through \(x\) provided
\[
u_{x} \cdot(a b c) a_{x} b_{x} c_{x}=0 .
\]

Take \(u_{x}=0\).
Then the conic touches the line \(u\) at the point \(x\). It is a line-pair provided \(u\) is tangent to a class cubic (for the discriminant of a cubic is of the third degree in its coefficients). Thus through any point \(x\) there pass three line-pairs of the net, which, touching the tangents to a certain class cubic at this point, must either have their double points at \(x\) (which is excluded) or have the three tangents to the cubic as part of themselves. Namely the class cubic is the Cayleyan.
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\section*{I5. On Sir William Thomson's estimate of the Rigidity of the Earth. By A. E. H. Love, M.A., St John's College.}
[Read April 28, 1890.]

The question really propounded in the articles of Thomson and Tait's Natural Philosophy devoted to the discussion of the Earth's rigidity is this:-Supposing that for purposes of discussion the Earth is replaced by a homogeneous elastic solid sphere of the same mass and diameter, what degree of rigidity must be attributed to such a solid in order that ocean-tides on the sphere may be of the same height as the actual ocean-tides on the Earth? This rigidity is called the "tidal effective rigidity." As is well known the tides to be considered are the fortnightly tides, as being of sufficiently long period to be capable of adequate discussion on the "equilibrium theory," and at the same time free from certain difficulties which beset the observation and discussion of annual and semi-annual tides. The actual amount of the fortnightly tide on the Earth appears to be still to some extent matter of dispute. For the purpose in hand the estimate of it employed is one made by Professor G. H. Darwin founded on a series of observations chiefly made in the Indian Ocean. According to this estimate, the amount of the fortnightly tide is little less than \(\frac{2}{3}\) and certainly much greater than \(\frac{2}{3}\) of the true equilibrium height. Now, in the articles of the Natural Philosophy referred to, it was shown that if the Earth were replaced by a homogeneous incompressible elastic solid sphere of the same mass and diameter, and of rigidity equal to that of steel, the height of the ocean-tide would be reduced by the elastic yielding to about \(\frac{2}{3}\) of the equilibrium height, while the reduction would be to about \(\frac{2}{5}\) of that height if the rigidity were equal to that of glass. It was concluded that the tidal effective rigidity of the Earth is nearly that of steel, and the conclusion was held to disprove the Geological hypothesis of internal fluidity.

The present paper is not occupied with any attempt to review the evidence used by Professor Darwin as to the amount of the observable fortnightly tide, or to criticise the conclusion of Sir William Thomson from the great tidal effective rigidity of the Earth to the improbability of the hypothesis of internal fluidity*. Its purpose is merely to discover what difference would be made in the tidal effective rigidity if the elastic

\footnotetext{
* [Note added Sept. 1890. It is proper to mention that Professor G. H. Darwin has in a recent paper, Proc. Roy. Soc. Lond. Nov.1886, expressed an opinion that it is probably impossible to obtain a correct estimate of the Earth's tidal effective rigidity. In all previous calculations it had been supposed that the fortnightly tide obeys with sufficient
}

\footnotetext{
accuracy the equilibrium lam, but it is there pointed out that oceanic tidal friction is probably too great to allow of the application of the equilibrium theory to the fortnightly tide. Sir W. Thomson's estimate of the Earth's tidal effective rigidity is based on such an application.]
}
solid replacing the Earth were not assumed to be incompressible, but to have its modulus of compression and its rigidity in the same ratio as most hard solids have. It may be premised at once that the difference is very slight. We find ourselves confronted with a particular case of the following problem- \(\Lambda\) gravitating solid elastic sphere of any finite rigidity and compressibility is subject to the action of bodily forces derivable from a potential expressible in spherical harmonic series, it is required to determine the resulting displacements. Certain problems of the same kind, but less general than this, are solved by Thomson and Tait. These authors consider the case where the elastic solid has any finite compressibility and rigidity but is free from its own gravitation, and the case where the solid is incompressible and gravitating and of any finite rigidity. The solution of the general problem is here obtained, and it is noteworthy that it cannot be derived from these solutions by any method of linear synthesis.

Let \(W\), the disturbing potential, be expanded in a series of spherical solid harmonics in the form \(W=\Sigma \boldsymbol{H}_{i+1}\), where \(i\) is an integer, and suppose the equation of the deformed free surface expressed in the form \(r=a+\Sigma_{\epsilon_{i}} Q_{i+1}\), where \(\epsilon_{i}\) is a small quantity and \(Q_{i+1}\) is a spherical solid harmonic of degree \((i+1)\), then among the bodily forces acting at any point are included the attractions of the inequalities. These are derivable from a potential of the form \(\Sigma V_{i+1}\), where \(V_{i+1}\) is in like manner a spherical solid harmonic. The other forces to be taken account of are the attraction of the nucleus and the forces whose potential is W. It is easy to obtain, by using Thomson and Tait's solutions, a seneral solution of the equations of equilibrium under these sets of forces in a form allapted to satisfy boundary conditions at the deformed surface. The conditions to be fulfilled are those which express that this surface is free from stress. Such solutions contain complementary finctions, and particular integrals depending on the bodily forces, and, inasmuch as the harmonic inequalities contain terms depending on the complementary functions, the bodily forces, some of which arise from the attractions of these inequalities, contain similar terms, and thus the particular integrals contain unknown harmonics which occur in the complementary functions. This is one important difference between the present problem and those considered by Thomson and Tait. A second consists in the fact that, the attraction of the nucleus being very great compared with the other forces concerned, it is not sutficient to estimate the surface-tractions to which it gives rise at the surface of the mean sphere, but they must be estimated at the surface of the harmonic inequality. This is done by a method I have employed in a previous paper (Proc. Lond. Math. Noc. xix.). When the complete expressions for the surface-tractions at the deformed surface arising from the complementary functions and particular integrals have been obtained, it is easy by equating them to zero to deduce the expression of all the unknown functions that occur, and thus to express the displacements at any point in terms of the disturbing potential. One result is that the harmonic inequality arising from any spherical harmonic term in the disturbing potential is proportional to that term and contains m, other harmonic.

The application to the tidal problem is made by supposing the disturbing potential to consist of a single term which is a spherical solid harmonic of the second order, say \(W_{s}\), and thus by taking \(i=1\). We have also to take \(\rho\) the density of the solid equal
to the Earth's mean density. The elasticity of the material composing the sphere will be defined by two constants \(m\) and \(n\) such that \(m-\frac{1}{3} n\) is the resistance to compression, and \(n\) the resistance to distortion. By supposing \(m\) to become infinite, and \(n\) to remain finite and comparable with \(g \rho a\), where \(a\) is the radius of the sphere (taken equal to the Earth's mean radius), and \(g\) is the value of gravity at its surface, we fall again on the case of incompressible material treated by Thomson and Tait, and obtain the same results. This serves as a partial verification of the analysis. If however we suppose \(m\) and \(n\) both finite and comparable with \(g \rho a\), and connected by the relation \(m=2 n\) which holds nearly enough for most hard solids that have been submitted to experiment, we get a different case. Now it is shown in this paper that in both cases the harmonic inequality is expressible in the form \(\epsilon W_{g} / g\) where \(\epsilon\) is a number, and that \(\epsilon\) is a rational function of a second number \(9=\frac{1}{3} g \rho a / n\). This number 9 is such that (39) \({ }^{-\frac{1}{2}}\) is the ratio of the velocity of waves of distortion in the material to that due to falling through half the radius of the sphere under gravity kept constant and equal to that at its surface.

When \(n / m=0\), as in the first case, the numerator and denominator are linear in 9. When \(n / m=\frac{1}{2}\), as in the second case, the numerator and denominator are cubics, neither of which has'a positive root. It appears on calculating the values of the two functions for positive values of 9 that the values of \(\epsilon\) in the two cases are always very nearly equal for the same value of 9 . When the rigidity is not less than that of glass 9 is \(\ngtr 5\) and it appears that for all such values of \(\mathcal{A}\) the value of \(\epsilon\) given by the second supposition is slightly greater than that given by the first, for some value of 9 greater than 5 they become equal, and subsequently the value of \(\epsilon\) given by the first is slightly greater than that given by the second. The differences are always very minute. Thus for the purpose of estimating the tidal effective rigidity of the Earth, Sir William Thomson's method is sufficiently exact. For this purpose we must consider a third case of the problem, viz. we must find the tidal distortion in a sphere of homogeneous liquid of the same mass and diameter as the Earth. This is also expressible in the form \(\epsilon W_{2} / g\) and \(\epsilon\) is the fraction \(\frac{5}{2}\). If then the values of \(\epsilon\) found by either of the previous calculations be multiplied by \(\frac{2}{5}\) we shall have the ratio of the elastic solid yielding to the fluid yielding. The fraction obtained by subtracting this ratio from unity is the ratio of the height of the ocean-tides on the yielding nucleus to the true equilibrium height. As mentioned before, this fraction is about \(\frac{2}{3}\) for a tidal effective rigidity equal to the rigidity of steel, and about \(\frac{2}{5}\) for a tidal effective rigidity equal to that of glass.
1. Let \(W\) be the potential of the external disturbing bodies, and suppose that for space within the sphere \(W\) is expanded in a convergent series of spherical solid harmonics in the form
\[
W=\Sigma_{i=0}^{i-x} W_{i+1} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\]

Suppose that by the action of the external forces the sphere originally of radius \(a^{\prime}\) is strained so that the equation to its surface becomes
\[
\begin{equation*}
r=a+\Sigma_{0}^{\infty} \epsilon_{i} Q_{i+} \tag{2}
\end{equation*}
\]
where \(\epsilon_{i}\) is a small quantity and \(Q_{i+i}\) a spherical solid harmonic of degree \(i+1\). Then the harmonic inequalities \(\epsilon_{i} Q_{i+1}\) will exert an attraction on the mass whose potential we may denote by \(V\), and this potential will, like \(W\), be capable of expansion in a convergent series of spherical solid harmonics in the form
\[
\begin{equation*}
V^{r}=\Sigma_{i-1}^{i=\infty} V_{i+1}^{r} \tag{3}
\end{equation*}
\]

If \(\rho\) be the density of the solid and \(\gamma\) the constant of gravitation the bodily forces will be derivable from a potential
\[
\begin{equation*}
-\frac{2}{3} \pi \gamma \rho r^{2}+V+W^{r} \tag{4}
\end{equation*}
\]
which we shall denote by \(I\), and the general equations of equilibrium will be three of the form
\[
\begin{equation*}
m \frac{\partial \delta}{\partial x}+n \nabla^{2} x+\rho \frac{\partial Y}{\partial \bar{x}}=0 . \tag{5}
\end{equation*}
\]
where \(\alpha, \beta, \gamma\) are the displacements in the direction of the axes of \(x, y, z, \delta\) is the cubical dilatation \(\partial x / \partial x+\partial \beta / \partial y+\partial y / \partial z\), and \(m\) and \(n\) are two elastic constants.
2. The solution of the system of equations (5) consists of particular integrals and of complementary functions which satisfy a system identical with (5) when \(Y\) is left out. The latter are given in Thomson and Tait, Art. 736 (e), in a form adapted to satisfy conditions at the surface of a sphere \(r=a\) and this form is equivalent to
\[
\begin{equation*}
\alpha=\Sigma_{i=0}^{i=x}\left[A_{i} \frac{r^{i}}{a^{i}}+a^{2} M_{i+2} \frac{\partial \psi_{i+1}}{\partial x}-r^{2} M_{i} \frac{\partial \psi_{i-1}}{\partial x}\right] . \tag{6}
\end{equation*}
\]
where we have picked out the terms of order \(i\) in \(x, y, z, \beta\) and \(\gamma\) are to be derived by cyclical interchanges of the letters \((A, B, C),(x, y, z), A_{i}, B_{i}, C_{i}\) are spherical surface harmonics, and at the surface
\(M_{i}\) is the constant
\[
\begin{equation*}
\alpha=\Sigma A_{i}, \beta=\Sigma B_{i}, \gamma=\Sigma C_{i} \tag{7}
\end{equation*}
\]
\[
\begin{equation*}
\frac{1}{2} \frac{m}{m(i-1)+n(2 i-1)} \tag{8}
\end{equation*}
\]
and
\[
\begin{equation*}
\boldsymbol{\psi}_{i \rightarrow 1}=\frac{\partial}{\partial x}\left(A_{i} \frac{r^{i}}{a^{i}}\right)+\frac{\partial}{\partial y}\left(B_{i} \frac{r^{i}}{a^{i}}\right)+\frac{\partial}{\partial z}\left(C_{i} \frac{r^{i}}{a^{i}}\right) . \tag{9}
\end{equation*}
\]
which is a spherical solid harmonic of degree \(i-1\).
3. For the expression of the surface-tractions at the surface of the mean sphere \(r=a\) we have to introduce a new function \(\phi_{-i-3}\) defined by the equation
\[
\begin{equation*}
\phi_{-i-2}=\frac{\partial}{\partial x}\left(A_{i} \frac{a^{i+1}}{r^{i+1}}\right)+\frac{\partial}{\partial y}\left(B_{i} \frac{a^{i+1}}{r^{i+1}}\right)+\frac{\partial}{\partial z}\left(C_{i} \frac{a^{i+1}}{r^{i+1}}\right) . \tag{10}
\end{equation*}
\]
then \(\phi_{-i-2}\) is a spherical solid harmonic of degree \(-i-2\) and differs from Thomson and Tait's \(\Phi_{i+2}\) only in being divided through by \(r^{2 i+3} / u^{i+1}\). The surface tractions parallel to \(x, y, z\) at any point of the mean sphere are calculated in Thomson and Tait, Art. 737, and are equivalent to \(F, G, H\), where
\[
\begin{equation*}
F . r=n \Sigma\left[(i-1) A_{i}{ }_{a^{i}}^{r^{i}}-\frac{1}{2 i+1} \frac{\partial}{\partial x}\left(\frac{r^{2 i+3}}{a^{i+1}} \phi_{-i-2}\right)-E_{i+2} \frac{r^{2 i+5}}{a^{2 i+3}} \frac{\partial}{\partial x}\left(\psi_{i+1} \frac{a^{2 i+3}}{r^{2 i+3}}\right)\right] . \tag{11}
\end{equation*}
\]
and we have picked out the terms containing surface harmonics of order \(i . G\) and \(H\) are to be derived by cyclical interchanges of the letters \((A, B, C),(x, y, z)\), and \(E_{i+2}\) is the constant
\[
\begin{equation*}
\frac{1}{2} m(i+4)-n(2 i+3) \tag{12}
\end{equation*}
\]
4. We have now to consider the particular integrals of (5). We shall treat first the term of order zero \(-\frac{2}{3} \pi \gamma \rho r^{2}\). The purely radial force \(-\frac{4}{3} \pi \gamma \rho r\) hence arising produces a purely radial displacement \(U\) whose amount can easily be shown to be
\[
\begin{equation*}
U=A r+H_{z^{3}} \tag{13}
\end{equation*}
\]
where \(A\) is an arbitrary constant and
\[
\begin{equation*}
H=\frac{1}{10} \frac{\rho}{m+n} \frac{4}{3} \pi \gamma \rho \tag{14}
\end{equation*}
\]

The six strains \(e, f, g, a, b, c\) referred to the axes of \(x, y, z\) depending on (13) are given by such formulæ as
\[
\begin{equation*}
e=H\left(r^{2}+थ x^{2}\right)+A, \ldots, \ldots, t=4 H y \hat{z}, \tag{1.5}
\end{equation*}
\]
as shown in my previous paper (Proc. Lond. Math. Soc. xix. p. 185), and the surface tractions at the surface \(r=a+\Sigma_{\epsilon_{i}} Q_{i+1}\) are of the form \(\lambda P+\mu U+\nu T, \ldots, \ldots\), where \((\lambda, \mu, \nu)\) are the direction cosines of the outward-drawn normal to the surface and
\[
P=(m-n) \delta+2 n e_{2} \ldots S=n a, \ldots
\]
are the six stresses as calculated from the formulæ (15).
Now neglecting \(\epsilon_{i}^{2}, \lambda\) is given by the formula
\[
\begin{equation*}
\lambda=\frac{x}{r}+\Sigma_{\varepsilon_{i}}\left\{\frac{(i+1) x}{r} Q_{i+1}-\frac{\partial Q_{i+1}}{\partial x}\right\} \tag{16}
\end{equation*}
\]
and for \(\mu\) and \(\nu\) we have similar expressions, and we fixd without difficulty for the part contributed to \(F . r\), neglecting \(\epsilon_{i}{ }^{2}\), the form
\[
\begin{align*}
& x\left[H u^{2}(5 m+n)+A(3 m-n)\right]\left(1+\Sigma \frac{\epsilon_{i} Q_{i+1}}{r}\right)+2 H a \Sigma_{\epsilon_{i}} Q_{i+1}(5 m+n) x \\
& -a \Sigma_{\epsilon_{i}}\left[H a^{2}(5 m-3 n) \frac{\partial Q_{i+1}}{\partial x}+4 n H(i+1) x Q_{i+1}+(3 m-n) A \frac{\partial Q_{i+1}}{\partial x}\right] \tag{17}
\end{align*}
\]

We shall shew hereafter that the term \(x\left[H a^{2}(5 m+n)+A(3 m-n)\right]\) is the only one not containing a spherical solid harmonic with a small multiplier, like \(\epsilon_{i} Q_{i+1}\), and thus this term will have to vanish, and we find
\[
\begin{equation*}
A=-\frac{5 m+n}{3 m-n} H a^{2} . \tag{18}
\end{equation*}
\]

This with (13) and (14) gives the mean radial displacement, a matter which need not detain us here.

Using now (18) to simplify (17) we obtain for the typical term contributed to \(F\). .
\[
\begin{equation*}
2\{\bar{m} m-(2 i+1) n\} H a \epsilon_{i} x Q_{i+1}+4 n H a^{3} \epsilon_{i} \frac{\partial Q_{i+1}}{\partial x} . \tag{19}
\end{equation*}
\]
or at the surface of the mean sphere \(r=a\), we find by using the identity
\[
\begin{equation*}
x Q_{i+1}=\frac{1}{u i+3}\left(r^{2} \frac{\partial Q_{i+3}}{\partial x}-r^{2 i+s} \frac{\partial}{\partial x}\binom{Q_{i+1}}{r^{2 i+3}}\right] . \tag{20}
\end{equation*}
\]
that the typical term contributed to \(F . r\) may be written
\[
\begin{equation*}
2 H a^{3} \epsilon_{i} \frac{\bar{a} m+(2 i+5) n}{2 i+3} \partial Q_{i+1}-2 H a \epsilon_{i} \frac{5 m-(2 i+1) n}{2 x},^{2 i+5} \frac{\partial}{\partial x}\left(\frac{Q_{i+1}}{2^{i i+3}}\right) \ldots \ldots \ldots \tag{21}
\end{equation*}
\]
as in my previous paper, p. 187, equation (44), with a like verification to that on p. 188 of the same paper.
5. Take next the term of order \(i+1\) in (4) and write
\[
\begin{equation*}
Y_{i+1}^{r}=V_{i+1}+W_{i+1} \tag{22}
\end{equation*}
\]

The particular integral will be found as in Thomson and Tait, Art. 834, by taking
\[
\begin{equation*}
\alpha=\frac{\partial \phi}{\partial x}, \quad \beta=\frac{\partial \phi}{\partial y}, \quad \gamma=\frac{\partial \phi}{\partial z}, \quad \delta=\nabla^{2} \phi . \tag{23}
\end{equation*}
\]

This reduces equations (5) to the form
\[
\begin{equation*}
(m+n) \Gamma^{2} \phi+\Sigma \rho Y_{i+1}=0 \tag{24}
\end{equation*}
\]
and a solution is
\[
\begin{equation*}
\phi=-\frac{\rho}{m+n} \Sigma \frac{r^{2}}{2(2 i+j)} Y_{i+1} . \tag{-5}
\end{equation*}
\]
since \(I_{i+1}\) is a solid harmonic of order \(i+1\).
Hence the particular integral for \(\alpha\) is of the form
\[
\begin{equation*}
\boldsymbol{\alpha}=-\frac{\rho}{m+n} \mathbf{\Sigma} \frac{1}{2(2 i+5)} \frac{\partial}{\partial x}\left(r^{2} \Gamma_{i+1}\right) . \tag{26}
\end{equation*}
\]
or by using the identity (20) with \(Y\) in place of \(Q\) we find for the typical term of the particular integral for a
\[
\begin{equation*}
\frac{\rho}{m+n}\left[\left(2 i+\frac{r^{2 i+5}}{(2)(2 i+5)} \frac{\partial}{\partial x}\left(\frac{Y_{i+1}}{r^{2 i+3}}\right)-\frac{1}{2} \frac{r^{2}}{2 i+3} \frac{\partial Y_{i+1}}{\partial x}\right] \ldots\right. \tag{27}
\end{equation*}
\]
and those for \(\beta\) and \(\gamma\) are to be found by cyclical interchanges of the letters ( \(x, y, z\) ), and the complete value of \(\alpha\) is to be found by adding the expressions in (27) and (6). This practically agrees with Thomson and Tait's Art. 834, equation (1). The surface-tractions that are contributed by the solutions such as (27) are calculated also in Thomson and Tait's article and the typical term contributed to \(F . r\) can be written in the form
\[
\begin{equation*}
-\rho \frac{m+n(i+1)}{(m+n)(2 i+3)} r^{2} \frac{\partial Y_{i+1}}{\partial x}+\rho \frac{(2 i+5) m-n}{(m+n)(2 i+3)(2 i+5)} r^{2 i+5} \frac{\partial}{\partial x}\left(\frac{Y_{i+1}}{r^{2 i+3}}\right) \ldots \ldots \tag{28}
\end{equation*}
\]
6. We have now to find \(V\). This is the potential within a sphere of radius \(a\) of a distribution of density on its surface equal to the product of the volume-density \(\rho\) and the radial displacement \((\alpha x+\beta y+\gamma z) / r\) calculated for the surface \(r=a\). The part contributed to the surface-value of \(\alpha x+\beta y+\gamma z\) by the complementary functions (6) contains
a typical term which is seen to be
\[
\begin{equation*}
a^{2}\left[\frac{1}{2 i+5} \psi_{i+1}-\frac{1}{2 i+1} \phi_{-i-2}\right] \tag{29}
\end{equation*}
\]
where we have picked out the terms containing surface harmonics of order \((i+1)\).
This is obtained by using (7) and observing that in virtue of an identity similar to (20)
\[
\begin{equation*}
\frac{r^{i}}{a^{i}}\left(A_{i} x+B_{i} y+C_{i} z\right)=\frac{r^{2}}{2 i+1}\left[\psi_{i-1}-\frac{\eta^{2 i+1}}{a^{2 i+1}} \phi_{-i-2}\right] \tag{30}
\end{equation*}
\]

The part contributed to \(\alpha x+\beta y+\gamma z\) by the particular integrals (27) has a typical term whose surface-value is
\[
\begin{equation*}
-\frac{\rho a^{2}}{-\frac{1+2}{m+n} 2(2 i+5)} Y_{i+1} . \tag{31}
\end{equation*}
\]

Hence the surface-density of which \(V_{i+1}\) is the internal potential is
\[
\begin{equation*}
\rho a\left(\frac{1}{2 i+5} \psi_{i+1}-\frac{1}{2 i+1} \phi_{-i-2}-\frac{\rho}{m+n} \frac{i+2}{2(2 i+5)} Y_{i+1}\right) . \tag{32}
\end{equation*}
\]

We may easily deduce an equation for \(V_{i+1}\) in the form
\[
\begin{equation*}
V_{i+1}=\frac{4 \pi \gamma \rho a^{2}}{2 i+3}\left[\frac{1}{2 i+5} \psi_{i+1}-\frac{1}{2 i+1} \frac{r^{2 i+3}}{a^{2 i+3}} \phi_{-i-2}-\frac{\rho}{m+n} \frac{i+2}{2(2 i+5)}\left(V_{i+1}+W_{i+1}\right)\right] \ldots \tag{33}
\end{equation*}
\]

Hence
\[
\begin{aligned}
& 4 \pi \gamma \rho a^{2} \\
& V_{i+1}=\frac{2 i+3}{1+\frac{2 \pi \gamma \rho^{2} a^{2}}{m+n} \frac{i+2}{(2 i+3)(2 i+5)}}\left[\frac{1}{2 i+5} \psi_{i+1}-\frac{1}{2 i+1} \frac{2^{2 i+3}}{a^{2 i+3}} \phi_{-i-2}-\frac{\rho}{m+n} \frac{i+2}{2(2 i+5)} W_{i-1}\right] \cdot(34),
\end{aligned}
\]
an equation which may be written
\[
\begin{align*}
& V_{i+1}=a_{i} W_{i+1}+b_{i} \psi_{i+1}+c_{i} r^{2 i+3} \phi_{-i-2} \cdots  \tag{35}\\
& Y_{i+1}=\left(1+a_{i}\right) W_{i+1}+b_{i} \psi_{i+1}+c_{i} r^{2 i+3} \phi- \tag{36}
\end{align*}
\]
and then
Thus the potential of the bodily forces contains terms depending on the complementary solutions of the equations (5).
7. The unknown harmonics \(A_{i}, \psi_{i+1}, \phi_{-i-2}\) are to be determined by adding together the terms contributed to the surface tractions and expressed in (11), (17) and (28) and equating the result to zero. Observing that in (11) and (28) all the terms contain surface harmonics multiplied by small quantities of the order of the amplitude of the harmonic inequality, we see that (18) holds and (17) may be replaced by (21). Als( by (29) and (31) we have
\[
\begin{aligned}
\epsilon_{i} Q_{i+1} & =(\alpha x+\beta y+\gamma z) / r \\
& =a\left[\frac{1}{2 i+5} \psi_{i+1}-\frac{1}{2 i+1} \phi_{-i-2}-\frac{\rho}{m+n} \frac{i+2}{2(2 i+5)} Y_{i+1}\right]
\end{aligned}
\]
or \(\epsilon_{i} Q_{i+1}=a\left[\frac{1}{2 i+5} \psi_{i+1}\left(1-\frac{\rho}{m+n} \frac{i+2}{2} b_{i}\right)-r^{2 i+3} \phi_{-i-2}\left\{\frac{1}{(2 i+1) a^{2 i+3}}+\frac{\rho}{m+n} \frac{i+2}{2(2 i+5)} c_{i}\right\}\right.\)
\[
\begin{equation*}
\left.-\frac{\rho}{m+n} \frac{i+2}{2(2 i+5)}\left(1+a_{i}\right) W_{i+1}\right] . \tag{37}
\end{equation*}
\]
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We substitute this in (21), add together the terms of (11), (21) thus modified, and (28) modified by using (30), and equate the result to zero, and find a surface-condition which may be written
\[
\begin{align*}
\Sigma\left[n(i-1) A_{i}^{\prime}{ }_{a^{i}}^{\gamma^{i}}+P_{i} \frac{\partial W_{i+1}^{r}}{\partial x}\right. & +r^{2 i+3} Q_{i} \frac{\partial}{\partial x}\left(\frac{W_{i+1}^{\prime}}{r^{2 i+3}}\right)+P_{i}^{\prime} \frac{\partial \psi_{i+1}}{\partial x}+r^{2 i+5} Q_{i}^{\prime} \frac{\partial}{\partial x}\left(\begin{array}{l}
\psi_{i+1}^{2 i+3}
\end{array}\right) \\
& \left.+P_{i}^{\prime \prime} \frac{\partial}{\partial x}\left(r^{2 i+3} \phi_{-i-2}\right)+Q_{i}^{\prime \prime} r^{2 i+s} \frac{\partial \phi_{-i-2}}{\partial x}\right]=0 \ldots \ldots \ldots \tag{38}
\end{align*}
\]
when \(r=a\). The values of the coefficients \(P_{i}, Q_{i}, P_{i}^{\prime}, Q_{i}^{\prime}, P_{i}^{\prime \prime}, Q_{i}^{\prime \prime}\) are given by the equations
\[
\begin{align*}
& P_{\mathrm{i}}=-a_{m+n}^{a^{2} \rho}\left(1+a_{i}\right)\left[\begin{array}{c}
m+n(i+1) \\
2 i+3
\end{array}+H a^{2} \frac{5 m+(2 i+5) n}{(2 i+3)(2 i+5)}(i+2)\right] \\
& Q_{i}=\stackrel{\rho}{m+n}\left(1+a_{i}\right)\left[\begin{array}{c}
(2 i+5) m-n \\
(2 i+3)(2 i+5)
\end{array}+H_{1} u^{2} m-(2 i+1) n(2 i+3)(2 i+5)(i+2)\right] \\
& P_{i}^{\prime}=-\frac{a^{2} \rho}{m+n} b_{i}\left[\frac{m+n(i+1)}{2 i+3}+H a^{2} \frac{5 m+(2 i+5) n}{(2 i+3)(2 i+5)}(i+2)\right]+2 H a^{4} \frac{5 m+(2 i+5) n}{(2 i+3)(2 i+5)} \\
& Q_{i}=\frac{\rho}{m+n} b_{i}\left[\begin{array}{l}
(2 i+5) m-n \\
(2 i+3)(2 i+5)
\end{array}+H a^{2} \frac{5 m-(2 i+1) n}{(2 i+3)(2 i+5)}(i+2)\right] \\
& -2 H a^{2} \frac{5 m-(2 i+1) n}{(2 i+3)(2 i+5)}-n E_{i+2}  \tag{39}\\
& P_{1}^{\prime \prime}=-\underset{m+n}{a^{\prime \prime} \rho} c_{i}\left[\begin{array}{c}
m+n(i+1) \\
2 i+3
\end{array}+H_{a^{2}}{ }^{2} m+(2 i+5) n(2 i+3)(2 i+5)(i+2)\right] \\
& -2 H a^{\frac{3}{2}} \frac{5 m+(2 i+5) n}{(2 i+1)(2 i+3) a^{2 i+3}}-\frac{1}{(2 i+1) a^{2 i+1}} \\
& Q_{i}^{\prime \prime}=\begin{array}{c}
\rho \\
m+n
\end{array} c_{i}\left[\begin{array}{c}
(2 i+5) m-n \\
(2 i+3)(2 i+5)
\end{array}+H a^{2} \underset{(2)-(2 i+1) n)(2 i+5)}{(2+\underline{2})}\right] \\
& +2 H a^{2} \frac{5 m-(2 i+1) n}{(2 i+1)(2 i+3)} \frac{1}{a^{-i+3}}
\end{align*}
\]
where \(E_{i+2}\) is given by (12), and \(H\) by (14).
The other surface-conditions are to be obtained from (38) by cyclical interchanges of the letters \((A, B, C)\) and \((x, y, z)\).

From these equations we are to find \(A_{i}, \ldots, \psi_{i+1} \ldots, \phi_{-i-2} \ldots\) in terms of \(W_{i+1}\) and the other harmonics occurring in the disturbing potential.
8. We may find the solution for each term of the disturbing potential by supposing all the other terms to vanish. We shall therefore suppose that \(W_{i+1}\) is the expression of the disturbing potential and proceed to determine the unknowns so far as they depend on it.

Now in (38) the function on the left is finite continuous and one-valued within the region containing the origin, satisfies Laplace's equation, and vanishes at the surface \(r=6\). It is therefore identically zero. Take then the equations such as (38) and differentiate them with respect to \(x, y, z\) respectively and add, we thus obtain the equation
\[
\begin{equation*}
-(2 i+5)(i+2)\left[Q_{i} W_{i+1}+Q_{i} \psi_{i+1}+Q_{i}{ }^{\prime \prime} \nu^{2 i+3} \phi_{-i-2}\right]+n(i+1) \psi_{i+1}=0 \tag{40}
\end{equation*}
\]
where we have picked out the terms containing surface harmonics of order \((i+1)\).

Again multiply equation (38) and the like equations by \(x, y, z\) add and use (30) and we get
\[
\begin{align*}
\left\{P_{i}(i+1)-Q_{i}(i+2) r^{2}\right\} & \boldsymbol{W}_{i+1}+\left\{P_{i}^{\prime}(i+1)-Q_{i}^{\prime}(i+2) r^{2}\right\} \Psi_{i+1}+\left\{P_{i}^{\prime \prime}(i+1)-Q_{i}^{\prime \prime}(i+2) r^{2}\right\} r^{2 i+3} \phi_{-i-2} \\
& +\frac{n(i+1) r^{2}}{2 i+5} \psi_{i+1}-n(i-1) \frac{r^{2 i+3}}{a^{2 i+1}(2 i+1)} \phi_{-i-2}=0 \ldots \ldots \ldots \ldots \ldots \ldots(41), \tag{41}
\end{align*}
\]
where as before we have picked out the terms containing surface harmonics of order ( \(i+1\) ). Using (40) to simplify (41) we have
\[
\begin{equation*}
(i+1)\left\{P_{i} \boldsymbol{W}_{i+1}^{r}+P_{i}^{\prime} \psi_{i+1}+P_{i}^{\prime \prime} r^{2 i+3} \phi_{-i-2}\right\}=n(i-1) \frac{r^{2 i+3}}{a^{2 i+1}(2 i+1)} \phi_{-i-2} . \tag{42}
\end{equation*}
\]

Equations (40) and (42) determine \(\psi_{i+1}\) and \(\phi_{-i-2}\) in terms of \(W_{i+1}\) and they shew that each of these functions is simply proportional to \(W_{i+1}\).

To find the \(A, B, C\) observe that all the terms of (38) except the \(\Sigma(i-1) A_{i} \frac{r^{i}}{a}\) contain spherical surface harmonics of order \(i\) or else of order \(i+2\) so that the only \(A\), \(B, C\) that can occur are \(A_{i}, A_{i+2}\) and the like \(B\) and \(C\). Thus picking out the terms containing surface harmonics of orders \(i\) and \(i+2\) separately we have the equations
\[
\begin{align*}
& -n(i-1) A_{i} \frac{r^{i}}{a^{i}}=P_{i} \frac{\partial W_{i+1}}{\partial x}+P_{i}^{\prime} \frac{\partial \psi_{i+1}}{\partial x}+P_{i}^{\prime \prime} \frac{\partial}{\partial x}\left(v^{2 i+3} \phi_{-i-2}\right) \\
& -n(i+1) A_{i+2} \frac{r^{i+2}}{u^{i+2}}=r^{2 i+5}\left[Q_{i} \frac{\partial}{\partial x}\left(\frac{W_{i+1}}{r^{2 i+3}}\right)+Q_{i}^{\prime} \frac{\partial}{\partial x}\binom{\psi_{i+1}}{r^{2 i+3}}+Q_{i}^{\prime \prime} \frac{\partial \phi_{-i-2}}{\partial x}\right] \tag{4.3}
\end{align*}
\]

And the displacement \(\alpha\) is given by the equations
\[
\begin{align*}
& \alpha=A_{i} \frac{r^{i}}{a^{i}}+A_{i+2} \frac{r^{i+2}}{a^{i+2}}+\left(a^{2}-r^{2}\right) M_{i+2} \frac{\partial \psi_{i+1}}{\partial x} \\
&\left.-\frac{\rho}{m+n} \frac{1}{2(2 i+5)} \frac{\partial}{\partial x}\left\{r^{2}\left(1+a_{i}\right) \boldsymbol{W}_{i+1}+r^{2} b_{i} \psi_{i+1}+c_{i} 7^{2 i+5} \phi_{-i-2}\right\} \ldots\right\} \tag{44}
\end{align*}
\]
and in like manner the other displacements can be written down.
The amount of the harmonic inequality \(\epsilon_{i} Q_{i+1}\) is given by the equation (37), in which as we now see \(\psi_{i+1}\) and \(\phi_{-i-2}\) are proportional to \(W_{i+1}\) so that to each term in the disturbing potential there corresponds one term in the equation of the surface
\[
r=u+\Sigma_{\epsilon_{i}} Q_{i+1}
\]
and these terms contain the same surface harmonic.
9. We proceed to reduce the question to one of arithmetical calculation in two special cases. These will agree in that we shall take \(W\) to consist of a single term \(H_{z}{ }_{z}\) which is a spherical solid harmonic of order 2, i.e. we shall take \(i=1\). They will also agree in that we shall assume \(\rho=5 \cdot 6\) or that the density is about the same as the Earth's mean density. They will differ in that in the first we shall suppose the solid incompressible, i.e. we shall take \(m\) great compared with \(n\) and great compared with \(\pi \gamma \rho^{2} a^{2}\) which will be taken of the same order as \(n\), while in the second we shall suppose \(m\) and \(n\) connected by the relation \(m=2 n\) which is nearly verified for most solids that have been tested by experiment.

Let us write \(\theta\) for the number \({ }^{1} \pi \gamma \rho^{2} a^{2},(m+n)\) and \(g\) for the value of gravity at the surface, i.e. for \({ }^{3} \pi \gamma \rho a\). Then
\[
\begin{equation*}
\theta=g \rho a^{\prime}(m+n) \tag{45}
\end{equation*}
\]

In the first case \(\theta=0\) but \(\theta m\) is finite and \(=g \rho a\).
In the second case \(\theta=\frac{1}{3} g \rho a^{\prime} n\) so that \(\theta\) has in this case the meaning given to the symbol \(y\) in the introduction. 'Ihe two symbols are distinct in the first case.

We shall have for both cases
\[
\left(\begin{array}{r}
\left.Q_{1}^{\prime}-\frac{2 n}{21}\right) \psi_{2}+Q_{1}^{\prime \prime} r^{5} \phi_{-3} \tag{46}
\end{array}=-Q_{1} W_{2}\right\}
\]
by \((40)\) and ( 42\()\); and the equation giving the amount of the harmonic inequality is the surface-value of
\[
\begin{equation*}
\epsilon_{1} Q_{2}=a \frac{70}{70+9 \theta}\left(\frac{\psi_{2}}{7}-\frac{\phi_{-3}}{3}\right)-\frac{W_{2}}{g} \frac{15 \theta}{70+9 \theta} \tag{47}
\end{equation*}
\]

Also the values of the \(P\) 's and \(Q\) 's are
\[
\left.\left.\begin{array}{l}
P_{1}=-\frac{u \theta}{g} \frac{70}{70+9 \theta}\left(\frac{m+2 n}{5}+\frac{3 \theta}{10} \frac{5 m+7 n}{35}\right) \\
Q_{1}=\frac{\theta}{a g} \frac{70}{70+9 \theta}\left(\frac{7 m-n}{35}+\frac{3 \theta}{10} \frac{5 m-3 n}{35}\right) \\
P_{1}^{\prime}=-\frac{a \theta}{g} \frac{6 a g}{70+9 \theta}\left(\frac{m+2 n}{5}+\frac{3 \theta}{10} \frac{5 m+7 n}{35}\right)+\frac{\theta a^{2}}{5} \frac{5 m+7 n}{35} \\
Q_{1}^{\prime}=\frac{9}{a g 70+9 \theta}\left(\frac{7 m-n}{35}+\frac{3 \theta 5 m-3 n}{10}\right)-\frac{\theta 5 m-3 n}{35}-\frac{n 5 m-5 n}{35} 2 m+5 n  \tag{48}\\
P_{1}^{\prime \prime}=\frac{1}{a^{5}}\left[\frac{a \theta}{g} \frac{14 a g}{70+9 \theta}\left(\frac{m+2 n}{5}+\frac{3 \theta 5 m+7 n}{10} \frac{35}{3}\right)-\frac{\theta a^{2} 5 m+7 n}{5}-\frac{n a^{2}}{3}\right] \\
Q_{1}^{\prime \prime}=\frac{1}{a^{5}}\left[-\frac{\theta}{a g} \frac{14 a g}{70+9 \theta}\left(\frac{7 m-n}{35}+\frac{3 \theta}{10} 5 m-3 n\right.\right. \\
35
\end{array}\right)+\frac{\theta 5 m-3 n}{5} 15\right] .
\]
10. Taking up now the first case putting \(\theta=0\) but \(\theta m=g \rho a\) and substituting in (46) we have as is easily verified
\[
\left.\begin{array}{c}
\left(\begin{array}{c}
19 n \\
42
\end{array}+\frac{2 g \rho a}{175}\right) \psi_{2}-\frac{2 g \rho a}{75} \frac{r^{5}}{a^{5}} \phi_{-3}=\frac{1}{6} \rho W_{2}  \tag{49}\\
\frac{2 g \rho a}{175} \psi_{2}-\left(\frac{n}{3}+\frac{2 g \rho a}{75}\right) \frac{r^{5}}{a^{5}} \phi_{-3}=\frac{1}{5} \rho W_{2}
\end{array}\right\}
\]
from which by solving and substituting in (47) where \(\theta\) is put \(=0\) we find
\[
\begin{equation*}
\epsilon_{1} Q_{2}=\frac{a \rho W_{2}}{\frac{2 g \rho a}{5}+\frac{19}{5} n} \tag{50}
\end{equation*}
\]
and this may be written
\[
\begin{equation*}
\epsilon_{1} Q_{2}=\frac{W_{2}}{g} \frac{159}{69+19} \tag{51}
\end{equation*}
\]
where \(y=1\) goan.

Hence if \(Q_{3}\) be taken to be \(W_{2} / g\) and if we write \(\epsilon\) for \(\epsilon_{1}, \epsilon\) will give a measure of the amount of the inequality and we have
\[
\begin{equation*}
\epsilon=\frac{159}{69+19} \tag{52}
\end{equation*}
\]
11. Again taking up the second case, putting everywhere \(m=\Omega n, \theta=\frac{1}{3} g \rho u / n\), we find
\[
\begin{aligned}
P_{1} & =-\frac{a^{2} \rho \frac{280+51 \theta}{15}}{70+9 \theta}, \\
Q_{1} & =\frac{\rho}{15} \frac{130+21 \theta}{70+9 \theta}, \\
P_{1}^{\prime} & =\frac{2}{3} \frac{g \rho a^{3}}{70+9 \theta}, \\
Q_{1}^{\prime}-\frac{2 n}{21} & =-\frac{g \rho a}{189} \frac{770+135 \theta}{(70+9 \theta) \theta}, \\
P_{2}^{\prime \prime} & =-\frac{g \rho}{9 a^{2}} \frac{70+23 \theta}{\theta(70+9 \theta)}, \\
Q_{1}^{\prime \prime} & =\frac{4}{9} \frac{g \rho}{a^{s}} \frac{1}{70+9 \theta} .
\end{aligned}
\]

Substituting in (46) we have for the surface-values at \(r=a\),
\[
\begin{align*}
& \begin{array}{c}
770+135 \theta \\
9
\end{array} \psi_{2}-4 \theta \begin{array}{c}
r^{5} \phi_{-3} \\
a^{5} \\
3
\end{array}=(130+21 \theta) \begin{array}{l}
\theta W_{2} \\
5 a g
\end{array}  \tag{53}\\
& 2 \theta \dot{\psi}_{2}-(70+23 \theta) \frac{r^{5}{ }^{5} \phi_{-3}}{u^{5}} \frac{3}{3}=(280+51 \theta) \frac{\theta W_{2}}{5 u g}()
\end{align*}
\]
and thence in (47) taking as before \(Q_{2}=\frac{W_{2}}{g}\) we shall find \(\epsilon_{1}\) or \(\epsilon\) given by
\[
\begin{equation*}
\epsilon=\frac{9}{70+99} \frac{3356500+8631009+554859^{2}}{53900+271609+26019^{2}} . \tag{54}
\end{equation*}
\]
where 9 is written for \(\theta\) the two numbers being in this case identical.
12. Now taking the data furnished in Thomson and Tait, Arts. 837, \(8: 38\) as to the rigidity of steel and glass we shall find that \(9=\frac{3}{2}\) nearly for the rigidity of steel, and \(9=5\) nearly for that of glass, the density \(\rho\) being taken equal to the Earth's mean density 5.6. To see therefore how the inequality \(\epsilon\) depends on 9 or on the rigidity it is only necessary to trace the curves (52) and (54) with \(\epsilon\) for ordinate and 9 for abscissa. The curve (52) is a rectangular hyperbola passing through the origin and the part \(\mathcal{D}\) positive of the branch through the origin is the part to be considered. It can be easily seen by calculation that the corresponding part of the curve (54) lies always very near to (52). The tangent lines at the origin to (52) and (54) start out at inclinations of \(\tan ^{-14}\) and \(\tan ^{-1} \frac{9}{10}\) nearly so that the points of (54) begin by being slightly above those of (52) which have the same abscissa. This state of things goes on uutil \(9>5\) but the difference is diminishing all the way from \(9=\frac{3}{2}\) to \(9=5\). When \(y\) is infinite the hyperbola touches the asymptote \(\epsilon=\frac{5}{2}\) and the curve (54) touches the asymptote \(\epsilon=55485 \div 23409\) which is slightly less than \(\frac{5}{2}\). It is difficult without taking a
very large number of points to draw both curves. I have therefore contented myself with a drawing of the hyperbola (52). On the scale to which the figure is drawn it would not be easy to distinguish the two curves.


Of the points \(A\) and \(B, A\) corresponds to the rigidity of steel and \(B\) to that of glass, i.e. \(A\) to \(9=\frac{3}{2}\) and \(B\) to \(9=5\). The ordinate of \(A\) is about 803 or nearly \(\frac{4}{5}\), that of \(B\) is about \(1 \cdot 53\) or slightly greater than \(\frac{3}{2}\).

To determine the "tidal effective rigidity" we may with sufficient exactness compare the value of \(\varepsilon\) as given by ( \(2 \mathscr{2}\) ) with that which would obtain in a homogeneous liquid sphere of the same mass and diameter. The latter will be found from (50) by making \(n=0\), i.e. it gives \(\epsilon=\frac{5}{2}\).

We have seen that for rigidity equal to that of steel \(\epsilon\) is nearly \(\frac{4}{5}\) it follows that the ratio of the elastic solid yielding in this case to the fluid yielding is nearly \(\frac{8}{25}\) or about \(\frac{1}{3}\). Consequently the height of the ocean-tide will be reduced to about \(\frac{2}{3}\) of the true equilibrium amount by the elastic yielding of the nucleus when the "tidal effective rigidity" is that of steel. In like manner it will be reduced to about \% of the trme equilibrium amount when the "tidal effective rigidity" is that of glass.

\title{
V. On Solution and Crystallization. No. III. By G. D. Livervg, M.A., Professor of Chemistry in the University of Cambridge.
}
[Read May 26, 1890.]
In my last communication on this subject I made the supposition that all the molecules of the same substance have, on the average, under similar conditions of temperature, pressure, and other external circumstances affecting their mechanical state, similar motions; and that the excursions of the parts of any molecule from the centre of mass of the molecule are, under given conditions, comprised with a certain ellipsoid. This ellipsoid I called for convenience the molecular volume, and assumed it to be of the same average dimensions for all molecules of the same substance under the same circumstances. In passing from the fluid to the crystalline state the molecules will pack themselves as closely in the solid state as is consistent with their molecular volumes, and then, as I shewed, each ellipsoid will be touched by twelve others, and the orientation of the axes will be the same for all of them. It is on this arrangement that I conceive the ordinary properties of crystals to depend.

If the ellipsoids have all their axes equal, that is be spheres, the crystal will belong to the cubic system with the principal cleavage octahedral: if the ellipsoids be oblate spheroids with longest and shortest diameters in the ratio \(\sqrt{ } \mathbf{2}: 1\) and the axes of revolution perpendicular to one of the planes in which the points of contact of each spheroid with its neighbours are four in number (Part II. fig. 2), the crystal will belong to the cubic system but the principal cleavage will be dodecahedral: if the ratio of the greatest and least diameters of the spheroids be \(2: 1\) and the axes of revolution perpendicular to the plane of fig. 1 , the crystal will still belong to the cubic system, but the principal cleavage will be cubic. Now if we conceive the spheres and spheroids to be material, instead of being merely the geometric boundaries of the excursions of the parts of the molecules, and to be subject to a uniform stress perpendicular to one plane of the fundamental cube, those originally spheres will be strained to spheroids, and those originally spheroids with axes of revolution perpendicular to the plane of four contacts (fig. 2) will have the ratio of their greatest and least diameters altered, and those with their axes perpendicular to the plane of fig. 1 will become ellipsoids. By any of such changes the arrangement of molecules will lose symmetry in consequence of the strain and the crystal will become pyramidal instead of cubic.

If the stress be in the direction of one diagonal of the cube, the effect will be to convert the crystal from cubic to rhombohedral. In the arrangement indicated in fig. 1 , one diagonal of the cube is perpendicular to the plane of the figure and if the
stress be in that direction the original spheres will be strained into spheroids with axes of revolution perpendicular to the plane of the figure, and in the case of the spheroids with greatest and least diameters in the ratio \(2: 1\), this ratio will be altered; and in both these cases the arrangement of the molecules will be the same as if we supposed space divided into equal and similar rhombohedrons and a molecule placed with its centre in each angular point of the rhombohedrons. In the unstrained system of spheres the arrangement is that which would ensue if space were divided into equal cubes, and spheres were placed so that there should be the centre of one in each corner of the cubes, and also the centre of one in the centre of each face of each cube. The strain which converts the cube into a rhombohedron will leave the spheroids similarly arranged one at each corner of the rhombohedron and one at the centre of each face; but this arrangement can be represented more simply since the planes which pass through one extremity of the axis of a rhombohedron and through the centres of two adjacent faces, will cut up space into thombohedrons all similar and equal to one another, which will have one spheroid at each angular point and none in any other position. The new rhombohedrons will be more acute than the old. In fact if the unbroken lines in fig. 9 represent the original rhombohedron viewed in the direction of its axis of symmetry, the dotted lines will represent the new rhombohedron, which will have the same axis as the original one and will be placed transversely. There will be four times as many of the new rhombohedrons in a given space as there were rhombohedrons of the original form.

In the remaining case, in which the original cube had the centre of a spheroid in each corner and one in its centre, the spheroids will become strained into ellipsoids, the cube will become a rhombohedron with the centre of an ellipsoid in each angular point and one in its centre. Figure 10 will represent the ellipsoids of one rhombohedron projected on the plane of four contacts (fig. 2, Part II.), the ellipses with unbroken outline representing the ellipsoids with centres \(a, b, c, d\) in that plane, the ellipse with dotted outline representing the ellipsoid, with centre \(e\), lying next above them, and those with broken outline representing the ellipsoids with centres \(A, B, C, D\) lying above that with dotted outline. Figure 11 represents a section through ab, perpendicular to the plane of fig. 10. The ellipsoids with centres in the plane of fig. 10, or in planes parallel to it, will touch each other at the extremities of the equal conjugate diameters, and the diameters through \(a A, b B\) and so on will be conjugate to the plane of fig. 10 . These data will suffice to determine the ratio of the axes of the ellipsoids and their orientation when the angle between the axis of the rhombohedron and the normal to one of the faces is given*.

angles \(A C, C B, B A\) be \(a\), and \(A D\) (which is the angle \(A\) on
in fig. 11) be \(\phi\), we have
in triangle \(O C D\), the angle at \(O=60^{\circ}\), \(\cos 60^{\circ}=\cot D \cot \left(\phi+D-90^{\circ}\right)\),
\(\left.\tan \left(\phi+D-90^{\circ}\right)=2 \cot 1\right)\)
(1),
also \(\quad \cos D=\cot 60^{\circ} \tan \frac{a}{2}\),
or, \(\tan \frac{a}{2}=\sqrt{ } 3 \cos D\)
and
or
\[
\cos D=\cot 60^{\circ} \tan \frac{a}{2}
\]
\[
\begin{equation*}
\tan \frac{a}{2}=\sqrt{ } 3 \cos D \tag{2}
\end{equation*}
\]

It does not appear that there is any other form and arrangement of the ellipsoids, when packed as closely as possible, which will give rise to the structure of a crystal of the rhombohedral system. At first sight it seems as if these would not suffice to explain the occurrence of what are called hexagonal crystals; but this difficulty vanishes when the following considerations are taken into account. Let us confine our attention for the present to crystals built up of spheroids having their axes of revolution perpendicular to the plane of fig. 1, and let the circles with unbroken outline in that figure, centres \(a, b, c, d, e, f, g\), represent spheroids with axes of revolution perpendicular to the plane of the figure and centres in one plane, then the next layer of spheroids may either take the positions indicated by the circles with dotted outline, centres \(h, k, l\), or those indicated by the circles with broken outline, centres \(m, n, o\). Either of these arrangements equally well fulfils the condition of maximum concentration of the spheroids, and so far either is equally probable. Now in the first case the three planes of the fundamental rhombohedron (100) will be parallel to hcl, lck and \(k c h\), and in the other case they will be parallel to moo, ocn and nom. The second rhombohedron will be transverse to the first; or will be in the position of a twin to the first, the twin axis being the axis of the rhombohedron. The crystal may therefore, so far as concentration of molecules is concerved, be built up of alternating layers, of indefinite thicknesses, of such twin crystals. Now what are called hexagonal forms, that is the forms for which the poles lie in great circles bisecting the angles between the three planes which pass each through the axis of symmetry and through one of the three poles of the fundamental rhombohedron, are not in any way affected by this sort of twinning. In fact the forms \(h k l\), when \(h+k+l=0\), and when \(h-2 k+l=0\), are identical with the twin forms when the twin axis is the axis of symmetry of the crystal. None of these forms therefore will be at all affected by the alternations of twin layers referred to. It will be otherwise with rhombohedral forms. Any face of such a form which grows when the deposition consists of alternating layers of twins, must either be formed of alternating layers of transverse rhombohedrons, or the face will be ridged and irregular. In the former case the average condensation

Since the plane of fig. 11 is parallel to the stress, it will be a plane of principal section of the ellipsoids and contain two of the axes of the ellipsoids, which will be the axes of the ellipses in that figure and may be called \(2 x\) and \(2 x\). The third axis, \(2 y\), will be perpendicular to that plane and will be the axis parallel to cd of the ellipses in fig. 10 .

In fig. 11, \(a b^{\prime}\) is conjugate to the plane of fig. 10 , and \(a b^{\prime}, a a^{\prime}\) are conjugate semidiameters of the ellipse with centre \(a\) in fig. 11. Let \(a b^{\prime}\) be \(z^{\prime}, a a^{\prime}\) be \(x^{\prime}\) and \(a o\) which is half of Au ber.

Then \(\quad\left(\frac{A N}{z^{\prime}}\right)^{2}+\left(\frac{\mathcal{N} F}{x^{\prime}}\right)^{2}=1\),
and since the inscribed parallelogram is half the circumscribed parallelogram, \(2 A N, N P=z^{\prime} X^{\prime}\), and therefore
\[
\left(\frac{A N}{z^{\prime}}\right)^{2}+\frac{1}{4}\left(\frac{z^{\prime}}{A N}\right)^{2}=1 ;
\]
whence
\[
2\left(\frac{A N}{z^{\prime}}\right)^{2}=1
\]
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ur. \(\qquad\)
In like manner, \(\quad \frac{a q}{r^{\prime}}=\sqrt{2}\).
But by fig. 10.
\[
a q=a c \cos _{2}^{\alpha}=\ddot{a} r \cos _{2}^{\alpha} ;
\]
so that.
\[
\begin{equation*}
\sqrt{2} 2 r \cos _{\frac{2}{2}}^{a}=r^{\prime} \tag{t}
\end{equation*}
\]

Al:o \(\begin{array}{cc}c q \\ y & =\sqrt{\prime 2},\end{array}\)
and \(\quad \sqrt{2} 2 \sin \frac{a}{2}=y\)
We have also \(\quad x^{2}+z^{2}=x^{\prime 2}+z^{\prime 2} \ldots \ldots \ldots \ldots \ldots \ldots \ldots\)..................... and
\(x z=x^{z^{\prime}} z^{\prime} \sin \phi\)
From these equations the ratios \(x: y: z\) may be found when \(D\) is known, and rice versa.
of the molecules will be the mean of that in the two rhombohedrons transverse to one :mother: but this will not be a true measure of the surface tension which, for these rhombohedral faces, will change with each alternation of growth. If the alternations took place with perfect regulurity, so as to produce alternate layers of each rhombohedron of uniform very small thickness, the effect might be the same as that of a form having the mean condensation. But in fact the alternations will not in general be regular, but determined by causes which depend on the mechanical conditions of the fluid at the points where crystallization occurs; causes which, so far as the forms developed are concerned, may be called accidental. The growth of such faces will therefore be impeded in comparison with the growth of hexagonal forms.

It is obvious that in those cubic crystals in which the molecular volumes are spherical, there will also be the same tendency to grow in alternate layers of twin crystals with the twin axis perpendicular to the octahedral faces. And such alternations have not infrequently been observed. But in the cubic crystal the twinning may take place equally well about any one of the four axes perpendicular to the faces of the octahedron, and in general the only indication of such twinning would be a roughness of the faces. Neither in the hexagonal nor the cubic crystals would the optical and other physical characters be affected, unless the crystal were grown under some stress which gave a peculiar character to those properties.

It is also plain that if the system of spheroids arranged with their axes perpendicular to the plane of fig. 1 be strained in a direction lying in that plane, the spheroids will become ellipsoids and that plane will be a plane of principal section. In this case also alternations of twins will be probable as before.

Similar alternations of growth may also occur when the plane of fig. 1 is not a plane of principal section, because the ellipsoids which represent the molecular volumes may assume in an irregular manner sometimes the positions indicated by the dotted lines and sometimes those of the broken outlines in fig. 1. In these cases the crystals will belong to the less symmetrical systems, and the alternations, though definitely related to one another, will not have the relation of ordinary twins.

Returning to hexagonal forms, if a face has been developed parallel to the plane of fig. 1, that is, a face of the form 111, and the other faces developed be also hexagonal, there will be no cause to interfere with the alternation of twin layers as the crystal grows. But if besides 111 a rhombohedral form, as for example 100 , has been developed and the crystal grows by an addition to the face 111 , the twinning will cause a discontinuity of the surfaces of 100 at the edges where the forms 111 and 100 intersect. If the transverse form 122 be developed as well as 100 , there will be no discontinuity of surface at these edges but some discontinuity of surface tension, which is not the same in the faces of the two forms. This will be a force tending to prevent the twinning or else to prevent the growth of the rhombohedral forms. In most cases the rule that the crystal will grow in such a way that the surface-tension shall, on the whole, be a minimum will, unless the condensation in the rhombohedral form is much greater than
in any hexagonal form, ensure the preponderance of the hexagonal forms. These hexagonal forms likewise lend themselves more readily to the formation of nearly globular crystals, that is to crystals with a minimum of total surface.

The cleavages of the hexagonal forms will not be at all affected by the alternations of twins, but cleavages in rhombohedral forms will be rendered difficult and, if they occur at all, will be interrupted. In general the average condensation in a di-rhombohedral pair of forms will be the mean of what it would be in those two forms if there were no twinning. With this consideration we may calculate the relative condensation in the faces of different forms. For this purpose, if \(p\) be the perpendicular distance between successive sets of molecules parallel to a face of the form \(h k l, P\) the point where the normal to that face meets the sphere of projection, \(O\) the corresponding point for the face of the form 111, and \(X, Y, Z\), the traces on that sphere of the crystallographic axes we have, as shewn in Part I., \(\quad p=\frac{\cos P X}{h}\),
and
\[
\cos P X=\cos P O \cos O X+\sin P O \sin O X \cos P O X
\]

Also if \(D\) be the angle between the normals to the faces 111, 100
\[
\begin{aligned}
& \tan P O X=\sqrt{ } 3 \frac{k-l}{2 h-k-l}, \\
& \tan P O=\frac{\sqrt{\frac{1}{2}\left\{(k-l)^{2}+(l-h)^{2}+(h-k)^{2}\right\}}}{h+k+l} \\
& \tan D, \\
& \tan O X=2 \cot D,
\end{aligned}
\]
and similar equations with reference to the axes \(Y\) and \(Z\).
The hexagonal forms are those for which either \(P O X\) or \(P O\) is \(90^{\circ}\), and for these the condensation in the faces is \(p\).

For the other forms it will be \(\frac{1}{2}\left(p+p^{\prime}\right)\) where \(p^{\prime}\) is the value of \(p\) for a face of the transverse form.

For shortness we may desiguate the form \(01 \overline{1}\) as \(a\), the form 100 as \(r\), and so on, and the corresponding values of \(p\) as \(p_{a}, p_{r}\), and so on.

Then taking first hexagonal forms, we have for \(a\) or \(011, P O=90^{\circ}, P O Y=30^{\circ}\),
\[
p_{a}=\sin O Y \cos 30^{\circ}=\frac{\sqrt{ } 3}{\sqrt{(\tan D)^{2}+4}}
\]
which increases as \(D\) dimimishes, or as the fundamental rhombohedron is flatter, that is more obtuse.
\[
\text { If } b=2 \overline{11}, P O=90^{\circ}, P O X=0^{\circ}, \quad p_{b}=\frac{\sin O X}{2}=\frac{1}{\sqrt{3}} p_{a}
\]

For \(x=210, P O Y^{\circ}=90^{\circ}, P O X=30^{\circ}, \tan P O=\frac{1}{\sqrt{3}} \tan D\),
\[
\begin{gathered}
\cos P X=\frac{\sqrt{ } 3 \tan D+\sqrt{ } 3 \tan D}{\sqrt{\left.\left\{3+(\tan D)^{2}\right\}(\tan D)^{2}+4\right\}}}, \\
p_{x}=\frac{\cos P X}{2}=\frac{\sqrt{3 \tan D}}{\sqrt{\left\{(\tan D)^{2}+3\right\}\left\{(\tan D)^{2}+4\right\}}} .
\end{gathered}
\]
and

For \(\left.z=311, P^{2} 0\right)^{\circ}=30^{\circ}, \tan P O=\frac{2}{\sqrt{3}} \tan D\),
\[
r_{z}=\frac{\sqrt{3} \tan D}{\sqrt{\left( \pm(\tan D)^{3}+3\left\{\left\{(\tan D)^{3}+4\right\}\right.\right.}}
\]
\(i=231, P O X=90^{\circ}, \tan P O=\frac{\tan D}{2 \sqrt{3}}\),
\[
p_{i}=\frac{\sqrt{3} \tan D}{\sqrt{\left((\tan D)^{2}+12(\tan D)^{2}+\boldsymbol{+}\right.}}
\]
\(h=: 3 \overline{21}, P O=90^{\circ}, \tan P O X=\frac{1}{3 \sqrt{3}}\),
\[
p_{h}=\frac{V^{3}}{\sqrt{7\left\{(\tan D)^{2}+4\right\}}} .
\]
\(0=111, P O=0, p_{0}=\cos O X=\frac{\tan D}{\sqrt{(\tan D)^{2}+4}}\).
Next for rhombohedral forms.
For \(r=100, P O=D, P O X=0^{\circ}\),
\[
p_{r}=\frac{3 \sin D}{\sqrt{(\tan D)^{2}+4}}
\]
which increases as \(D\) increases up to \(45^{\circ}\), and diminishes as \(D\) increases from \(40^{\circ}\) to \(90^{\circ}\).
For \(r_{1}=12 \underline{2}\), the rhombohedron transverse to \(r, P O X=180^{\circ}\),
\[
p_{r_{1}}=\frac{\sin D}{\sqrt{(\tan D)^{2}+4}}
\]
whence if we put \(p_{r}{ }^{\prime}=\frac{1}{2}\left(p_{r}+p_{r_{1}}\right)\),
\[
p_{r}^{\prime}=\frac{2 \sin D}{\sqrt{(\tan D)^{2}+4}}
\]

For \(e=011, \tan P O=\frac{1}{2} \tan D=\cot O X, P O X=180^{\circ}, P O Y=60^{\circ}\),
\[
p_{e}=\frac{3 \tan D}{\left\{(\tan D)^{2}+4\right\}},
\]
which increases as \(D\) diminishes.
For \(e_{1}=411, \tan P O=\frac{1}{2} \tan D=\cot O X, P O X=0^{\circ}\),
\[
p_{e_{1}}=\frac{\tan D}{\left((\tan D)^{2}+4\right\}} \text { and } p_{e}^{\prime}=\frac{2 \tan D}{(\tan D)^{2}+4},
\]
for \(s=111^{\circ}, \tan P O=2 \tan D, P O X^{\circ}=60^{\circ}\),
\[
p_{s}=\frac{3 \tan D}{\sqrt{\left\{(\tan D)^{2}+1\right\}\left\{(\tan D)^{2}+4\right\}}} .
\]

For \(s_{1}=5 \overline{11}, P O X=0^{\circ}, \tan P O=2 \tan D\),
whence
\[
\begin{aligned}
& p_{s_{1}}=\frac{\tan D}{\sqrt{\left\{4(\tan D)^{2}+1\right\}\left\{(\tan D)^{2}+4\right\}}}, \\
& p_{s}^{\prime}=\frac{2 \tan D}{\sqrt{\left\{4(\tan D)^{2}+1\right\}\left\{(\tan D)^{2}+4\right\}}} .
\end{aligned}
\]

For \(n=211, \tan P O X=0^{\circ}, \tan P O=\frac{\tan D}{4}\),
\[
p_{n}=\frac{3 \tan D}{\sqrt{\left\{(\tan D)^{2}+4\right\}\left\{(\tan D)^{2}+16\right\}}},
\]
and for \(n_{1}=255, \quad \quad p_{n_{1}}=\frac{\tan D}{\sqrt{\left.(\tan D)^{2}+4\right\}\left\{(\tan D)^{2}+16\right\}}}\).
These formulae will help us to compare the relative probability of the occurrence of the several hexagonal forms. For the reasons given above they are not applicable for the comparison of rhombohedral forms with hexagonal; for we cannot say that \(p_{r}{ }^{\prime}\), which is the average condensation in a plane parallel to a twin face of the form \(r\) and of the transverse form \(r_{1}\), is a measure of the smallness of the surface-tension on such a face, though it indicates a minimum below which that tension will not on the average fall.

From these formulae we get
\(p_{a}: p_{o}=\sqrt{ } 3 \cot D\), which is greater than unity if \(D\) be less than \(60^{\circ}\);
\(p_{a}: p_{x}=\sqrt{1+3(\cot D)^{2}}\), always greater than unity;
\(p_{b}: p_{x}=\sqrt{1+3(\cot D)^{2}}: \sqrt{ } 3\), which is greater than unity if cot \(D\) be greater than \(\sqrt{ } \frac{2}{3}\) or \(D\) less than \(39^{\circ} 13^{\prime}\);
\(p_{x}: p_{z}=\sqrt{4(\tan D)^{2}+3}: \sqrt{(\tan D)^{2}+3}\), which is always greater than unity;
\(p_{z}: p_{i}=\sqrt{(\tan D)^{2}+12}: \sqrt{4(\tan D)^{2}+3}\), which is greater than unity if \(D\) be less than \(60^{\circ}\);
\(p_{a}: p_{r}^{\prime}: p_{o}=\sqrt{ } 3: 2 \sin D: \tan D\), and \(p_{r}^{\prime}\) is always intermediate between \(p_{a}\) and \(p_{o}\).
In crystals having for their molecular volumes spheroids arranged with their axes perpendicular to the plane of fig. 1, we should therefore expect the faces \(a\) and 0 to predominate, and faces to occur in the same zones with the faces of those forms, but the rhombohedral forms to occur rarely. And in fact we find that the distinct cleavages of hexagonal crystals are parallel to either \(o\) or \(a\).

If we examine particular cases we find in Apatite, \(D=55^{\circ} \mathbf{4 0}\), and if \(A\) be the radius of the principal section of the molecular volume, \(B\) the semi-axis,
\[
B: A=\frac{\tan D}{2 \sqrt{2}}=51764
\]

And for hexagonal faces the values of \(p\), which are proportional to the condensation, are for
\[
\begin{array}{lll}
a, & 01 \overline{1}, & 69877, \\
a, & 111, & 59070, \\
a, & 210, & 45106, \\
b, & 2 \overline{11}, & 403344, \\
z, & 311, & 30078, \\
i, & 321, & -27206,
\end{array}
\]
and the mean ralues of \(p\) for pairs of transverse rhombohedra are for
\[
\begin{array}{llll}
i r_{1}, & 100, & \overline{122}, & 49974, \\
s s_{1}, & \overline{1} 11, & 5 \overline{11}, & 47724, \\
e e_{1}, & 011, & 411, & 35746 .
\end{array}
\]

The clearages are parallel to \(a\) and \(o\), the former being the more easily obtained.
In the (nearly) isomorphous crystals of Mimetite and Pyromorphite, the most frequent forms are \(a, o\) and \(x\); and they have an imperfect cleavage parallel to \(x\). In Vanadinite \(a\) and o occur, and Des Cloizeaux gives a figure of a crystal which is exactly like a crystal of Apatite.

In Greenockite, \(D=58^{\circ} 47^{\prime}\), the condensations in \(a\) and \(o\) differ but little, the faces most frequent are all hexagonal, \(a, o, x, z, i\), and the cleavages parallel to \(a\) and \(o\).

In Molybdenite the faces occurring are \(a, 0, x\) and there is a very perfect cleavage parallel to 0 .

In Polybasite, \(D=71^{\circ} 31^{\prime}\), the condensation in \(o\) is therefore greater than in \(a\), the dearage is parallel to 0 , and the forms which occur are \(0, a, x\).

In Covelline, forms \(o, a\) occur and the cleavage is very perfect parallel to faces of \(o\).
In Pyrrhotine, \(D=60^{\circ} \gamma^{\prime}\) so that the condensation in 0 is slightly greater than in \(a\), and we find that it has a perfect cleavage parallel to \(o\), a less distinct one parallel to \(b\) : and the forms which occur most frequently are \(0, a, b, x, z\) and the pair \(r, r_{1}\).

In Graphite the forms developed are hexagonal, the usual forms \(o\), \(a\), and the cleavage parallel to \(o\), but the striation seems to indicate an unsuccessful struggle for the development of rhombohedral forms.

In Ice the usual forms are 0 and \(a\), and the cleavage parallel to \(o\),
In Brucite forms a and \(a\) occur, and the cleavage is very perfect parallel to o, traces parallel to a.

In Hydrargillite, \(o, a, b\) occur and there is perfect cleavage parallel to 0 .
In Emerald, Niller gives \(D=44^{\circ} 56^{\prime}\). The most common forms are \(a\) and 0 , then b. \(x\) and the pair \(r, r_{1}\), cleavages 0 and \(a\), the latter interrupted. With \(D=44^{\circ} 56^{\prime}\) we
find \(p_{a}: p_{o}=17360\), and we should therefore expect that the cleavage parallel to \(u\) would be more perfect than that parallel to \(o\). If however we take the form which Miller assumes to be 100 , to be 011 , as we are perfectly at liberty to do, we shall get a different value for \(D\), namely \(63^{\circ} 15^{\prime \prime}\), and \(p_{a}: p_{o}=87302\), and the facts then correspond closely with theory.

In Nepheline \(D=59^{\circ} 10^{\prime}\), the most frequent forms are \(0, a, x, z\) and the cleavages \(o\) and \(a\). As \(D\) is nearly \(60^{\circ} p_{a}\) and \(p_{o}\) are nearly equal.

In Pyrosmalite, \(D=46^{\circ}\) 42', the forms \(o, a, x, z\) occur, and the cleavages are o perfect, a less perfect.

In Davyne, \(D=59^{\circ} 15^{\prime}\) according to Miller, who assumes the most common six-sided pyramid to be the form 231. It seems more reasonable to assume this form to be 120 , the other six-sided pyramid which occurs will then be \(31 \overline{1}\), and \(D=40^{\circ} 2^{\prime}\). The forms occurring will then be \(o, a, b, x, z\), and the cleavage is perfect parallel to \(a\).

The varieties of Chlorite known as Pemine and Ripidolite appear to me to be hexagonal, or rather to have their molecular volumes spheroids with their axes perpendicular to the plane of fig. 1. Des Cloizeaux taking the acute rhombohedron, which is developed in crystals found on the Rimpfischwänge near Zermatt, as the form 100 finds \(D=76^{\circ} 15^{\prime}\). Miller makes the corresponding angle \(79^{\circ}\) 万55'. The former angle gives
\[
p_{a}: p_{r}: p_{o}=1.732: 2.91+: 4.087
\]
the latiter gives \(1732: 2.954: 5623 . \quad o\) is the plane of perfect cleavage, \(a\) is rarely developed but there are traces of cleavage parallel to it. The rhombohedral faces are usually striated and ridged or undulated parallel to their intersection with o. In large crystals the face \(o\) is so dominant that the crystals become six-sided tables. These characters correspond well with theory. The condensation in planes parallel to o is much greater than in any other plane, and it is so large in \(r\) that there must be a strong tendency to the development of that form. At the same time the unevenness of the faces \(r\) betrays the peculiar growth of hexagonal crystals. Specimens from localities other than Zermatt are much more hexagonal in their appearance, the form 311 and its transverse form occurring frequently, and striated parallel to their intersections with 0 . The molecular volume will be a prolate spheroid with greatest and least semi-diameters in the ratio 1.444 if we take Des Cloizeanx's measure, or 1.988 if we take Miller's measure, of the angular element. As an illustration of the application of the theory to the facts it does not matter which we take.

Tamarite may very likely have a similar molecular grouping. \(D=71^{\circ} 16^{\prime}\), and it has a very perfect cleavage parallel to the faces of 0 , with traces parallel to the faces of \(r\), and the crystals are very thin in a direction perpendicular to 0 .

In Coquimbite \(D=43^{\circ} 50^{\prime}\), the forms developed are \(a, 0, x\); and it has imperfect cleavages parallel to \(a\) and \(x\).

In Parisite the forms which occur are \(o\) and \(z, D=81^{\circ} \underline{\underline{\prime}}\), and it has a very perfect cleavage parallel to \(o\), and a very imperfect cleavage parallel to \(r\). With so large a
value for \(D\) the concentration in planes parallel to \(r\) is much greater than in planes parallel (t) a.

Although the twimning which produces hexagonal forms is very likely to occur, yet its occurrence is mainly determined by the more or less accidental circumstances under which the growth of the crystal takes place. The chief obstructive cause to such twinning will be, as stated above, the variations of surface-tension which will oceur at the junction of the twin layers where adjacent faces do not belong to faces in the zone ou or the zone \(a b\). In cases in which the condensation in planes parallel to \(r\) is much greater than in planes parallel to \(a\), the obstruction to the twinning may suffice to prevent its occurrence. This will be the case when the value of \(D\) is large, as in the case of Pemine. And it is probable that those crystals which have a very perfect cleavage parallel to o, but are usually classed as rhombohedral, really have their molecular volumes spheroids and arranged with their axes perpendicular to the plane of fig. 1 .

In Bismuth if we take the rhombohedron which in natural crystals is most common, namely that to which Miller assigns the symbol 111, to be the form 100, we get for \(D\) \(71^{\circ} 37^{\prime}\), which differs very little from a cubic form. The forms occurring in natural crystals will then be 111,100 and 211. There is a very perfect cleavage parallel to 111 or 0 , less perfect parallel to the faces of the other two forms. The form developed in crystallizing bismuth from fusion will be 011, but there is no cleavage parallel to its faces. The anomalous expansion of bismuth in solidifying indicates a change in the dimensions of the molecular volumes at that temperature, and this circumstance may affect the form assumed by the metal in crystallizing at that temperature.

Antimony is very nearly isomorphous with bismuth, and if we take the form to which Miller assigns the symbol \(\overline{1} 11\) to be \(100, D\) becomes \(71^{\circ} 40^{\prime}\), and the forms observed are 111,332 and 011. The cleavages are \(o\) very perfect, \(n\) distinct, \(r\) less distinct, \(a\) traces.

Arsenic also is nearly isomorphous with bismuth. Making a similar assumption as to the symbol of the most common rhombohedron namely that it is 011 , we find \(D=72^{\circ} 33^{\prime}\), the cleavages are parallel to the faces of 0 , perfect, and parallel to the faces of 211 imperfect; while the faces observed are 111,011 , and \(\mathbf{2 7 7}\). The crystals are of course laboratory preparations.

Spartalite is most probably hexagonal. It has distinct cleavages parallel to o and a, and if we take the form to which Miller assigns the symbol \(51 \overline{3}\) to be 210 we find for \(D 71^{\circ}{ }^{\circ} 7^{\prime}\). If however we take that form to be 311 we get for \(D 56^{\circ} 56^{\prime}\). The latter is perhaps more probable, as it makes the condensation in planes parallel to \(a\) and o more nearly equal. We get in that case, \(p_{a}: p_{o}=1.023\), which agrees well with ,hservation. The natural mineral gives only cleavage faces, as far as I am aware.

Of the isomorphous minerals Haematite, Ilmenite, and Corundum, the last shews a decided tendency to hexagonal forms. The cleavages are parallel to the faces of o and and \(r, D=57^{\circ} 34^{\prime}\) and we find \(p_{a}: p_{c}: p_{o}=1: 1462: 908\). There is a great difference between these values, and they seem inconsistent with the cleavages. But the cleavages
are very variable in these minerals, in some specimens seemingly perfect, in others indistinct; the apparently perfect cleavages are sometimes only faces of union of aggregated crystals, so that after all the inconsistency may be more apparent than real.

In specimens of Willemite from Vieille-Montagne near Moresnet there is an easy cleavage parallel to the faces of \(o\), a difficult one parallel to the faces of \(a\), while in specimens from Franklin in New Jersey, the cleavage is easy parallel to the faces of a, according to Des Cloizeaux; and \(D=37^{\circ} 43^{\prime}\). Miller gives a different value for \(D\), but Dana agrees with Des Cloizeaux. Dana says the rhombohedral faces are seldom smooth, while the prismatic are smooth. It seems therefore probable that in this case also the molecular volumes are spheroids with their axes perpendicular to the plane of fig. 1.

Susannite has an easy cleavage parallel to the faces of \(o\), and \(D=68^{\circ} 38^{\prime}\).
In Tellurium if we take the form which Miller puts as \(b\) to be \(a\), and those which he puts as \(r r_{1}\) to be \(z\), we find \(D=53^{\circ} 46^{\prime}\), and the faces which occur are \(o, a, z\), with a very distinct cleavage parallel to the faces of \(a\), and an imperfect one parallel to the faces of 0 .

In Osmiridium, Miller gives the faces which occur as \(o, a, z\), and \(D=58^{\circ} 27^{\prime}\). There is a tolerably perfect cleavage parallel to the faces of 0 . If we take the form to which Miller assigns the symbol \(31 \overline{1}\) to be 210 we shall have \(D=72^{\circ} 56^{\prime}\), the forms occurring will be \(o, a, x\), and the condensation greatest in the planes of cleavage.

Breithauptite exhibits forms \(0, a, i\), and \(25 \overline{1}\), and Kupfernickel the forms \(a, x\).
Amongst laboratory crystals of hexagonal development we find
Lithium sulphate, with forms \(a, x, o\), with cleavage parallel to \(o\), and angular element \(73^{\circ} 26^{\prime}\) 。

Barium perchlorate, with forms \(a, x\) if crystallized from alcohol and \(a, z\) if crystallized from water, and angular element \(52^{\circ} 57^{\prime}\).

Ethyl-amnonium chloroplatinate, with forms \(r, a, b\) hemihedral, with perfect cleavage parallel to \(o\) and angular element \(54^{\circ} 6^{\prime}\). More probably the forms are \(x, a, o\) and angular element \(67^{\circ} 19^{\prime}, x\) and \(a\) being hemihedral.

Iodoform, with forms \(x\) and \(o\) and angular element \(53^{\circ} 32^{\prime}\).
Ceroso-ceric sulphate, with forms \(m_{1}, b, x, o\) and angular element \(69^{\circ} 45^{\prime \prime}\); or if we assume the hexagonal prism to be \(a\), and the di-rhombohedron \(m_{1}\) to be \(x\), the forms will be \(a, x, 0,144,522\), and angular element \(77^{\circ} 58^{\prime}\).

Basic ferric-potassium sulphate, with forms \(a, 0\).
All these agree well with theory if we assume (as I have done) that the six-sided prism is the form 011 and the six-sided pyramid 012.

There are yet two natural crystals which are commonly classed as rhombohedral but to me appear rather to be hexagonal. These are quartz and cinnabar. Both are remarkable for exhibiting asymmetric hemihedry (trapezoidal tetartohedry of some crystallographers) and for their rotation of the plane of polarization of plane polarized light.

Vol. XV. Part I.

To begin with quartz. The most common, I believe the invariable, form is a sixsided prism terminated by a six-sided pyramid with or without other forms. This genemally hexagonal appearance is modified frequently by unequal development, and unequal smoothness, of the alternate faces of the terminal pyramids, which is thought to mark them as di-rhombohedral combinations. The cleavages are so difficult to obtain and so interrupted that they hardly help us, but as far as they go they confirm the hexagonal character of the crystal. They are given by Miller, and by Des Cloizeanx, as perpendicular to the axis of the six-sided prism, and parallel to the faces of both rhombohedrons of the di-rhombohedral combination, and there is no indication that the cleavage parallel to the faces of one rhombohedron differs in character or facility from that parallel to the faces of the transverse rhombohedron. I know no other case of equal cleavages parallel t) the faces of a di-rhombohedral combination, and it appears to me essentially an hexagonal character. Twius are common, almost universal, with the twin axis the axis of the prism. This is very frequent amongst hexagonal crystals, but is not confined to them. If we regard the crystal as hexagonal the difference in size and roughness of the alternate faces of the terminal pyramids will be indications of hemihedral development, or growth under stress, as is the case in many hemihedral crystals when the hemihedry does not extend to the complete suppression of half the faces. The asymmetric hemihedry of quartz is an indication of the formation of the crystal under stress, and there is no reason why both kinds of hemihedry should not coexist. If the crystal be taken as hexagonal the prism will be the form \((a)\) or \(01 \overline{1}\) and the terminal pyramids the form \((x)\) or 012. We shall then have for the angular element \(65^{\circ} 33^{\prime} \cdot 2\), and if "'v'm be the symbol of a face referred to the new ases and uvw the symbol of the same face referred to the axes assumed by Miller.
\[
u^{\prime}=w+2 u, \quad v^{\prime}=u+2 v, \quad w^{\prime}=v+2 w .
\]

The abundance of quartz in nature, and the great variety of circumstances in which it has crystallized, have caused a great many combinations of forms to be recorded. The symbols of some of the most frequent forms as referred to the old and new axes are given in the following table:
\begin{tabular}{|c|c|c|c|}
\hline Miller's Symbol & \[
\begin{gathered}
\text { Hexagonal } \\
\text { Symbol }
\end{gathered}
\] & Viller's Symbol & Hexngonal Symbol \\
\hline 211 & 101 & 101 & \(11 \overline{2}\) \\
\hline 100 and 10\% & 210 & \(7 \overline{22}\) & \(41 \overline{2}\) \\
\hline 142 & 010 & 221 and 814 & 834 \\
\hline 011 & 123 & 412 & 625 \\
\hline .11 and 111 & 11.3 & 14, 22, 7 & 7, 10, 12 \\
\hline 13.8. s & 618 & 4.2 & 22:3 \\
\hline
\end{tabular}

The symbol of the form 111 remains unchanged and though it never occurs except as a cloavage face it is the regular twin-face. This form and the first three forms in the left-hand column have the greatest condensation in their faces, and the supposition that quart\% is hexagonal agrees sufficiently well with my molecular theory.

Cinnabar has quite a rhombohedral appearance so far as external form goes, but it has a perfect cleavage parallel to the faces of a hexagonal prism. There is no truly rhombohedral crystal which has such a cleavage, and I infer that the apparently rhombohedral development is due to hemihedry. This inference is confirmed by the fact that cinnabar sometimes shews in its external form an asymmetric hemihedry, and shews by its powerful twisting of the plane of polarization of light that it has this asymmetry in its internal structure. In this respect it presents a striking analogy to the hyposulphates of lead, strontium and calcium, described further on. These three substances are isomorphous, and the strontium hyposulphate has decided hexagonal symmetry, while the crystals of lead hyposulphate resemble those of cinnabar. If we take cinnabar to be hexagonal we must take the cleavage prism to be the form (a) 011 . The most common forms besides the hexagonal prism, are those to which Miller assigns the symbols 111, 100,522 . If we take the last of the three to be the hemihedral development of 012, we get for the form 100 the new symbol \(41 \overline{2}\), the form 111 retains its symbol, and the less frequent forms become \(\overline{1} 25,741\), and \(13,5,1\). The angular element becomes \(56^{\circ} 47^{\prime}\). The asymmetric hemihedral forms observed by Des Cloizeaux seem to be the alternate faces of \(2 \overline{11}\) and of a scalenohedron. They are however rare.

We might assume the form 100 of Miller to be 012. We should then get for 522 the new symbol 432, and for the less frequent forms the symbols 123, 543, 753. The numerical values of the indices become a trifle more simple on this assumption, but the angular element, \(70^{\circ} 43^{\prime}\), would give a smaller value for the condensation in planes parallel to the faces of the hexagonal prism than in planes at right angles to them, and the facility of cleavage in the former planes seems to negative this. Again it might be assumed that the form given as 011 by Miller should be 012. This would give still more simple indices for the forms observed but would still give a greater condensation in planes parallel to 111 than in planes parallel to the faces of the hexagonal prism. On the whole the first supposition corresponds very well with the facts and entirely with my theory. In twin crystals of cinnabar the twin face is 111, as in most hexagonal crystals.

In lead hyposulphate, mentioned above, the forms observed, if we take the crystals as rhombohedral, are \(r, e, a, a, b, s\), and \(\overline{1} 55\), the first three being most common, and the angular element \(60^{\circ}\). If we change the axes and take the form \(r\) to be \(012(x)\), we get the hexagonal forms \(x, i, o, b, a, z\) and 137 , and the angular element \(71^{\circ} 34^{\prime}\). There is no cleavage, and the facts agree well with theory.

Calcium hyposulphate and strontium hyposulphate are isomorphous with the lead salt, but the forms of the strontium hyposulphate are 0 and \(x, 0\) being largely developed, and \(x\) holohedral but with uneven faces. There is also an imperfect cleavage parallel to \(o\), as we should expect because the maximum concentration (on the hypothesis that the angular element is \(71^{\circ} 34^{\prime}\) ) is greatest in the planes parallel to 0 .

Crystals of sodium periodate with three molecules of water have a very unusual appearance from unequal development of the faces. The forms commonly developed,
considered as rhombohedral, are \(r, e, s, b, o, o\) being hemimorphic and \(b\) sometimes hemihedral, and the angular element \(51^{\circ} 35^{\prime}\). 'They rotate the plane of polarization of light, and besides the hemihedral character of \(b\), sometimes shew the alternate edges formed by the intersection of \(r^{\circ}\) and \(e\) truncated by a hemihedral scalenohedron. If we assume the crystal to be hexagonal and hemihedral and make the forms \(r, b\), to be \(012,10 \overline{1}\), respectively, we get for \(e, s\), the symbols \(123, \overline{1} 13\), respectively, and for the angular element \(65^{\circ} 26^{\prime}\), which makes the facts and theory agree. The corresponding silver salt appears to be isomorphous with it, or very nearly so, and it exhibits quite as irregular an appearance. It is very likely endowed with the power of rotating the plane of polarization of light, but I am not aware that any one has actually observed this fact. In a few other crystals similar characters have been observed, but they hardly call for a letailed discussion.

Next referring to fig. 2 of Part II., let us consider that the circles with dotted outline eee represent spheres with their centres in the plane of the paper, while those with unbroken outline bed, 太c. represent the projections on that plane of the outlines of a set of spheres which touch the former set and have their centres in a plane below the plane of the figure. We may suppose that there is another set of spheres also touching the first set, but lying above them. The projections of their outlines on the plane of the paper will correspond with the circles of unbroken outline, and to distinguish the set lying above the first set we may designate their centres as \(B, C, D\) \&c., \(b\) and \(B\), \(c\) and \(C, d\) and \(D, \& c\). having the same projections, respectively. Then the points \(c, C, c^{\prime}, C^{\prime}, d^{\prime}, D^{\prime}, d, D\), lie in the corners of a rectangular parallelopiped with the centre of a sphere \(e\) in its centre, and the whole space may be cut up into similar and equal parallelopipeds, each having the centre of a sphere at each corner and one in its centre. If the spheres become oblate spheroids with axes perpendicular to the plane of the figure, these parallelopipeds will be cubes if the ratio of the greatest to the least diameter be \(\sqrt{ } \underline{2}\). If further we suppose the spheroids to be all strained in the direction of one of the diagonals of the cube the spheroids will become ellipsoids and the cubes will become rhombohedrons. The axes of these rhombohedrons will not be perpendicular to the plane of fig. 1. In fact if the circles with unbroken outline are supposed to have their centres in the plane of the paper, those with dotted outline below, and those with broken outline above, that plane, and \(c\) be the central sphere, the eight centres which form the comers of the parallelopiped may be abmnllife, and two of the diagonals ae, bf lie in the plane of the paper, the others \(m k\), \(n\) lie in an inclined position. If the parallelopiped become a cube by changing the spheres into spheroids their axes of revolution will be perpendicular to the plane ammb. If further the system be subject to a uniform stress in the direction of one of the diagonals of the cube, the spheroids will become strained into cllipsoids and the cube into a rhombohedron with its axis in the direction of the straiu. The arrangement of the ellipsoids will be the same as if space were divided into equal rhombohedrons with the centre of an ellipsoid in each angular point and one in the centre of each rhombohedron. This is the same as if two sets of rhombohnefrom were superposed, all being equal, similar, and similarly situated, and each
laving the centre of an ellipsoid at each corner but none in its centre, but one set having its angular points at the centres of the other set. The planes of a set of parallel planes which pass through the corners of one set of rhombohedrons will not in general pass through the corners of the other set, so that, if the arrangement represent the structure of a crystal, the relative condensation of molecules in the direction of the sets of planes will in general be the same as if there were but one set of rhombohedrons with molecules at their corners only. But there are certain cases in which the same plane will pass through the corners of both sets of rhombohedrons, and in such a plane the condensation will be double of what it would otherwise be.

To see what planes have this property, let figure 12 represent the traces on three planes of reference of the planes forming one set of rhombohedrons. Then a plane which passes through \(z_{1}\) and \(y_{3}\) and is parallel to the axis \(O X\), will pass through the centres of the rhombohedrons as well as through their corners. This will be the face 011. Also any plane parallel to \(O X\), which passes through \(z_{n} y_{m}\), where \(m\) and \(n\) are odd, will also pass through the centres of some of the rhombohedrons. The symbol of the face in this case will be \(0 h k\) where \(h\) and \(k\) are both odd numbers. Next if the plane pass through \(x_{l}\), where \(l\) is odd, and also through the intersection of the lines in the plane \(Z O Y\) drawn parallel to \(O Y\) and \(O Z\) through \(z_{n} y_{n n}\), where \(m\) and \(n\) are odd numbers, it will pass through the centres of some of the rhombohedrons. That is for such a plane the reciprocals of the indices (reduced to whole numbers) must be one of them an odd number, and the others equimultiples by a power of 2 of some odd numbers; or the indices, without regard to sign, must be of the form
\[
2^{k}(2 m+1)(2 n+1), \quad(2 m+1)(2 r+1), \quad(2 n+1)(2 r+1),
\]
where \(k\) is an integer, and \(m, n, r\) are integers or zero.
Such will be 211, 433, 631, \&c.
How to find the relation between the axes of the ellipsoids, and their orientation, when the angular element of the crystal is known, has been already explained. Taking the same notation as before we get in the faces of certain forms double the concentrations which were obtained when there was no molecule in the centre of the rhombohedron.
\[
\text { For } \begin{aligned}
a, \quad 01 \overline{1}, \quad p_{a}=\frac{2 \sqrt{ } 3}{\sqrt{(\tan D)^{2}+4}}, \\
b, \quad 2 \overline{11}, \quad p_{b}=\frac{2}{\sqrt{(\tan D)^{2}+4}}, \\
e, \quad 011, \quad p_{e}=\frac{6 \tan D}{(\tan D)^{2}+4}, \\
e_{1}, \quad 411, \quad p_{e_{1}}=\frac{2 \tan D}{(\tan D)^{2}+4}, \\
n, \quad 211, \quad p_{1}=\frac{6 \tan D}{\sqrt{\left\{(\tan D)^{2}+4\right\}\left\{(\tan D)^{2}+16\right\}}},
\end{aligned}
\]
\[
\begin{array}{ll}
n_{1}, & 255, \\
i, & p_{n_{1}}=\frac{2 \tan D}{\sqrt{\left((\tan D)^{2}+4(\tan D)^{2}+16_{j}\right.},} \\
i, & 321
\end{array} \quad p_{i}=\frac{2 \sqrt{3 \tan D}}{\sqrt{\left.\left\{(\tan D)^{2}+4\right\}(\tan D)^{2}+12\right\}}},
\]
and so on; while those forms of which the indices do not satisfy one of the conditions above enunciated, will have the same concentration as if there were no molecule at the centre of the rhombohedron.

Comparing the concentration in some of the forms we find
\[
\frac{p_{a}}{p_{e}}=\frac{\sqrt{(\tan D)^{2}+4}}{\sqrt{3} \tan D}
\]
which is greater than unity if \(\tan D\) is less than \(\sqrt{ } 2\) or \(D\) less than \(54^{\circ} \mathbf{5}^{\prime}\).
Also \(\frac{p_{e}}{p_{r}}=\frac{2}{\cos D \sqrt{(\tan D)^{3}+4}}\), which is always greater than unity; and hence, with this arrangement of molecules, the rhombohedron with the easiest cleavage will be 011 and not 100 .
\[
\frac{p_{e}}{p_{s}}=2 \sqrt{\frac{4(\tan D)^{2}+1}{(\tan D)^{2}+4}}
\]
which is always greater than unity.
Again \(\frac{p_{a}}{p_{0}}=\frac{2 \sqrt{ } 3}{\tan D}\), and \(p_{a}\) is greater than \(p_{0}\) if \(\tan D\) is less than \(\supseteq \sqrt{ } 3\), or \(D\) less than 7.35 \(54^{\prime}\); and \(\frac{p_{e}}{p_{0}}=\frac{6}{\sqrt{(\tan D)^{2}+4}}\), and \(p_{e}\) is greater than \(p_{0}\) if \(\tan D\) is less than \(4 \sqrt{ } 2\), or \(D\) less than \(79^{\circ} 59^{\prime}\).

Now if Calcite have the molecular arrangement now under consideration, the cleavage form must be 011, not 100 , and we must change the axes. If we make a change of axes so that form 100 becomes 011, we shall have the new axes parallel to the intersections of every two of the faces of the form \(\overline{1} 11\), and for a face uvw referred to the original axes we shall have the symbol \(u^{\prime} v^{\prime} w^{\prime}\) referred to the new axes, where \(u^{\prime}=v+w\), \(r^{\prime}=u+w\) and \(w^{\prime}=u+v\).

In the case of any face for which \(u+v+w=0\) the symbol will remain unchanged. Also for any face for which \(2 u-v-w=0\) we shall have \(2 u^{\prime}-v^{\prime}-w^{\prime}=0\).

Form \(100(r)\) becomes \(011\left(e^{\prime}\right)\),
\[
\begin{array}{llll} 
& 011(e) & " & 211\left(n^{\prime}\right) \\
" & 211(n) & " & 233 \\
" & 111(8) & " & 100\left(r^{\prime}\right) \\
" & 122\left(r_{1}\right) & " & 411\left(e_{1}^{\prime}\right) \\
" & 210(x) & " & 123\left(i^{\prime}\right)
\end{array}
\]

Form \(2 \overline{1} 0\) becomes \(21 \overline{1}\),
\[
\begin{array}{llll}
" & 31 \overline{1}(z) & " & 210\left(x^{\prime}\right), \\
" & 321(i) & " & 345, \\
" & 5 \overline{11}\left(s_{1}\right) & " & \overline{12}\left(r_{1}^{\prime}\right), \\
" & 411\left(e_{1}\right) & " & 255\left(n_{1}^{\prime}\right), \\
" & 3 \overline{11} & " & \overline{1} 11\left(s^{\prime}\right) .
\end{array}
\]

Forms 111, 01 \(\overline{1}, 2 \overline{11}, 3 \overline{21}\), retain their symbols.
Also for the new angular element of the crystal, we have \(\tan D^{\prime}=2 \tan D\).
Hence for Calcite \(D^{\prime}=63^{\circ} 7^{\prime} 3\), and the relative condensation in the planes of faces of the most common forms are given in the following table:
\begin{tabular}{ccc}
\begin{tabular}{c} 
Symbol \\
referred to \\
old axes
\end{tabular} & \begin{tabular}{c} 
Symbol \\
referred to \\
new axes
\end{tabular} & Condensation. \\
100 & 011 & \(1 \cdot 00000\) \\
\(10 \overline{1}\) & \(10 \overline{1}\) & .82211 \\
\(11 \overline{1}\) & 100 & \(\cdot 63505\) \\
011 & 211 & \(\cdot 62991\) \\
\(2 \overline{11}\) & \(2 \overline{1}\) & \(\cdot 47465\) \\
111 & 111 & \(\cdot 46823\) \\
210 & 321 & \(\cdot 40687\) \\
\(3 \overline{11}\) & \(11 \overline{1}\) & \(\cdot 34508\) \\
122 & 411 & .33333 \\
511 & \(\overline{122}\) & \(\cdot 21168\)
\end{tabular}

Calculating the ratios of the axes of the ellipsoids representing the molecular volumes we find them as \(1: 76159: 57216\).

A similar change of axes will be needed in the case of other crystals which have a perfect rhombohedral cleavage. Most of these are isomorphous, or nearly so, with calcite, and it may be assumed that the anhydrous carbonates of rhombohedral form are all similarly constituted. Nitratine follows them. Pyrargyrite and Proustite both have rhombohedral cleavage, and if we assume the symbol of the cleavage face to be 011 we find the angular element for the former \(61^{\circ} 12^{\prime} .6\) and for the latter \(61^{\circ} 40^{\prime} 5\). The characters of Chabasie, which has a tolerably perfect rhombohedral cleavage, are satisfied by a similar supposition.

Phenakite has a not very distinct rhombohedral cleavage, and also a similar cleavage parallel to the six-sided prism \(10 \overline{1}\). If we assume the symbol of the cleavage rhombohedron to be 011, as before, the angular element will be \(56^{\circ} 44^{\prime}\), and the condensations in planes parallel to the two faces named will have the ratio 9525 , or nearly one of equality, which agrees with the facts of the case.

Dioptase has a perfect rhombohedral cleavage parallel to the face 011, but as the angular element is \(50^{\circ} 39^{\prime}\) the ratio of the condensations in planes parallel to the faces of \(10 \overline{1}\) and 011 respectively is \(1 \cdot 109\), and we should have expected a cleavage parallel to the faces of \(10 \overline{1}\) as well as of 011 . No such cleavage has been observed, though the form \(10 \overline{1}\) is almost always developed. The faces of that form are however striated in such a way as to lead to the supposition of some sort of alternations having occurred in the growth of the crystals, which may possibly interfere with the cleavages parallel to those faces.

Millerite has perfect rhombohedral cleavages parallel to the faces 011 and 100. The angular element is however only \(20^{\circ} 51^{\prime}\), which should give the condensation in planes parallel to the faces of the form 011 much greater than in either of the cleavage forms. This form is that which is chiefly developed and the crystals are usually capillary so that it would be hardly possible to observe whether they had a cleavage parallel to the faces of \(01 \overline{1}\).

The cleavages in tourmaline are imperfect parallel to faces of the forms 100 and 111. If we change the axes as before the symbols for these faces become 011 and 100 , and the angular element \(45^{\circ} 57^{\prime}\), which makes the condensation greatest in planes parallel to the form 011. If however we take the form to which Miller assigns the symbol \(\overline{1} 11\) to be 011 , the form 100 becomes 211 and the angular element \(76^{\circ} 24^{\prime}\). The concentration in the faces of the most common forms then become
\begin{tabular}{|c|c|c|}
\hline \[
\begin{aligned}
& \text { Symbol } \\
& \text { referred to } \\
& \text { old axes }
\end{aligned}
\] & Symbal referred to new axes & Concentration \\
\hline (s) \(\overline{1} 11\) & 011 & \(1 \cdot 00000\) \\
\hline (r) 100 & 211 & \(\cdot 79839\) \\
\hline (o) 111 & 111 & \(\cdot 76553\) \\
\hline (a) \(10 \overline{1}\) & 101 & -64134 \\
\hline (y) \(3 \overline{11}\) & 100 & -53984 \\
\hline (b) \(2 \overline{11}\) & 211 & \(\cdot 37028\) \\
\hline
\end{tabular}

These figures agree sufficiently with the observed facts. The tendency to the development of the form (b) \(2 \overline{11}\), for which the concentration is much less than for some other forms, seems to be connected with the stress producing hemihedrism (as explained in Part I.), since the form (b) \(2 \overline{11}\) is almost always hemihedral.

Of laboratory crystals not many of rhombohedral character require special mention.
In magnesium sulphite the forms observed are \(r, e, a, 0\), and the angular element is \(50^{\circ} 29^{\prime}\).

The double ferro-cyanide of barium and potassium has forms \(r, 0\) and angular element \(61^{\circ} 7^{\prime}\), and cleavage parallel to the faces of \(r\). If we take the cleavage form to he \(e\) or 011, the angular element becomes \(74^{\circ} 35^{\prime \prime}\), and theory will agree with the facts.

Aldehyd-ammonia has \(r, e, u, 0\), with cleavage \(r\), and angular element \(58^{\circ} 10^{\circ}\). If we take the cleavage form to be \(e\) or 011, \(r\) becomes \(n\) or 211 , and the angular element i2 45, which agrees well with theory, since with that angular element the condensation is greatest in the faces of \(e\), next in \(n, a, o\), in order.

In crystals of sodium chloride with grape sugar and two molecules of water, the faces of \(a, m_{2}, e\) and more rarely \(b, o\) have been observed, and the angular element is 6i3 15. This agrees with theory, but the forms \(\mathrm{rr}_{2}\) might be taken as \(e e_{1}\), when the ,ther forms observed would be \(a, n, b, 0\) and the angular element \(75^{\circ} 51^{\prime}\).

Some may think, in the light of Reusch's experiment in producing the rotation of the plane of polarized light by a pile of plates of mica successively twisted through 60 , to which the twinning of quartz and other hexagonal crystals bears a close resemblance, that such twimning would account for the effect of quartz on plane polarized light. This caluse is however, as it seems to me, inadequate. The rotation can hardly be accounted for by any static arrangement of molecules. It is a phenomenon more nearly related to the rotation of the apsides of a planetary orbit, and seems to imply a stress. This view is borne out by the fact that it is produced by some liquids, and that these liquids appear, so far as it is possible to judge of such a fact in a biaxal crystal, to lose their rotatory power when crystallized in asymmetric hemihedral forms; while the asymmetric crystals which have the power of rotation lose that power when liquified. The stress reacts, as it should do, on the external form, because the tendency must always be for the molecules, so far as they are free, to arrange themselves in such a way as to counteract the stress.

On the whole the molecular arrangement for which the principles of mechanics give adequate reason accounts remarkably well for the main features of hexagonal and rhombohedral crystallization. I say the main features, because surface-tension, though the primary and principal cause of crystalline form, is not the only cause which affects the growth of crystals. The other causes mentioned in Part I. have a secondary influence, and produce in some cases disturbing effects, but they are only disturbing not overpowering.


\[
\frac{\omega_{0}}{0} \div \frac{\omega_{p}^{2} \mathrm{a}^{2}}{E}
\]

\[
\frac{-w_{s}}{e} \div \frac{\omega^{2} p o^{2}}{E}
\]


2
\[
\left(\frac{u_{r}}{r}\right)_{0} \div \frac{\omega^{2} a^{2}}{E}
\]

\(-\left(\frac{d w}{d z}\right)_{0} \div \frac{\omega^{2} \rho a^{2}}{\varepsilon}\)

\(\frac{2 E}{3-n / m}\left\{\left(\frac{u_{T}}{T}\right)_{;}-\left(\frac{d w}{d z}\right)_{D}\right\} \div w^{2} \rho a^{2}\)
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\section*{SECTION I.}

\section*{General Principies.}

S 1. In the most general type of vibrations of an isotropic elastic solid there have to be considered three displacement and three stress components at every point of a surface along three mutually orthogonal directions. In the general case at a common surface of two media there are six necessary conditions, arising from the equality of the displacements and stresses at adjacent points on opposite sides of the surface. In the types of vibration discussed in the present memoir the surfaces limiting the several media are either concentric spheres or coaxial right cylinders, and the displacements are either entirely radial or entirely transversal. In all the cases considered the number of independent conditions to be satisfied at the common surface of two media reduces to two, one arising from the equality of the stresses, the other from the equality of the displacements at adjacent points on opposite sides of the surface. If a surface where no stress exists be termed free, and one where the displacement is zero be termed fuxed, then in the types of vibration treated here, there is at a free surface a single condition expressing the vanishing of the stress, and at a fixed surface a single condition expressing the vanishing of the displacement. The centre of a solid sphere and the axis of a solid cylinder may be regarded as fixed surfaces.
\(\S 2\). For the sake of brevity we shall frequently have occasion to apply the term layer to a portion of homogeneous isotropic material limited by two concentric spherica! or two coaxial cylindrical surfaces. When one such layer exists alone it will be termed a simple shell, while a series of layers one above another will be termed a compound shell, provided there be no material at the centre of the sphere or at the axis of the cylinder. When the material extends to the centre of the sphere or the axis of the cylinder, the system will be termed compound when more than one medium exists. The inmost material, whose outer surface is of course spherical or cylindrical, will be spoken of as the core.

The principal object of this memoir is to determine how the pitch of the several notes of a simple shell or core would be altered by the existence in it of a thin layer differing from the rest of the material. Now the elasticity of a layer can doubtless be altered without altering its volume, but of course the density cannot. For the sake of brevity, however, the term altered layer will be applied here whatever be the differeuce between the structure of the layer and that of the rest of the material. The term merely indicates the existence of a certain definite want of homogeneity, and does not imply that the vibrating system ever was homogeneous. By the change of pitch due to un altered layer is meant the difference between the pitches of corresponding notes in two vibrating systems, the only difference between which is the existence in one of them of a layer differing in an assigned way from the rest of the material.
§ 3. A vibrating system is in general capable of producing a large-theoretically an infinite-number of different notes, answering to each of which there appears a separate term in the expression for the displacement. The expression for the representative displacement at any point in a layer may be regarded as a product of two factors. One of these is \(\cos k t\), where \(k / 2 \pi\) is the frequency of the representative note and \(t\) the time. This factor is the same for every point in all the media of a compound system. The other factor is the sum of two functions each multiplied by an arbitrary constant. These functions have for their variable the radial or axial distance \(r\), and contain, in addition to \(k\), the density and one or both of the elastic constants of the medium; they thus vary from layer to layer. In a core one of the above two functions of \(r\) must be omitted, as it would become infinite when \(r\) vanishes.

In the case of the transverse vibrations of a sphere there exists in general a third factor in the representative displacement. It is, however, a function solely of the angular coordinates. It does not in fact enter into the surface conditions and may for our present purpose be left out of account.

The following remarks apply equally to the radial and to the purely transversal vibrations of spherical and cylindrical systems.

If a compound shell consist of \(n\) layers the expressions for the representative displacement contain \(2 n\) arbitrary constants. At each of the \(n-1\) surfaces separating the layers there are two surface conditions, and at each of the bounding surfaces of the shell-whether fixed or free-there is 1 surface condition. There are thus \(2 n\) equatious,
af which \(2 n-1\) sutfice to determine the ratios of the \(2 n\) arbitrary constants. Thus we are left with a single equation from which all the arbitrary constants have been eliminated, and this supplies the frequencies of the vibrations of the given type which can necur in the compound system.

If there be a core and \(n-1\) layers there are \(2 n-1\) arbitrary constants and \(\sum_{n}-1\) equations comnecting them, so that the result is exactly the same. In general it will be unnecessary to consider separately the case when a core exists.
§ t. At the common surface, \(r=a_{s}\), of two media the two surface conditions may be put in the form
\[
\begin{align*}
& A_{s-1} F\left(a_{8} \cdot \gamma_{s-1}\right)+B_{s-1} F_{1}\left(a_{s} \cdot \gamma_{s-1}\right)=A_{s} F\left(a_{s} \cdot \gamma_{s}\right)+B_{s} F_{1}\left(a_{s} \cdot \gamma_{s}\right)  \tag{1}\\
& A_{s-1} G\left(a_{s} \cdot \gamma_{s-1}\right)+B_{s-1} G_{1}\left(a_{s} \cdot \gamma_{s-1}\right)=A_{s} G\left(a_{s} \cdot \gamma_{s}\right)+B_{s} G_{1}\left(a_{8} \cdot \gamma_{s}\right) \tag{2}
\end{align*}
\]
the first representing the equality of stress, the second of displacement on the two sides of the surface. Here the \(A\) 's and \(B\) 's are arbitrary constants whose absolute magnitudes depend on the amplitude of the vibration. The \(F\) 's and \(G\) 's represent certain functions of \(a_{n}\), of the density and of the elastic properties of the media. For brevity the letter \(\gamma\) is employed to represent all the material properties of the medium, i.e. its density and plastic constants \(m\) and \(n\) combined. \(F\left(a_{8} \cdot \gamma_{8-1}\right)\) is of course the same function of \(\rho_{s-1}\), \(m_{8-1}\) and \(n_{8-1}\) that \(F\left(\alpha_{s} . \gamma_{\varepsilon}\right)\) is of \(\rho_{8}, m_{8}\) and \(n_{8}\).

The right-hand side of (1) is proportional to the stress and the right-hand side of (2) to the displacement at the surface \(r=a_{s}\) in the medium \(\gamma_{s}\). It must, however, be clearly understood that the expressions in (1) and (2), multiplied by coskt, need not be the exact stresses and displacements themselves.

If \(r=u_{s}\) were the outer bounding surface of a compound shell then the surface condition would be got by equating to zero the left-hand side of (1) or the left-hand side of (2), according as the surface was free or fixed. Similarly, if \(r=a_{s}\) were the inner bounding surface, we should equate to zero the right-hand side of (1) or the right-hand side of (2) according to circumstances.

In a shell, whether simple or compound, there are four fundamental types of vibration, the free-free, the fixed-firee, the free-ficed, the fixed-fixed,
where the first term applies to the inner surface.
In what follows it is necessary to adopt some one notation free from ambignity. Thus a compound shell of, say, three layers, the inmost of material ( \(\rho_{1}, m_{1}, n_{1}\) )-represented by \(\gamma_{1}\)-bounded by the surfaces \(r=e\) and \(r=c\), the middle of material ( \(\rho_{2}, m_{2}, n_{2}\) ), and the outmost of material \(\left(\rho_{2}, m_{3}, n_{3}\right.\) ) bounded by \(r=b\) and \(r=a\), will be spoken of as the shell \(\left(e \cdot \gamma_{1} \cdot c \cdot \gamma_{2} \cdot b \cdot \gamma_{3} \cdot()\right.\).

The letter \(f\) will be invariably employed for the function which equated to zero gives the frequency equation, and inside the accompanying bracket will be given the letters necessary to define the system. If a bounding surface be fixed, then the radius
of that surface will appear in the bracket with a horizontal line over it. Thus, for instance,
\[
f^{\prime}\left(e \cdot \gamma_{1} \cdot c \cdot \gamma_{2} \cdot b \cdot \gamma_{3} \cdot \bar{\pi}\right)=0
\]
represents the frequency equation of the three-layer compound shell specified above, the inner bounding surface, \(r=e\), being free, the outer, \(r=a\), being fixed.

From the remarks made on the forms assumed by (1) and (2) at a bounding surface we find at once for the frequency equations of the four fundamental types in the simple shell (b. \(\gamma, a\) ) the following-
\[
\begin{align*}
& f(b \cdot \gamma \cdot a)=F(a \cdot \gamma) F_{1}(b \cdot \gamma)-F_{1}(a \cdot \gamma) F(b \cdot \gamma)=0  \tag{3}\\
& f(\bar{b} \cdot \gamma \cdot a)=F(a \cdot \gamma) G_{1}(b \cdot \gamma)-F_{1}(a \cdot \gamma) G(b \cdot \gamma)=0  \tag{4}\\
& f(b \cdot \gamma \cdot \bar{a})=G(a \cdot \gamma) F_{1}(b \cdot \gamma)-G_{1}(a \cdot \gamma) F(b \cdot \gamma)=0  \tag{5}\\
& f(\bar{b} \cdot \gamma \cdot \bar{a})=G(a \cdot \gamma) G_{1}(b \cdot \gamma)-G_{1}(a \cdot \gamma) G(b \cdot \gamma)=0 \tag{6}
\end{align*}
\]

The terms in these functions will always be supposed to present themselves in the same order as above.
§ 5 . Suppose now we proceed to find the frequency equations for the two-layer shell \(\left(a_{1} \cdot \gamma_{1}, a_{2} \cdot \gamma_{2}, a_{3}\right)\). For the free-free vibrations we have to eliminate the arbitrary constants from
\[
\begin{align*}
A_{1} F\left(a_{1} \cdot \gamma_{1}\right)+B_{1} F_{1}\left(a_{1} \cdot \gamma_{1}\right) & =0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots  \tag{7}\\
A_{1} F\left(a_{2}, \gamma_{1}\right)+B_{1} F_{1}\left(a_{2} \cdot \gamma_{1}\right) & =A_{2} F\left(a_{2} \cdot \gamma_{2}\right)+B_{2} F_{1}\left(a_{2} \cdot \gamma_{2}\right)  \tag{8}\\
A_{1} G\left(a_{2} \cdot \gamma_{1}\right)+B_{1} G_{1}\left(a_{2} \cdot \gamma_{1}\right) & =A_{2} G\left(a_{2} \cdot \gamma_{2}\right)+B_{2} G_{1}\left(a_{2} \cdot \gamma_{2}\right)  \tag{9}\\
0 & =A_{2} F\left(a_{3} \cdot \gamma_{2}\right)+B_{2} F_{1}\left(a_{3} \cdot \gamma_{2}\right) \tag{10}
\end{align*}
\]

The result of elimination is easily found to be
\[
\begin{aligned}
& f^{\prime}\left(a_{1} \cdot \gamma_{1} \cdot a_{2} \cdot \gamma_{2} \cdot a_{3}\right)=\left\{F\left(a_{2} \cdot \gamma_{1}\right) F_{1}\left(a_{1} \cdot \gamma_{1}\right)-F_{1}\left(u_{2}, \gamma_{2}\right) F\left(a_{1} \cdot \gamma_{1}\right)\right\}\left\{F\left(a_{3} \cdot \gamma_{2}\right) G_{1}\left(a_{2} \cdot \gamma_{2}\right)-F_{1}\left(a_{3} \cdot \gamma_{2}\right) G\left(a_{2} \cdot \gamma_{2}\right)\right\} \\
&-\left\{G\left(a_{2} \cdot \gamma_{1}\right) F_{1}\left(a_{1} \cdot \gamma_{1}\right)-G_{1}\left(a_{2} \cdot \gamma_{2}\right) F^{\prime}\left(u_{2} \cdot \gamma_{2}\right)\right\}\left\{F\left(a_{3} \cdot \gamma_{2}\right) F_{1}\left(a_{2} \cdot \gamma_{2}\right)-F_{1}\left(a_{3} \cdot \gamma_{2}\right) F\left(a_{2} \cdot \gamma_{2}\right)\right\}=0 .
\end{aligned}
\]

Comparing this with equations (3)-(5) we obviously have
\[
\begin{equation*}
f\left(a_{1}, \gamma_{1}, a_{2}, \gamma_{2}, a_{3}\right)=f\left(a_{1}, \gamma_{1}, a_{2}\right) f\left(\bar{u}_{2}, \gamma_{2}, a_{3}\right)-f\left(a_{1}, \gamma_{1}, \bar{a}_{2}\right) f\left(a_{2}, \gamma_{2}, a_{3}\right) . \tag{11}
\end{equation*}
\]
similarly we may easily prove
\[
\begin{align*}
& f\left(\bar{a}_{1}, \gamma_{1}, a_{2}, \gamma_{2}, a_{3}\right)=f\left(\mu_{1}, \gamma_{2}, a_{2}\right) f\left(\bar{u}_{2}, \gamma_{2}, a_{3}\right)-f\left(\bar{u}_{1}, \gamma_{1}, \bar{a}_{2}\right) f\left(a_{2}, \gamma_{2}, a_{3}\right) .  \tag{12}\\
& f\left(a_{1}, \gamma_{1}, a_{2}, \gamma_{2}, \bar{u}_{3}\right)=f\left(a_{1}, \gamma_{2}, a_{2}\right) f\left(\bar{\alpha}_{2} \cdot \gamma_{2}, \bar{a}_{3}\right)-f\left(\mu_{1}, \gamma_{1}, \bar{\mu}_{2}\right) f\left(a_{2} \cdot \gamma_{2}, a_{3}\right) .  \tag{13}\\
& f\left(\bar{a}_{1}, \gamma_{1}, a_{2} \cdot \gamma_{2}, \bar{a}_{3}\right)=f\left(\bar{u}_{1}, \gamma_{1} \cdot a_{2}\right) f\left(\bar{a}_{2}, \gamma_{2}, \bar{u}_{3}\right)-f\left(\bar{u}_{1}, \gamma_{1}, \bar{a}_{2}\right) f\left(a_{2}, \gamma_{2}, \bar{a}_{3}\right) . \tag{14}
\end{align*}
\]

In each of these identities there is a very obvious physical meaning. For instance. we see from (11) that \(f\left(a_{1} \cdot \gamma_{1} \cdot a_{2} \cdot \gamma_{2}, a_{3}\right)=0\) will be satisfied by any value of \(k\) which satisfies simultaneously either
or
\[
\begin{aligned}
& f\left(a_{1} \cdot \gamma_{1}, a_{2}\right)=0, \text { and } f\left(a_{2} \cdot \gamma_{2} \cdot a_{3}\right)=0, \\
& f\left(a_{1} \cdot \gamma_{1} \cdot \bar{a}_{2}\right)=0, \text { and } f\left(\bar{a}_{2} \cdot \gamma_{2} \cdot a_{3}\right)=0 .
\end{aligned}
\]

This merely signifies that if there be a common frequency of vibration for the two layes existing separately with their common surface cither a free or a fixed surface, then this too is the frequency of a vibration which the compound shell can execute.

At first sight it might appear that in (11) we had also the two alternatives
\[
\begin{aligned}
& f\left(a_{1} \cdot \gamma_{1} \cdot u_{2}\right)=0=f^{\prime}\left(u_{1} \cdot \gamma_{1} \cdot u_{2}\right), \\
& f\left(u_{2} \cdot \gamma_{2} \cdot u_{3}\right)=0=f^{\prime}\left(u_{2} \cdot \gamma_{2} \cdot u_{3}\right) .
\end{aligned}
\]

Seither of these alternatives is, however, possible in any case, as might easily be foreseen from the physical meaning of the functions.
§ 6. The relations (11)-(14) are particular cases of a general law which will now be proved.

It will be sufficient to limit our proof to the cases when both surfaces of the compound shell are free or when the outer only is fixed. The method of proof in any other case is practically identical.

Let us assume that for a compound shell \(\left(a_{1}, \gamma_{1}, a_{2}, \ldots a_{n}, \gamma_{n}, a_{n+1}\right)\) of \(n\) layers the frequency equations take the forms
\(f\left(a_{1}, \gamma_{1}, a_{2} \ldots a_{n} \cdot \gamma_{n}, a_{n+1}\right)=f\left(a_{1} \ldots a_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)-f\left(u_{1} \ldots a_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)=0 \ldots(15)\),
\(f\left(a_{1}, \gamma_{1}, a_{2} \ldots \alpha_{n} \cdot \gamma_{n}, \bar{\epsilon}_{n+1}\right)=f\left(a_{1} \ldots a_{n}\right) f\left(\bar{\alpha}_{n} \cdot \gamma_{n} \cdot \alpha_{n+1}\right)-f\left(a_{1} \ldots \bar{\alpha}_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot \bar{\alpha}_{n+1}\right)=0 \ldots(16)\),
where \(f\left(a_{1} \ldots a_{n}\right)=0\), and \(f\left(a_{1} \ldots \bar{a}_{n}\right)=0\) are the frequency equations in the compound shell \(\left(a_{1} \ldots a_{n}\right)\) of \(n-1\) layers.

Now the difference between the frequency equations
\[
f\left(a_{1} \ldots a_{n+1}\right)=0, \text { and } f\left(a_{1} \ldots u_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)=0
\]
is that whereas two arbitrary constants \(A_{n}, B_{n}\) have in the first case their ratio determined by the single equation
\[
A_{n} F^{\prime}\left(a_{n+1} \cdot \gamma_{n}\right)+B_{n} F_{1}^{\prime}\left(\mu_{n+1} \cdot \gamma_{n}\right)=0
\]
this ratio is in the second case determined by means of the three equations
\[
\begin{aligned}
A_{n} F\left(a_{n+1} \cdot \gamma_{n}\right)+B_{n} F_{1}\left(a_{n+1} \cdot \gamma_{n}\right) & =A_{n+1} F\left(a_{n+1} \cdot \gamma_{n+1}\right)+B_{n+1} F_{1}\left(a_{n+1} \cdot \gamma_{n+1}\right) \\
A_{n} G\left(a_{n+1} \cdot \gamma_{n}\right)+B_{n} G_{1}\left(a_{n+1} \cdot \gamma_{n}\right) & =A_{n+1} G\left(a_{n+1} \cdot \gamma_{n+1}\right)+B_{n+1} G_{1}\left(a_{n+1} \cdot \gamma_{n+1}\right) \\
0 & =A_{n+1} F\left(a_{n+2} \cdot \gamma_{n+1}\right)+B_{n+1} F_{1}\left(a_{n+2} \cdot \gamma_{n+1}\right) .
\end{aligned}
\]

Eliminating \(A_{n+1}\) and \(B_{n+1}\) from these three equations we find

Thus we obtain \(f\left(\mu_{1} \ldots \alpha_{n+2}\right)\) by replacing in (15) the ratio \(F_{1}^{\prime}\left(a_{n+1} \cdot \gamma_{n}\right): F\left(a_{n+1} \cdot \gamma_{n}\right)\) by the ratio given by (17) for \(A_{n}:-B_{n}\).

The only factors in (15) in which \(F_{1}\left(a_{n+1} \cdot \gamma_{n}\right)\) and \(F\left(a_{n+1} \cdot \gamma_{n}\right)\) occur are
\[
\begin{aligned}
& f\left(\bar{a}_{n} \cdot \gamma_{n} \cdot a_{n+1}\right) \equiv F\left(a_{n+1} \cdot \gamma_{n}\right) G_{1}\left(a_{n} \cdot \gamma_{n}\right)-F_{1}\left(a_{n+1} \cdot \gamma_{n}\right) G\left(a_{n} \cdot \gamma_{n}\right), \\
& f\left(a_{n} \cdot \gamma_{n}, a_{n+1}\right) \equiv F\left(a_{n+1} \cdot \gamma_{n}\right) F_{1}\left(a_{n} \cdot \gamma_{n}\right)-F_{1}\left(a_{n+1} \cdot \gamma_{n}\right) F\left(a_{n} \cdot \gamma_{n}\right) .
\end{aligned}
\]

These factors are thus to be replaced, the first by
\[
\begin{aligned}
& -f\left(a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)\left\{G\left(a_{n+1} \cdot \gamma_{n}\right) G_{1}\left(a_{n} \cdot \gamma_{n}\right)-G_{1}\left(a_{n+1} \cdot \gamma_{n}\right) G\left(a_{n} \cdot \boldsymbol{\gamma}_{n}\right)\right\} \\
& +f\left(\bar{\Lambda}_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)\left\{F^{\prime}\left(a_{n+1} \cdot \gamma_{n}\right) G_{1}\left(a_{n} \cdot \gamma_{n}\right)-F_{1}\left(a_{n+1} \cdot \gamma_{n}\right) G\left(a_{n} \cdot \gamma_{n}\right)\right\},
\end{aligned}
\]
the second by
\[
\begin{aligned}
& -f\left(a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)\left\{G\left(a_{n+1} \cdot \gamma_{n}\right) F_{1}\left(a_{n} \cdot \gamma_{n}\right)-G_{1}\left(a_{n+1} \cdot \gamma_{n}\right) F\left(a_{n} \cdot \gamma_{n}\right)\right\} \\
& +f\left(\bar{a}_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)\left\{F\left(a_{n+1} \cdot \gamma_{n}\right) F_{1}\left(a_{n} \cdot \gamma_{n}\right)-F_{1}\left(a_{n+1} \cdot \gamma_{n}\right) F^{\prime}\left(a_{n} \cdot \gamma_{n}\right)\right\} .
\end{aligned}
\]

In other words, we obtain \(f\left(a_{1} \ldots a_{n+2}\right)\) from (15) by substituting
\[
-f\left(a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right) f\left(\bar{a}_{n} \cdot \gamma_{n} \cdot \bar{a}_{n+1}\right)+f\left(\bar{a}_{n+1} \cdot \gamma_{n+1}, a_{n+2}\right) f\left(\bar{a}_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)
\]
for \(f\left(\bar{\alpha}_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)\), and
\[
-f\left(a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right) f\left(a_{n} \cdot \gamma_{n} \cdot \bar{a}_{n+1}\right)+f\left(\bar{\alpha}_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right) f\left(a_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)
\]
for \(f\left(\alpha_{n}, \gamma_{n}, \alpha_{n+1}\right)\).
Thus we find
\[
\begin{align*}
& f\left(a_{1} \ldots a_{n+2}\right)= \\
& \quad-\left\{f\left(a_{1} \ldots a_{n}\right) f\left(\bar{\alpha}_{n} \cdot \gamma_{n} \cdot \bar{a}_{n+1}\right)-f\left(a_{1} \ldots \bar{a}_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot \bar{a}_{n+1}\right)\right\} f\left(a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right) \\
& \quad+\left\{f\left(a_{1} \ldots a_{n}\right) f\left(\bar{a}_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)-f\left(a_{1} \ldots \bar{a}_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)\right\} f\left(\bar{a}_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)=0 . \tag{18}
\end{align*}
\]

Hence we find from the assumptions (15) and (16)
\(f\left(a_{1} \ldots \alpha_{n+1} \cdot \gamma_{n+1}, a_{n+2}\right)=f\left(a_{1} \ldots a_{n+1}\right) f\left(\bar{\alpha}_{n+1} \cdot \gamma_{n+1} . a_{n+2}\right)-f\left(a_{1} \ldots \bar{\alpha}_{n+1}\right) f\left(a_{n+1} \cdot \gamma_{n+1}, a_{n+2}\right)=0 \ldots(19)\).
Similarly we may prove that if (15) and (16) be the proper forms for the frequency equations of an \(n\)-layer shell, then
\(f\left(a_{1} \ldots a_{n+1} \cdot \gamma_{n+1} \cdot \bar{\alpha}_{n+2}\right)=f\left(\alpha_{1} \ldots a_{n+1}\right) f\left(\bar{\alpha}_{n+1} \cdot \gamma_{n+1} \cdot \bar{\alpha}_{n+2}\right)-f\left(a_{1} \ldots \bar{\alpha}_{n+1}\right) f\left(a_{n+1} \cdot \gamma_{n+1} \cdot \bar{\alpha}_{n+2}\right)=0 .\).
Thus if (15) and (16) be correct types of the frequency equations for the free-fret and free-fixed vibrations of a compound shell of \(n\) layers they are likewise correct types for a compound shell of \(n+1\) layers. But they agree with the forms (11) and (13) which we obtained for a shell of two layers, and so their universal truth is established.

We can easily establish in like manner the formulae
\[
\begin{align*}
& f\left(\bar{a}_{1} \cdot \gamma_{1} \cdot a_{2} \ldots a_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)=f\left(\bar{a}_{1} \ldots a_{n}\right) f\left(\bar{a}_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)-f\left(\bar{a}_{1} \ldots \bar{a}_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot a_{n+1}\right)=0 \ldots(\geqslant 1), \\
& f\left(\bar{a}_{1} \cdot \gamma_{2}, a_{2} \ldots a_{n} \cdot \gamma_{n} \cdot \bar{a}_{n+1}\right)=f\left(\bar{a}_{1} \ldots a_{n}\right) f\left(\dot{a}_{n} \cdot \gamma_{n} \cdot \dot{a}_{n+1}\right)-f\left(\bar{a}_{1} \ldots \bar{a}_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot \bar{a}_{n+1}\right)=0 \ldots(22) . \tag{22}
\end{align*}
\]
§ 7. We can obviously by means of these results obtain very simply the frequency equations of any compound shell in terms of the functions which when equated to zero are the frequency equations of the individual layers. Thus in the case of (15) our next
step would be to express \(f\left(a_{1} \ldots a_{n}\right)\) and \(f\left(a_{1} \ldots \bar{a}_{13}\right)\) in terms of \(f\left(a_{1} \ldots a_{n-3}\right), f\left(a_{1} \ldots \bar{a}_{n-1}\right)\), \(f\left(a_{n-1}, \gamma_{n-1}, a_{n}\right), f\left(\bar{u}_{n-1}, \gamma_{n-1}, a_{n}\right), f\left(a_{n-1}, \gamma_{n-1}, \ell_{n}\right)\) and \(f\left(\mu_{n-1}, \gamma_{n-1}, \bar{u}_{n}\right)\), and so on.

The final form so obtained for the function which when equated to zero constitutes the frequency equation of a compound shell of \(n\) layers is a series of terms each composed of \(n\) factors. Each of these factors when equated to zero constitutes a frequency equation of one of the four fundamental types for one of the layers of which the shell is composed, and each layer contributes one factor to each term.

For instance, the frequency equation for the free-free vibrations of the three-layer shell \(\left(a_{1}, \gamma_{1}, a_{2}, \gamma_{2}, a_{3}, \gamma_{3}, a_{4}\right)\) is
\[
\begin{align*}
& f\left(a_{1}, \gamma_{1}, a_{2}, \gamma_{2}, a_{3} \cdot \gamma_{3}, a_{4}\right)=f\left(a_{1}, \gamma_{1}, a_{2}\right) f\left(\bar{u}_{2}, \gamma_{2}, a_{3}\right) f\left(\bar{\alpha}_{3}, \gamma_{3}, a_{4}\right) \\
& -f\left(a_{1}, \gamma_{2}, \bar{u}_{2}\right) f\left(a_{2} \cdot \gamma_{2} \cdot a_{3}\right) f\left(\bar{u}_{3} \cdot \gamma_{3} \cdot a_{4}\right)+f\left(\mu_{1} \cdot \gamma_{1} \cdot \bar{u}_{2}\right) f\left(a_{2} \cdot \gamma_{2} \cdot \bar{\pi}_{3}\right) f\left(a_{3} \cdot \gamma_{3} \cdot a_{4}\right) \\
& -f\left(a_{1}, \gamma_{2}, a_{2}\right) f\left(\bar{u}_{2} \cdot \gamma_{2} \cdot \bar{\alpha}_{3}\right) f\left(a_{3} \cdot \gamma_{3}, a_{4}\right)=0 . \tag{23}
\end{align*}
\]
§ 8. There is a considerable resemblance between the functions we are here dealing with and the sines and cosines of multiple angles. An illustration of this, which is also of importance in itself, is the following:

Instead of converting (18) into (19) we can write it as \(f\left(\left(l_{1} \ldots \ell_{n+2}\right)=f\left(a_{1} \ldots a_{n}\right)\left\{f\left(\bar{a}_{n} \cdot \gamma_{n} \cdot a_{n+1}\right) f\left(\bar{a}_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)-f\left(\bar{u}_{n} \cdot \gamma_{n} \cdot \bar{a}_{n+1}\right) f\left(a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)\right\}\right.\) \(-f\left(a_{1} \ldots \bar{a}_{n}\right)\left\{f\left(a_{n} \cdot \gamma_{n} \cdot \alpha_{n+1}\right) f\left(\bar{u}_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)-f\left(a_{n} \cdot \gamma_{n} \cdot \bar{\epsilon}_{n+1}\right) f\left(a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)\right\}=0\),
or
\(f\left(\left(a_{1} \ldots a_{n+2}\right)=f\left(a_{1} \ldots a_{n}\right) f\left(\bar{\mu}_{n} \cdot \gamma_{n} \cdot a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)-f\left(a_{1} \ldots \bar{\pi}_{n}\right) f\left(a_{n} \cdot \gamma_{n} \cdot a_{n+1} \cdot \gamma_{n+1} \cdot a_{n+2}\right)=0\right.\).
by (11) and (12).
This can easily be extended so as to lead to the result
\[
\begin{equation*}
f\left(a_{1}, . a_{n}\right)=f\left(a_{1} \ldots a_{8}\right) f\left(\bar{a}_{8} \ldots a_{n}\right)-f\left(a_{1} \ldots \bar{a}_{x}\right) f\left(a_{8} \ldots a_{n}\right)=0 . \tag{25}
\end{equation*}
\]
where \(a_{s}\) is the boundary surface separating any two of the \(n\) layers.
The corresponding results for the other three types of vibration are
\[
\begin{align*}
& f\left(a_{1} \ldots \bar{u}_{n}\right)=f\left(u_{1} \ldots a_{8}\right) f\left(\bar{u}_{8} \ldots \bar{u}_{n}\right)-f\left(a_{1} \ldots \bar{u}_{8}\right) f\left(a_{8} \ldots \bar{u}_{n}\right)=0 .  \tag{26}\\
& f\left(\bar{u}_{1} \ldots a_{n}\right)=f\left(\bar{u}_{1} \ldots a_{8}\right) f\left(\bar{u}_{8} \ldots a_{n}\right)-f\left(\bar{u}_{1} \ldots \bar{u}_{8}\right) f\left(a_{8} \ldots a_{n}\right)=0 .  \tag{27}\\
& f\left(\bar{u}_{1} \ldots \bar{u}_{n}\right)=f\left(\bar{u}_{1} \ldots a_{8}\right) f\left(\bar{u}_{8} \ldots \bar{u}_{n}\right)-f\left(\bar{u}_{1} \ldots \bar{u}_{8}\right) f\left(a_{8} \ldots \bar{a}_{n}\right)=0 . \tag{28}
\end{align*}
\]
§ 9. As the results we have obtained for the frequency equations arise from the rolimination of arbitrary constants, different methods of elimination may lead to results which can be reduced to our standard forms only through multiplication by some factor, which ought of course to be incapable of vanishing. The existence of factors which can not vanish, and therefore supply no additional roots to the frequency equation, is obviously of uo importance.

As this point is a little obscure without an example, let us consider the following case. Let us suppose \(c\) to be any length intermediate between \(a\) and \(b\). We can regard
the shell \((b \cdot \gamma \cdot a)\) as composed of two layers of the same material whose common surface is of radius \(c\). Thus
\[
f(b \cdot \gamma \cdot c \cdot \gamma \cdot a)=f(b \cdot \gamma \cdot c) f(c \cdot \gamma \cdot a)-f(b \cdot \gamma \cdot \bar{c}) f(c \cdot \gamma \cdot a)=0
\]
ought to supply all the roots of \(f(b \cdot \gamma \cdot a)=0\) and no additional roots, but the two functions \(f(b, \gamma, c \cdot \gamma, a)\) and \(f(b, \gamma, a)\) are not identical.

It is in fact easily proved that
\[
\begin{equation*}
f(b, \gamma, c \cdot \gamma, a)=\left\{F^{\prime}(c, \gamma) G_{1}(c, \gamma)-F_{1}(c, \gamma) G(c, \gamma)\right\} f(b \cdot \gamma, a) . \tag{29}
\end{equation*}
\]

Now referring to (4) we see that
\[
F(c, \gamma) G_{1}(c, \gamma)-F_{1}(c, \gamma) G(c . \gamma)=0
\]
would be the frequency equation for the vibrations of an infinitely thin simple shell of radius \(c\), one of whose surfaces is fixed. But it is subsequently proved in the case of all the forms of vibration treated here that the free-free is the only possible form of vibration in a very thin shell. Thus \(f(b \cdot \gamma, c \cdot \gamma, a)\) is the product of \(f(b \cdot \gamma, a)\) and a factor which cannot vanish.

The result (29) can easily be extended so as to lead to
\(f\left(a_{1} \cdot \gamma \cdot a_{2} \cdot \gamma \ldots \gamma \cdot a_{8} \cdot \gamma . a_{8+1} \ldots a_{n}\right)=\left\{F\left(a_{2} \cdot \gamma\right) G_{1}\left(a_{2} \cdot \gamma\right)-F_{1}\left(a_{2} \cdot \gamma\right) G\left(a_{2} \cdot \gamma\right)\right\} \times \ldots\)
\(\times\left\{F\left(a_{8} \cdot \gamma\right) G_{1}\left(a_{8} \cdot \gamma\right)-F_{1}\left(a_{8} \cdot \gamma\right) G\left(a_{8} \cdot \gamma\right)\right\} \times \ldots \times f\left(a_{1} \cdot \gamma \cdot a_{n}\right) \ldots \ldots(30)\),
where the number of factors such as \(F\left(\mu_{8} \cdot \gamma\right) G_{1}\left(a_{8} \cdot \gamma\right)-F_{1}\left(a_{8} \cdot \gamma\right) G\left(a_{8} \cdot \gamma\right)\) is equal to the number of intermediate surfaces whose radii are \(a_{2} \ldots a_{8} \ldots\). These same factors will also present themselves though one or both of the bounding surfaces \(r=a_{1}\), and \(r=a_{n}\) be fixed.
§ 10. There is another class of general results which regarded as independent facts seem very curious. They present themselves repeatedly, so their explanation at an early stage is advisable.

Suppose we have a simple shell \((b \cdot \gamma \cdot a+\partial a)\), where \(\partial a\) is so small that \((\partial a / a)^{2}\) is negligible. We may write the frequency equation for the free-free vibrations of this shell in the form
\[
f(b \cdot \gamma \cdot a \cdot \gamma \cdot a+\partial a)=f(b \cdot \gamma \cdot a) f(\bar{a} \cdot \gamma \cdot a+\partial a)-f(b \cdot \gamma \cdot \bar{a}) f(a \cdot \gamma \cdot a+\partial a)=0,
\]
or, since \(f(\bar{a} \cdot \gamma \cdot a+\partial a)\) cannot vanish,
\[
\begin{equation*}
f(b \cdot \gamma \cdot a)-\frac{f(b \cdot \gamma \cdot \bar{a})}{f(\bar{a} \cdot \gamma \cdot a+\partial a)} f(a \cdot \gamma \cdot a+\partial a)=0 . \tag{31}
\end{equation*}
\]

This must be equivalent to \(f(b \cdot \gamma \cdot a+\partial a)=0\) and so, as \((\partial a / a)^{2}\) is negligible, to
\[
\begin{equation*}
f(b \cdot \gamma \cdot a)+\partial a \frac{d}{d a} f(b \cdot \gamma \cdot a)=0 \tag{32}
\end{equation*}
\]

Since the equations (31) and (32) are equivalent we must have
\[
\begin{equation*}
\frac{d}{d a} f(b \cdot \gamma \cdot a)=-\left\{\frac{f(b \cdot \gamma \cdot \bar{a})}{\partial a \cdot f(\bar{a} \cdot \gamma \cdot a+\partial a)}\right\} f(a \cdot \gamma \cdot \iota+\partial u) . \tag{33}
\end{equation*}
\]
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But \(f(b, \gamma, r)=0\) is the frequency equation for the free fixed vibrations of the simple shell \((b \cdot \gamma \cdot a)\), and \(f\left(a \cdot \gamma \cdot a+\partial_{a}\right)=0\) is the frequency equation for the free-free vibrations of a very thin shell of radius a. Thus if we take the function \(f(b \cdot \gamma \cdot a)\) which when equated to zero gives the frequency of free-free vibrations in a simple shell \((b \cdot \gamma \cdot a)\), and differentiate it with respect to the radius a of the outer surface, this differential coetticient equated to zero must supply us with the frequency of the free-fixed vibrations of the shell \((b \cdot \gamma \cdot a)\) and with the frequency of the free-free vibrations of an infinitely thin shell of radius \(u\), when we modify it in a suitable way by introducing the facts that-as follows from ( 82\()-f^{\prime}(b \cdot \gamma \cdot a)\) differs from zero only by a term of the order da'a and that \((a, a)^{3}\) is negligible.

Examples of this result will be found in \(\S 14\); Sect. II., § 50 , Sect. III., § 64, Sect. IV., S 9.2 , Sect. VI, ete.

A similar treatment of \(\frac{d}{d b} f(b \cdot \gamma \cdot a)\), when the result is equated to zero, leads to the equation
\[
f^{\prime}(b, \gamma, a) f^{\prime}(b-\partial b \cdot \gamma, b)=0 .
\]

Such a result as this last, in which it is tacitly assumed that \(b\) does not vauish, cannot of course be applied to any case in which a core exists, but all the results such as (21) or (22) where no such assumption is latent apply immediately in the case of a core. The result (33) also applies to a core when \(b\) is replaced by 0 .
§ 11. In so far as the results of the present section are mathematical they may duubtless be deduced from the properties of the determinant which would result from the elimination of the arbitrary constants in the surface conditions treated as simultaneous equations.

The methods of this section are probably the simplest for obtaining the change of pitch due to a thin altered layer in an otherwise homogeneous system, and their application to this ohject will be found in Sections VI. to IX. which deal with spherical and cylindrical shells. In Sections II. to V., however, a different procedure is adopted in dealing with solid spheres and cylinders in order to determine how the type of vibration changes.

\section*{SECTION II.}

\section*{Radmi Vibrations in Sorid Spheree.}
§ 12. In a simple spherical shell of material ( \(\rho, m, n\) ) vibrating radially the representative displacement may be taken as
where
\[
\begin{equation*}
u=\cos k t\left\{\frac{A}{r}\left(\frac{\sin k \alpha r}{k \alpha r}-\cos k \alpha r\right)+\frac{B}{r}\left(\frac{\cos k \alpha r}{k a r}+\sin k \alpha r\right)\right\} \tag{1}
\end{equation*}
\]
\[
\begin{equation*}
a=v_{\rho} / \overline{(m+n)} . \tag{2}
\end{equation*}
\]

The corresponding radial stress is
\[
\begin{align*}
& l^{-}=\frac{1}{r^{2}} \cos k t\left[A\left\{(m+n) k \alpha r \sin k \alpha r-4 n\left(\frac{\sin k \alpha r}{k \alpha r}-\cos k \alpha r\right)\right\}\right. \\
&\left.+B\left\{(m+n) k x r \cos k \alpha r-4 n\left(\frac{\cos k \alpha r}{k \alpha r}+\sin k x r\right)\right\}\right] . \tag{3}
\end{align*}
\]

Suppose now we have the compound solid sphere ( \(0, a, c, \alpha_{1}, b, a \cdot a\) ), where \(b-c\) is so small its square is negligible. Here we denote \(\sqrt{\rho_{1} /\left(m_{1}+n_{1}\right)}\) by \(\alpha_{1}\), supposing \(\rho_{1}, m_{1}, m_{1}\) to be respectively the density and the elastic constants of the thin layer.

The presence of the thin layer will produce only a corresponding small change in the type of vibration throughout the rest of the sphere. We may thus assume for the type of vibration answering to a note of frequency \(k: 2 \pi\),
in the core \(\quad u^{\prime} \cos k t=\frac{A}{r}\left(\frac{\sin k \alpha r}{k^{\prime} \alpha r^{\prime}}-\cos k \alpha r\right)\)
in the layer \(\quad u^{\prime} \cos k t=\frac{A_{1}}{r}\left(\frac{\sin k \alpha_{1} r}{k \alpha_{1} r^{r}}-\cos k \alpha_{1} r^{\prime},+\frac{B_{1}}{r}\left(\frac{\cos k \alpha_{1} r^{r}}{k \alpha_{1} r}+\sin k \alpha_{1} r\right)\right.\).
in the material outside the layer
\[
\begin{equation*}
u / \cos k t=\frac{A+\hat{\partial} A}{r}\left(\frac{\sin k \alpha r}{k \alpha r}-\cos k \alpha r\right)+{ }_{r}^{\partial B}\left(\frac{\cos k \alpha r}{k \alpha r}+\sin k \alpha r\right) . \tag{6}
\end{equation*}
\]

The several quantities \(A, A_{1}\), etc, are constants to be connected presently through the surface conditions.

If the layer did not exist the expression (4) would apply to the whole sphere. Thus \(\partial A / A\) and \(\partial B / A\) must be of the order \(b-c\) of small quantities at least.
§ 13. We shall confine our attention entirely to the case when the surface of the sphere is free. The relations connecting the constants of the solution may then be written in the form
\[
\begin{align*}
& A\left(\frac{\sin k \alpha c}{k \alpha c}-\cos k \alpha c\right)=A_{3}\left(\frac{\sin k \alpha_{1} c}{k \alpha_{1} c}-\cos k \alpha_{1} c\right)+B_{1}\left(\frac{\cos k \alpha_{1} c}{k \alpha_{1} c}+\sin k \alpha_{1} c\right)  \tag{7}\\
& \begin{array}{r}
A\left\{(m+n) k \alpha c \sin k \alpha c-\operatorname{nn}\left(\frac{\sin k \alpha c}{k \alpha c}-\cos k \alpha c\right)^{\prime}\right. \\
=A_{1}\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} c \sin k \alpha_{1} c-4 n_{1}\left(\frac{\sin k \alpha_{1} c}{k \alpha_{1} c}-\cos k \alpha_{1} c\right)\right\} \\
+B_{1}\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} c \cos k \alpha_{1} c-4 n_{1}\left(\frac{\cos k \alpha_{1} c}{k \cdot \alpha_{1} c}+\sin k \alpha_{1} c\right)\right\} \ldots \ldots \ldots \ldots \ldots
\end{array} \\
& (A+\partial A)\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)+\partial B\left(\frac{\cos k \alpha b}{k \alpha b}+\sin k \alpha b\right) \\
& =A_{1}\left(\frac{\sin k \alpha_{1} b}{k \alpha_{1} b}-\cos k \alpha_{1} b\right)+B_{1}\left(\frac{\cos k \alpha_{1} b}{k \alpha_{1} b}+\sin k \alpha_{1} b\right) \ldots \ldots \tag{}
\end{align*}
\]
\(\qquad\)
\[
\begin{align*}
&(A+\partial A)\left\{(m+n) k \cdot \alpha b \sin k a b-4 n\left(\frac{\sin k \cdot \alpha b}{k \alpha b}-\cos k a b\right)\right\} \\
&+\partial B\left\{(m+n) k \alpha b \cos k \alpha b-4 n\left(\frac{\cos k a b}{k a b}+\sin k \alpha b\right)\right\} \\
&=A_{1}\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} b \sin k a_{1} b-4 n_{1}\left(\frac{\sin k \alpha_{1} b}{k \cdot \alpha_{1} b}-\cos k \alpha_{1} b\right)\right\} \\
&+B_{1}\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} b \cos k \alpha_{1} b-4 n_{1}\left(\frac{\cos k \alpha_{1} b}{k \alpha_{1} b}+\sin k \alpha_{1} b\right)\right\} \tag{10}
\end{align*}
\]
\[
\left(1+\frac{\partial A}{A}\right)\left\{(m+n) k \alpha a \sin k x a-4 n\left(\begin{array}{c}
\sin k \alpha a \\
k \alpha a
\end{array}-\cos k \alpha a\right)\right\}
\]
\[
\begin{equation*}
+\frac{\partial B}{A}\left\{(m+n) k \alpha a \cos k \alpha a-4 n\left(\frac{\cos k \alpha a}{k \alpha a}+\sin k \alpha a\right)\right\}=0 . \tag{11}
\end{equation*}
\]

In equation (7) put \(c=b-(b-c)\) and neglect terms in \((b-c)^{2}\); then subtract the equation from (9) and we find
\[
\begin{align*}
\partial A\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right) & +\partial B\left(\frac{\cos k a b}{k \alpha b}+\sin k \alpha b\right) \\
& =-A \frac{(b-c)}{b}\left\{k \alpha b \sin k \alpha b-\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\} \\
& +A_{1} \frac{b-c}{b}\left\{k \alpha_{1} b \sin k \alpha_{1} b-\left(\frac{\sin k \alpha_{1} b}{k \alpha_{1} b}-\cos k \alpha_{1} b\right)\right\} \\
& +B_{1} \frac{b-c}{b}\left\{k \alpha_{1} b \cos k \alpha_{1} b-\left(\frac{\cos k \alpha_{1} b}{k \alpha_{1} b}+\sin k \alpha_{1} b\right)\right\} . \tag{12}
\end{align*}
\]

Treating (8) and (10) similarly, we deduce

Now as terms in \((b-c)^{2}\) are negligible we are to determine \(\partial A\) and \(\partial B\) from (12) and (13) by substituting in these equations the approximate values for \(A_{1} / \mathbb{A}\) and \(B_{1} / A\) deduced from (7) and (8) by putting \(c=b\), or from (9) and (10) by neglecting \(\partial A\) and万IB. These approximate values are
\[
\begin{align*}
& A_{1}\left(m m_{1}+n_{3}\right) k \alpha_{1} b=\left(\begin{array}{c}
c \sin k \alpha_{1} b \\
k \alpha_{1} b
\end{array}+\sin k \alpha_{2} b\right)\left\{(m+n) k \alpha b \sin k \alpha b-4 n\left(\begin{array}{c}
\sin k \alpha b \\
k \alpha b
\end{array}-\cos k \alpha b\right)\right\} \\
& -\left(\begin{array}{c}
\sin k a b \\
k a b
\end{array}-\cos k \alpha b\right)\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} b \cos k \alpha_{1} b-4 n_{1}\left(\begin{array}{c}
\cos k \alpha_{1} b \\
k \alpha_{1} b
\end{array}+\sin k \alpha_{1} b\right)\right\} \ldots \ldots \tag{1+4}
\end{align*}
\]
\[
\begin{align*}
& \bar{c} A\left\{(m+n) k \alpha b \sin k \alpha b-4 n\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\}+\partial B\left\{(m+n) k \alpha b \cos k \alpha b-4 n\left(\frac{\cos k \alpha b}{k \alpha b}+\sin k \alpha b\right)\right\} \\
& =-A_{b}^{b-c}\left\{(m+n) k \alpha b(\sin k \alpha b+k \alpha b \cos k \alpha b)-4 n\left(k \alpha b \sin k \alpha b-\frac{\sin k \alpha b}{k \alpha b}+\cos k \alpha b\right)\right\} \\
& +A_{1}{ }^{b} b-c\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} b\left(\sin k \alpha_{1} b+k \alpha_{1} b \cos k \alpha_{1} b\right)-4 n_{1}\left(k \alpha_{1} b \sin k \alpha_{1} b-\underset{\sin k \alpha_{1} b}{k \alpha_{1} b}+\cos k \alpha_{1} b\right)\right\} \\
& -B_{1}^{b-c} b\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} b\left(\cos k \alpha_{1} b-k \alpha_{1} b \sin k \alpha_{1} b\right)-4 n_{2}\left(k \alpha_{1} b \cos k \alpha_{1} b-\frac{\cos k \alpha_{1} b}{k \alpha_{1} b}-\sin k \alpha_{1} b\right)\right\} \tag{13}
\end{align*}
\]
\[
\begin{align*}
& \left.\frac{B_{1}}{A}\left(m_{1}+n_{1}\right) k \alpha_{1} b=-\left(\frac{\sin k \alpha_{1} b}{k \alpha_{1} b}-\cos k \alpha_{1} b\right)\left\{(m+n) k \alpha b \sin k \alpha b-4 n\binom{\sin k \alpha b}{-k \alpha b} \cos k \alpha b\right)\right\} \\
& \quad+\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\left\{\left(m_{1}+n_{1}\right) k \alpha_{1} b \sin k \alpha_{1} b-4 n_{1}\left(\begin{array}{c}
\sin k \alpha_{1} b \\
k \alpha_{1} b
\end{array}-\cos k \alpha_{1} b\right)\right\} \ldots \ldots(1 \tag{15}
\end{align*}
\]

Substituting these values of \(A_{1} / A\) and \(B_{2} / A\) in (12), reducing and arranging the terms, we get
\[
\begin{align*}
& \frac{\partial A}{A}\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)+\frac{\partial B}{A}\left(\frac{\cos k \alpha b}{k \alpha b}+\sin k \alpha b\right) \\
&=\frac{b-c}{b}\left\{\frac{4\left(n_{1}-n\right)}{m_{1}+n_{1}}\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)-\left(1-\frac{m+n}{m_{1}+n_{1}}\right) k \alpha b \sin k \alpha b\right\} \ldots \ldots \tag{16}
\end{align*}
\]

The same substitutions enable us in like manner to reduce (13) to
\[
\begin{align*}
\frac{\partial A}{A}\left\{(m+n) k \alpha b \sin k \alpha b-4 n\left(\frac{\sin k \alpha b}{k a b}-\cos k \alpha b\right)\right\} & \left.+\begin{array}{r}
\partial B\left\{(m+n) k \alpha b \cos k \alpha b-4 n\left(\begin{array}{c}
\cos k \alpha b \\
k x \bar{b}
\end{array}+\sin k \alpha b\right)\right\} \\
=\frac{b-c}{b}\left[\left\{(m+n) k^{2} \alpha^{2} b^{2}-\left(m_{1}+n_{1}\right) k^{2} \alpha_{1}^{2} b^{2}\right.\right.
\end{array}+\frac{4\left(n_{1}-n\right)\left(3 m_{1}-n_{1}\right)}{m_{1}+n_{1}}\right\}\left(\sin _{-k \alpha b}^{-\bar{k} \alpha b}-\cos k \alpha b\right) \\
& \left.+4(m+n)\left(\frac{n}{m+n}-\begin{array}{c}
n_{1} \\
m_{1}+n_{1}
\end{array}\right) k \alpha b \sin k \alpha b\right] \ldots \ldots(17) .
\end{align*}
\]

Solving (16) and (17) we obtain
\[
\begin{aligned}
& \frac{\partial A}{A}(m+n) k \alpha b \div \frac{b-c}{b} \\
& =\left\{(m+n) k^{2} \alpha^{2} b^{2}-\left(m_{1}+n_{1}\right) k^{2} \alpha_{1}^{2} b^{2}-\frac{4 n(3 m-n)}{m+n}+\frac{4 n_{1}\left(3 m_{1}-n_{1}\right)}{m_{1}+n_{1}}\right\} \\
& \times\left(\frac{\sin k \alpha b}{k a b}-\cos k a b\right)\left(\frac{\cos k \alpha b}{k \alpha b}+\sin k \alpha b\right) \\
& +\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right)\left\{(m+n) k \alpha b \sin k \alpha b-4 n\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\} \\
& \times\left\{(m+n) k x b \cos k a b-4 n\left(\frac{\cos k a b}{k a b}+\sin k a b\right)\right\} \\
& +4\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right)\left[\left(\begin{array}{c}
\sin k \alpha b \\
k \alpha b
\end{array}-\cos k \alpha b\right)\left\{(m+n) k \alpha b \cos k \alpha b-4 n\left(\begin{array}{c}
\cos k \alpha b \\
k \alpha b
\end{array}+\sin k \alpha b\right)\right\}\right. \\
& \left.+\left(\frac{\cos k \alpha b}{k \alpha b}+\sin k a b\right)\left\{(m+n) k \alpha b \sin k \alpha b-4 n\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\}\right] \\
& \frac{\partial B}{A}(m+n) k \alpha b \div \frac{b-c}{b} \\
& =-\left\{(m+n) k^{2} \alpha^{2} b^{2}-\left(m_{1}+n_{1}\right) k^{2} \alpha_{1}^{2} b^{2}-\frac{4 n(3 m-n)}{m+n}+\begin{array}{c}
4 n_{1}\left(3 m_{1}-n_{1}\right) \\
m_{1}+n_{1}
\end{array}\right\}\left(\begin{array}{c}
\sin k \alpha b \\
k \alpha b
\end{array}-\cos k \alpha b\right)^{2} \\
& -\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right)\left\{(m+n) k \alpha b \sin k \alpha b-4 n\left(\frac{\sin k \alpha b}{k \cdot \alpha b}-\cos k \alpha b\right)\right\}^{2} \\
& -8\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right)\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\left\{(m+n) k \alpha b \sin k \alpha b-4 n\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\} \ldots(19) \text {. }
\end{aligned}
\]
S. 1t. If the thin layer did not exist the frequency equation would be got by putting \(\lambda A=0=\lambda B\) in (11), which would give
\[
\begin{equation*}
f\left(0 \cdot \alpha \cdot(l)=(m+n) k \alpha a \sin k \alpha a-4 n\left(\frac{\sin k \alpha a}{k \alpha a}-\cos k \alpha a\right)=0 .\right. \tag{20}
\end{equation*}
\]

In consequence of the existence of the thin layer, \(f^{f}(\mathbf{0} \cdot \boldsymbol{\alpha} \cdot \alpha)\) is no longer zero but is uf the order \(b-c\). We may thas neglect \(\partial A / A\) in (11). Further as \(\partial B / A\) is by (19) of order \(b-c\), we may introduce into its coefficient in (11) any modification consistent with the supposition that (20) is exactly true. We thus reduce (11) to
\[
\begin{equation*}
(m+n) k \alpha u \sin k \alpha u-4 n\left(\frac{\sin k \alpha u}{k \alpha u}-\cos k \alpha a\right)-\frac{(m+n) k \alpha a}{\substack{\sin k \alpha a \\ k \alpha u} \cos k \alpha a} \frac{\partial B}{A}=0 . \tag{21}
\end{equation*}
\]

Now in this equation \(k / 2 \pi\) is the frequency of the vibration of the compound system. Thus if the presence of the layer has raised the frequency by \(\partial k / 2 \pi\), then \((k-\partial k) / 2 \pi\) was the frequency of the corresponding note of the simple sphere, and so \(k-\partial k\) must be a root of \((20)\).

As \(\partial k\) is of urder \(b-c\) we are thus to substitute \(k-\partial k\) in (20) and neglect terms in \((\partial k)^{2}\). We thus find
\[
\begin{equation*}
f^{\prime}(0, z \cdot a)-\frac{\partial k}{k} k \frac{d}{d k^{\prime}} f(0 \cdot \alpha \cdot(1)=0 . \tag{22}
\end{equation*}
\]

Now \(k \frac{d}{d k} f(0, \alpha, a)=k a a \frac{d}{d \cdot k \alpha a} f(0, \alpha \cdot a)\)
\[
=k \alpha a\left\{(m+n)(\sin k \alpha a+k \alpha a \cos k \alpha a)-4 n\left(\frac{\cos k \alpha a}{k \alpha a}+\sin k \alpha a-\frac{\sin k \alpha a}{(k \alpha a)^{2}}\right)\right\} .
\]

As this occurs in (22) in the coefficient of \(\partial k\) we may modify it by any transformation consistent with the hypothesis that (20) is exactly true. We thus easily transform it into
\[
k \frac{d}{d k} f(0 \cdot \alpha \cdot a)=-\left(\begin{array}{c}
\sin k \alpha a  \tag{23}\\
k \alpha a
\end{array}-\cos k \alpha a\right)\left\{(m+n) k^{2} \alpha^{2} \alpha^{2}-\frac{4 n(3 m-n)}{m+n}\right\}
\]

We may thus replace (22) by
\[
\begin{aligned}
(m+n) k \alpha u \sin k \alpha u & -\ddagger n\left(\frac{\sin k \alpha a}{k \alpha a}-\cos k \alpha a\right) \\
& \left.+\frac{\partial k}{k}\left(\frac{\sin k \alpha a}{k \alpha a}-\cos k \alpha a\right)\left\{(m+n) k^{2} \alpha^{2} a^{2}-\frac{4 n(3 m-n)}{m+n}\right\}\right\}=0 .
\end{aligned}
\]

This equation being necessarily identical with (21), we obtain
\[
\hat{k} k=\frac{-(m+n) k \alpha \partial B / A}{\left(\begin{array}{c}
\sin k \alpha u  \tag{24}\\
k \alpha \alpha \\
k
\end{array} \cos k \alpha a\right)^{2}\left\{(m+n) k^{2} \alpha^{2} a^{2}-4 n \frac{(3 m-n)}{m+n}\right\}} .
\]

As \(\partial B / A\) and so \(\partial k / k\) is of order \(b-c\), we may in this equation regard \(k / 2 \pi\) as the frequency in the simple sphere \((0 . \alpha . a)\). Thus the ratio of the small change in the frequency of a typical note to the value it possesses in the simple sphere is found by substituting in (24) the value obtained for \(\delta B / A\) in (19).

\footnotetext{
- Cf. Iranacpions, Vol. xiv., equation (ñ̈), P. 318.
}
\(\$ 15\). Some preliminary considerations will enable us to give for \(\partial k / k\) a comparatively short symbolical expression.

Let \(\frac{1}{2 \pi} K_{(a \cdot a)}\) denote the frequency of the free-free radial vibrations in an infinitely thin spherical shell of material a and radius \(a\). Then it is known that
\[
\begin{equation*}
K^{2}{ }_{(a \cdot a)} a^{2}=\frac{4 n(3 m-n)}{\alpha^{2}(m+n)^{2}}=\frac{4 n(3 m-n)}{\rho(m+n)} . \tag{25}
\end{equation*}
\]

This result may also be obtained by equating our expression (23) to zero in accordance with the general result established in Sect. I. \(\uparrow\)

Also let
\[
\begin{gather*}
\left.u_{r}=\frac{1}{r}\left(\frac{\sin k \alpha r}{k \alpha r}-\cos k \alpha r\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots\left(\frac{\sin k \alpha r}{k \alpha r}-\cos k \alpha r\right)\right\}  \tag{26}\\
U_{r}=\frac{1}{r^{2}}\{(m+n) k \alpha r \sin k \alpha r-+n \ldots \tag{27}
\end{gather*}
\]

These represent respectively the amplitude of a displacement and the corresponding greatest radial stress at a distance \(r\) from the centre of a simple sphere of material \((\rho, m, n)\). Whatever be the magnitude of the displacement or the instant considered, the simultaneous displacements at radial distances \(r\) and \(r^{\prime}\) are in the ratio \(u_{r}: u_{r^{\prime}}\), and the ratio of the radial stress at \(r^{\prime}\) to the simultaneous displacement at \(r\) is always \(U_{r^{\prime}}: u_{r}\).

Employing these several abbreviations in (19), and then substituting for \(\partial B / A\) in ( 24 ), we finally obtain
\[
\begin{aligned}
& \frac{\partial k}{k}=\frac{b-c}{a}\left\{\frac{\rho\left(k^{2}-K^{2}{ }_{\left(a-b_{1}\right)}\right)-\rho_{1}\left(l_{2}^{2}-K^{2}{ }_{\left(a_{1}, b_{1}\right)}\right.}{\rho\left(k^{2}-K^{2}{ }_{(a \cdot a)}\right)}\left(\frac{b}{a}\right)^{2}\binom{u_{b}}{u_{a}}^{2}\right. \\
& +\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) \frac{b^{2}}{a^{2} \rho\left(h^{2}-K_{(a, a)}^{2}\right)}\left(\frac{U_{b}}{u_{a}}\right)^{2}+8\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right) \frac{b}{a^{2} \rho\left(k^{2}-K_{(a, a)}^{2}\right.}\left(\frac{u_{b} U_{b}}{u_{a}^{2}}\right)^{l} \ldots(28) .
\end{aligned}
\]
§ 16. In establishing (28) certaiu assumptions have been made which limit its applicability.

The primary assumption is made in \(\S 12\) where \(\partial A / A\) and \(\partial B / A\) are supposed to be small quantities of the order \(b-c\). In the proof this is interpreted as meaning that \((b-c) / b\) is small. The form of the expressions (18) and (19) constitute a complete justification of the primary assumption and of the mathematical treatment provided kab be not very small.

If however we were in (18) and (19) to suppose \(k a b\) very small, we should find that while \(\partial B / A\) varies as \((b-c) b^{2}, \partial \Lambda / A\) varies as \((b-c) / b\). Now in (11) we are

\footnotetext{
- Transactions, Vol. xiv., equation (67), p. 321.
+ See § 10, noticing that \(k \frac{d}{d k} f(0, \alpha, a)=a \frac{d}{d a} f(0 . a \cdot a)\), and that \(\frac{\sin k a a}{k a a}-\cos k a a=0\) is by (4) identical with \(j(0 . a, \bar{a})=0\).
}
justified in neglecting \(\partial A / A\) only if it be of the same order of small quantities as \(\partial B / A\). Thus our method and assumptions are legitimate only when \((b-c) b^{2} / b^{3}\) as well as \((b-c) b^{2} a^{3}\) is a quantity whose square is negligible. In other words the volume of the layer must be small compared to the volume of the mass inside it.

It would thus be unjustifiable to apply (28) to the case when the material ( \(\rho_{1}, m_{1}, n_{1}\) ) forms a core, but by supposing \((b-c)\) sufficiently small it may be applied to any true layer however small its radius may be. When the layer is of infinitely small radius, its thickness being supposed of course of a still higher order of small quantities, it will be desiguated the central layer.

The results obtained for the central layer are practically useful, because as will presently appear, the effect of a given alteration of material is for the central layer either zero or else a numerical maximum. Thus the values obtained for the central layer are asymptotic limits, and they supply very close approximations for practical cases in which the layer has a finite though small radius.

Further discussion of the central layer and core is reserved for \(\S 22\).
§ 17. We notice in (28) the separation of the expression for the change of pitch into three distinct terms, the first depending on the square of the displacement at the altered layer, the second on the square of the radial stress, and the third on the product of the displacement and radial stress.

If the layer differ from the remainder of the sphere only in density then the first term alone exists. This is also the case when the position of the layer coincides with the surface of the sphere, or more generally with any no-stress surface-i.e. a surface over which the radial stress \(U\) vanishes.

If on the other hand the layer occur at a node surface-or surface where the displacement \(u\) is always zero-then the second term alone exists.

If the material of the layer remain the same, then however its distance from the centre may vary the signs of these two terms remain unchanged.

The third term vanishes when the layer coincides either with a node or with a nostress surface. It differs from the other terms in the important respect that its sign varies with the position of the layer. Another important feature of this term is that it vanishes if \(m_{2} / n_{1}=m / n\), a relation which on the uniconstant theory of isotropy is necessarily true.
§ 18. Before entering on a discussion of (28) it will be convenient to consider shortly the type of vibration throughout the sphere. In the core there is no pronounced change of type because (4), with of course a different value for \(k\), would apply equally to a simple sphere. The only consequence of the existence of the layer is that every node, no-stress and loop surface-or surface where the displacement is a maximum-alters its radius \(r\) according to the law
\[
\begin{equation*}
-\partial r / r=\partial k / k \tag{29}
\end{equation*}
\]

Substituting in (6) the values of \(\partial A / A\) and \(\partial B / A\) from (18) and (19) and reducing, we find outside the layer
\(u / A \cos k t=\frac{1}{r}\left(\frac{\sin k \alpha r}{k \alpha r}-\cos k \alpha r\right)\)
\(+\frac{b-c}{(m+n) k \alpha r}\left[\left\{\rho\left(k^{2}-K^{2}{ }_{(\alpha \cdot b)}\right)-\rho_{1}\left(k^{2}-K^{2}{ }_{\left(a_{1}, b\right)}\right)\right\} b u_{b} f(b, \alpha \cdot r)+\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) U_{b} f(b, \alpha \cdot \bar{r})\right.\)
\(\left.+4\left(\frac{n}{m+n}-\frac{m_{1}}{m_{1}+n_{1}}\right)\left\{b^{-1} u_{b} f(b, \alpha \cdot \bar{r})+U_{b} f(b, \alpha, \bar{r})\right\}\right]\).
where
\[
\left.\begin{array}{l}
f(\bar{b}, \alpha \cdot \bar{r})=\left(1+\frac{1}{k^{2} \alpha^{2} r b}\right) \sin k \alpha(r-b)-\frac{1}{k \alpha}\left(\frac{1}{b}-\frac{1}{r}\right) \cos k \alpha(r-b),  \tag{30}\\
f(b, \alpha \cdot r)=(m+n)\left\{\frac{b}{r} \sin k \alpha(r-b)-k \alpha b \cos k \alpha(r-b)\right\}-4 n f(\bar{b}, \alpha \cdot r)
\end{array}\right\}
\]

The functions \(f\) have the same significations in reality as in Sect. I.
This is easily proved if we notice that
\[
\left.\begin{array}{l}
F(b \cdot \alpha)=(m+n) k \alpha b \sin k \alpha b-4 n\left(\begin{array}{c}
\sin k \alpha b \\
k \alpha b
\end{array} \cos k \alpha b\right), \\
F_{1}(b \cdot \alpha)=(m+n) k \alpha b \cos k \alpha b-4 n\left(\frac{\cos k \alpha b}{k \alpha b}+\sin k \alpha b\right), \\
G(b \cdot \alpha)=\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b,  \tag{32}\\
G_{1}(b \cdot \alpha)=\frac{\cos k \alpha b}{k \alpha b}+\sin k \alpha b
\end{array}\right\}
\]

It will be noticed that \(f(b . \alpha \cdot \bar{r})\) vanishes and changes sign as \(r\) passes through any value answering to a node surface of a simple shell of material ( \(\rho, m, n\) ) performing radial vibrations of frequency \(k / 2 \pi\), whose imer surface is of radius \(b\) and is fixed. Similarly \(f(b . \alpha, \bar{r})\) vanishes and changes sign as \(r\) passes through any value answering to a node surface of a simple shell of material ( \(\rho, m, n\) ) whose inner surface is of radius \(b\) and is free, the frequency of vibration being also \(k / 2 \pi\).

The formula (30) differs from that for the displacement in the core by the addition of the long expression which has \(b-c\) for its factor. This expression we shall here call the change of type. It consists of three terms corresponding to the three terms in (28).

If the difference between the material of the layer and that of the remainder be such that one or more terms in the expression for the change of frequency vanish, then the corresponding term or terms in the expression for the change of type also vanish. Again if the position of the layer is such that either of the first two terms in the expression for the change of frequency vanishes, then too the corresponding term in the change of type vanishes.

While, however, the third term in the expression for the change of frequency vanishes when the layer occurs either at a node or at a no-stress surface, the third term in the change of type cannot vanish except for a chance value of \(r\), for \(u_{b}\) and \(U_{b}\) cannot bc simultaneously zero. It thus appears that, except on the uniconstant theory of isotropy, an alteration of elasticity occurring throughout a thin layer coincident either with a node or Vol. XV. Part II.
with a no-stress surface may produce a change of type to which there is no corresponding change of frequency.

It is also worth noticing that while the first two terms in the expression for \(\partial k / k\) depend respectively on the squares of \(u_{b}\) and \(U_{b}\), the first two terms in the change of type depend for their sign on the pasition of the layer.

A special interest attaches to the displacement just outside the layer. As \(f(\bar{b}, \alpha, \bar{b})\) vanishes and \(f(b, \alpha \cdot b)=-(m+n) k \cdot \alpha b\) by (31), the displacement in question is

Now if in crossing the layer the type of vibration existing in the core were maintained, the displacement just outside would be simply
\[
u=A \cos k t \cdot u_{b}
\]

Thus the coefficient of \(b-c\) in (33) is the measure of the change of type met with in crossing the layer.

The displacement in the layer itself may be got very simply from the consideration that it must have the value (33) when \(r=b\), and the value
\[
A \cos k t \frac{1}{c}\left(\frac{\sin k \alpha c}{k \alpha c}-\cos k i \alpha c\right)
\]
when \(r=c\), terms in \((b-c)^{2}\) being neglected. It is thus given by
\(u / A \cos k t=\frac{1}{b}\left(\frac{\sin k a b}{k \alpha b}-\cos k \alpha b\right)-\frac{b-v}{b} \frac{1}{b}\left\{k \alpha b \sin k \alpha b-2\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\}\)
\[
-(r-c)\left\{\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) U_{b}+4\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{3}}\right) b^{-1} u_{b}\right\} \cdots(
\]

The term in \(r-c\) in (34) represents the progressive change of type, due to alterations of material alone, met with as we cross the layer from within outwards, and it reaches the value represented by the term in \(b-c\) in (333) when the layer is completely crossed.

If the layer differ from the remainder only in density no change of type is met with in crossing it. In other words the layer vibrates as if it formed a portion of the included core.

Any alteration of elasticity will in general produce a progressive change of type in the layer, but this will not be the case when the layer coincides with a no-stress surface if the uniconstant theory be true, or if both constants in the biconstant theory be altered in the same proportion.
§ 19. As continual references to the propertics of a simple vibrating sphere are essential for a discussion of (28), and as a good many of these properties have not, so far as I know, been fully discussed elsewhere I shall briefly notice them.

The frequency erquation for the simple sphere (0. a. a) is (20).
The roots of this equation answering to the six notes of lowest pitch have been calculated by Professor Lamb* for the values 0, "2.5, '3 and '3 of Poisson's ratio \(\sigma \equiv(m-n) / 2 n\).

\footnotetext{
- I'veceedings of the London Mathematical Society, Vol. xm. p. 203.
}

Answering to \(\sigma=1 / 2\) the frequency equation is
\[
\begin{equation*}
\sin k \alpha a=0 . \tag{85}
\end{equation*}
\]
whence \(k \alpha \alpha=i \pi\), where \(i\) is any positive integer.
The following table incorporates some of Professor Lamb's results.

Table I.
Values of \(k \alpha a / \pi\).
\begin{tabular}{|c|c|c|c|c|}
\hline Number of note. & \(\sigma=0\) & \({ }^{2} 5\) & 3 & 5 \\
\hline (1) & -6626 & -8160 & -8733 & 1 \\
\hline (2) & \(1 \cdot 8909\) & \(1 \cdot 9285\) & 1.9470 & 2 \\
\hline (3) & \(2 \cdot 9303\) & \(2 \cdot 9539\) & \(2 \cdot 9656\) & 3 \\
\hline (4) & \(3 \cdot 9485\) & \(3 \cdot 9658\) & 3.9744 & 4 \\
\hline (5) & \(4 \cdot 9590\) & \(4 \cdot 9728\) & 4.9796 & \({ }_{5}\) \\
\hline (6) & \(5 \cdot 9660\) & 5.9774 & 5.9830 & 6 \\
\hline
\end{tabular}

It will be noticed that except in the lowest note or two the frequencies are nearly independent of the value of \(\sigma\), and that the case \(\sigma={ }^{\circ} 5\) supplies asymptotic values to which the results in the other cases tend.

As (4) is the type of vibration in the simple sphere the node surfaces are the concentric spheres whose radii are given by
\[
\begin{equation*}
r=x / k \alpha, \text { where } \tan x=x \tag{36}
\end{equation*}
\]

The following are the first six roots, taken from p. 266 of Verdet's Lecons d'Optique Physique, Tome I.,
\[
\frac{x}{\pi}=0, \quad 1 \cdot 4303, \quad 2 \cdot 4590, \quad 3.4709, \quad 4 \cdot 4774, \quad 5 \cdot 4818 .
\]

The higher roots are approximately odd multiples of \(\pi / 2\).
The no-stress surfaces are likewise concentric spheres, and their radii are supplied by (20) for the note of frequency \(k / 2 \pi\) when the \(a\) in that equation is replaced by \(r\). Thus for a given note and a given value of \(\sigma\), the ratios of the radii of the no-stress surfaces to the radius of the sphere are obtained by dividing the values of \(k \alpha a / \pi\) in Table I . for all the notes of less frequency, and for the note itself by the value of \(k \alpha a / \pi\) for the note in question, all being taken for the assigned value of \(\sigma\).

This method of determining the positions of these surfaces is given by Professor Lamb in his p. 197. The surfaces so determined he, however, speaks of as loop surfaces. I have here ventured to employ the term in a different sense, defining a loop surface as one over which the displacement is a maximum.

I employ the term no-stress surface only in default of a better. It must be borne in mind that over a surface so named it is only the radial stress that vanishes.

As defined above loop surfaces are the loci where \(\frac{1}{r}\left(\frac{\sin k \alpha r}{k \alpha r}-\cos k a r\right)\) numerically considered is a maximum. They are thus concentric spheres whose radii are given by
\[
\begin{equation*}
r=x / k \alpha, \text { where } \sin x-\frac{2}{x}\left(\frac{\sin x}{x}-\cos x\right)=0 \ldots \tag{37}
\end{equation*}
\]
\(\qquad\)
Now if we write \(a\) for kau, and 1 for \(m / n\) in (20) we transform it into (37). Thus the radii of the loop surfaces are found by equating \(k\) or to the values ascribed to \(k x u\) in Trable \(I\). for the value 0 of \(\sigma\). The loop surfaces accordingly coincide with the nostress surfaces only when Poisson's ratio is zero. For all other values of Poisson's ratio each loop surface lies inside the corresponding no-stress surface.

The following table gives the positions of the node, loop and no-stress surfaces for the first six notes for the limiting values 0 and 's of \(\sigma\), and the value " 2 of the uniconstant theory.

\section*{Table II.}

I'alues of ride over node, loop, and no-stress surfaces.

§ 20. Counting the centre as a node surface and the outer surface as a no-stress surface, the number of the node, loop, or no-stress surfaces is always equal to the number of the note. We shall refer to any such surface by its number, supposing the surface of the same kind of least radius to be number (1).

For the node surfaces kar is equated to certain numerical quantities independent of \(\sigma\), viz the roots of (36). Thus the ratio of the radii of the node surfaces of numbers (i) and ( \(i^{\prime}\) ) in a given sphere, when \(i\) and \(i^{\prime}\) are given integers, is the same whatever be the value of \(\sigma\) for the material of the sphere or the number of the note. In like manner for the loop surfaces \(k \alpha y\) is equated to certain numerical quantities. Thus the ratio of the radii of the loop surfaces of numbers ( \(i\) ) and \(\left(i^{\prime}\right)\) in a given sphere is independent of the value of \(\sigma\) or of the number of the note.

For the no-stress surfaces, however, kar is equated to the values obtained for kau from the frequency equation, and these vary with the value of \(\sigma\). It thus appears that while in a sphere of given material the ratio of the radii of the no-stress surfaces of number: ( \(i\) ) and ( \(i^{\prime}\) ) is the same for all the notes, this ratio is different for materials which differ in the value of Poisson's ratio.

It will be seen from the table that unless \(\sigma\) be small there is a marked difference in the positions of the corresponding loop and no-stress surfaces of least number. Between the loop and no-stress surfaces of high number the difference is obviously very small. Their radii, as well as those of the node surfaces of large number, are but little dependent on \(\sigma\). As the number of the node surface increases it tends continually to become equidistant from two successive loop or no-stress surfaces.
§ 21. In all the expressions we are about to deal with for the change of frequency there occurs one or other of two factors. The first is
the second
\[
\left.\begin{array}{rl}
Q & \equiv\left(\frac{k x}{u_{a}}\right)^{2} \div\left\{l^{2} \alpha^{2} a^{2}-4 n(3 m-n)(m+n)^{-2}\right\} \\
\frac{1}{3} Q^{\prime} & \equiv \frac{1}{3} k^{2} \alpha^{2} \alpha^{2} Q
\end{array}\right\}
\]

As the expressions (38) occur in the coefficient of \(b-c\) in the expressions for \(\partial k / k\) we may, to the present degree of approximation, simplify them by any transformation which regards kaa as a root of (20) or the quantity tabulated in Table I.

Thus we may take
\[
\begin{aligned}
(k \alpha)^{-1} u_{a} & \equiv \frac{1}{k \alpha a}\left(\begin{array}{c}
\sin k \alpha a t \\
k \alpha a
\end{array}-\cos k \alpha a\right)=\frac{m+n}{4 n} \sin k \alpha a \\
& =\left\{k^{2} \alpha^{2} \alpha^{2}-\frac{8 n(m-n)}{(m+n)^{2}}+\left(\frac{4 n}{m+n}\right)^{2} \frac{1}{k^{2} \alpha^{2} a^{2}}\right\}^{-\frac{1}{2}} ;
\end{aligned}
\]
whence we get the following alternative formulae
\[
\begin{align*}
Q & =\left\{4 n(m+n)^{-1} \operatorname{cosec} k \alpha a\right\}^{2} \div\left\{h^{2} \alpha^{2} l^{2}-4 n(3 m-n)(m+n)^{-2}\right\} \ldots \ldots \ldots \ldots \ldots  \tag{39}\\
& =\left\{k^{2} \alpha^{2} \alpha^{2}-\frac{8 n(m-n)}{\left(n_{t}+n\right)^{2}}+\left(\frac{4 n}{m+n}\right)^{2}(k \alpha a)^{-2}\right\} \div\left\{k^{2} \alpha^{2} a^{2}-4 n(3 m-n)(m+n)^{-2}\right\} \tag{+0}
\end{align*}
\]

In the higher notes (40) is much the safer formula to use, because with it any small error in the value attributed to kaa in Table I. has a wholly insignificant effiect.

The method by which (40) was deduced requires modification when \(\sigma={ }^{\circ}\). It is asy however independently to prove for this case
\[
Q=1,
\]
a result consistent with ( 40 ); whence we also get
\[
Q^{\prime}=i^{2} \pi^{2},
\]
where \(i\) is an integer equal to the number of the note.
Employing the results in Table \(I\)., I find the following values for \(Q\) and \(Q^{\prime}\) -

Table III.
\begin{tabular}{cccc}
\begin{tabular}{c} 
Number \\
of note
\end{tabular} & \multicolumn{3}{c}{\begin{tabular}{c}
\(\sigma=0\) \\
\((1)\)
\end{tabular}} \\
2.253 & 1.369 & 1 \\
(2) & 1.0635 & 1.0401 & 1 \\
\((3)\) & 1.0247 & 1.0161 & 1 \\
\((4)\) & 1.0133 & 1.0088 & 1 \\
\((5)\) & 1.0054 & 1.0055 & 1 \\
\((6)\) & 1.0058 & 1.0038 & 1
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|c|}{Value of \(Q^{\prime}\)} \\
\hline \(\Gamma=0\) & \(\sigma=25\) & \(\sigma=5\) \\
\hline 9762 & 8.995 & \(9 \cdot 8696\) \\
\hline 37.53 & \(38 \cdot 18\) & \(39 \cdot 48\) \\
\hline 86.84 & 87.51 & 88.83 \\
\hline 15593 & 156.59 & 157.91 \\
\hline 244.74 & 245415 & 24674 \\
\hline \(353: 31\) & 353.98 & 35531 \\
\hline
\end{tabular}

We may regard the case \(\sigma=5\) as supplying an inferior asymptotic value, viz. 1 , for \(Q\), and a superior asymptotic value, viz. \(i^{2} \pi^{2}\) where \(i\) denotes the number of the note, for \(Q^{\prime}\). Except in the case of note (1) we may in rough calculations treat \(Q\) as unity, and regard \(Q^{\prime}\) as varying as the square of the number of the note whatever be the value of \(\sigma\).
§ 22. We shall first discuss some special cases of (28).
By supposing b/a very small we pass to the case of the central layer mentioned in § 16. Supposing \(V\) the volume of the whole sphere, \(\partial V\) that of the layer, we have
\[
\partial V / V=3(b-c) b^{2} / a^{3}
\]

Retaining in (28) only the lowest powers of \(b\), and treating the function of \(k \alpha \alpha\) in the manner just discussed, we easily find for this case
\[
\frac{\partial k_{2}}{k}=\frac{\partial V}{V} Q^{\prime} \frac{3 m_{1}-n_{1}-(3 m-n)}{9\left(m_{1}+n_{1}\right)}\left\{1+\frac{4}{3} \frac{n_{1}-n}{m+n}\right\} .
\]
where the suffix \(l\) signifies that the material \(\left(\rho_{1}, m_{1}, n_{1}\right)\) forms a true layer.
As already explained, the case when the material \(\left(\rho_{1}, m_{1}, n_{1}\right)\) forms a core cannot be derived from (28). I have, therefore, worked out this case by a rigid method independently. Supposing \(b\) the radius of the core and \(\partial V\) its volume, so that
\[
V / V=b^{3} / u^{3}
\]
and retaining only the lowest power of \(b / a\), so that the result assumes the core of very small volume compared to the sphere, I find
\[
\begin{equation*}
\frac{\partial k_{c}}{k}=\frac{\partial V}{V} Q^{\prime} \frac{3 m_{1}-n_{1}-(3 m-n)}{3\left(3 m_{1}-n_{1}+4 n\right)} . \tag{c}
\end{equation*}
\]

The suffix \(c\) signifies that the material \(\left(\rho_{1}, m_{1}, n_{1}\right)\) actually forms a core.
The physical conditions under which ( \(41_{l}\) ) and (41 \()\) apply are totally different, so there is no reason to expect an identity between the two results. It will be noticed, however, that when the difference between the material of the layer or core and that of the rest of the sphere is small \(\left(41_{l}\right)\) and \(\left(41_{c}\right)\) lead to the same result, viz.
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{\partial V}{V} Q^{\prime} \frac{3 m_{1}-n_{1}-(3 m-n)}{9(m+n)} . \tag{2}
\end{equation*}
\]

Since \(\rho_{1}-\rho\) appears neither in \(\left(41_{l}\right)\) nor ( \(41_{c}\) ) we see that an alteration of density alone throughout either a central layer or a small core has to the present degree of approximation no effect on the pitch of any note.

In investigating the effects of alteration of elasticity we shall mainly consider the three following special cases:-
* \(1^{\circ}\) when the elastic constant \(m\) alone is altered,
\(2^{\circ}\) when the rigidity \(n\) alone is altered,
\(+3^{\circ}\) when both elastic constants are altered in the same proportion so that
\[
m_{1}: n=n_{1} n=1+p
\]
where \(p\) must of course be algebraically greater than -1 .
The relation (43) is on the uniconstant hypothesis necessarily true, but on the biconstant hypothesis of isotropy there is no ì priori reason to expect it to hold.

Employing the suffixes \(l\) and \(c\) as in \(\left(41_{l}\right)\) and \(\left(41_{c}\right)\), we find for the changes of pitch in the above three cases:-
\(1^{\circ}\) when \(m\) alone is altered
\[
\frac{\partial k_{l}}{\hbar}=\frac{\partial k_{c}}{k}=\frac{\partial V}{V} Q^{\prime} \frac{m_{1}-m}{3\left(m_{1}+n\right)} .
\]
\(2^{\circ}\) when \(n\) alone is altered
\[
\left.\begin{array}{l}
\frac{\partial k_{l}}{k}=-\frac{\partial V}{\bar{V}} Q^{\prime} \frac{n_{1}-n}{9\left(m+n_{1}\right)}\left\{1+\frac{4}{3} \frac{n_{1}-n}{m+n}\right\}  \tag{44}\\
\frac{\partial k_{c}}{k}=-\frac{\partial V}{V} Q^{\prime} \frac{n_{1}-n}{3\left(3 m-n_{1}+4 n\right)}
\end{array}\right\} \ldots \ldots\left(44^{\prime \prime}\right) ;
\]
\(3^{c}\) when the relation (43) holds
\[
\left.\begin{array}{l}
\frac{\partial k_{l}}{k}=\frac{p}{1+p} \frac{\partial V}{V} Q_{9(m+n)}^{\prime 3 m-n}\left\{1+\frac{4}{3} p \frac{n}{m+n}\right\}, \\
\frac{\partial k_{c}}{k}=p \frac{\partial V}{V} Q^{\prime} \frac{3 m-n}{9(m+n)}\left\{1+p \frac{3 m-n}{3(m+n)}\right\}^{-1}
\end{array}\right\} \cdots\left(44^{\prime \prime \prime}\right) \mid
\]
* This gives the most general alteration of the compressibility, or of Young's modulus, which is accompanied by no change in rigidity.

We see that an increase in \(m\) alone throughout a small volume at or close to the centre raises the pitch and a diminution of \(m\) lowers it; also for a given numerical alteration of \(m\) the fall of pitch when \(m\) is diminished is greater than the rise of pitch when \(m\) is increased.

Since \(3 m-n\) is essentially positive we see that in both forms of (44") the sign of \(i k\) is opposite to that of \(n_{1}-n\). Thus when the rigidity at or close to the centre is altered the pitch is raised or lowered according as the rigidity is diminished or increased. The fall of pitch due to a small increase of rigidity at or close to the centre is greater than the rise of pitch due to an equal small diminution of rigidity.

In the case of the core this is obviously the case whatever be the magnitude of the alteration of rigidity. In the case of the central layer we may regard \(\partial k_{l}\) as composed of two terms, the first varying as \(n_{1}-n\) and indicating a change of pitch opposite in sign to the alteration of rigidity, the second varying as \(\left(n_{1}-n\right)^{2}\) and always indicating a fall of pitch.

If the alteration of elasticity satisfy (43), then the pitch is raised or lowered according as the elastic constants are increased or diminished. In the case of the core the rise of pitch due to a given numerical increase in the elastic constants is obviously always less than the fall of pitch due to an equal diminution in the constants. The same is easily proved true for the case of the central layer when the alteration in elasticity is small.

For any alteration of clasticity other than those above considered occurring at or close to the centre, we obtain from inspection of \(\left(41_{l}\right)\) and \(\left(41_{c}\right)\) the general law that the pitch of all the notes is raised or lowered according as the elastic quantity \(m-n / 3-\) i.e. the bulk-modulus-is increased or diminished.
§ 23. When, as necessarily happens on the uniconstant theory of isotropy, only one clastic quantity is involved, the meaning to be attached to the terms stiffess and elasticity is in general free from ambiguity, and the statement that a local increase in stiffiness raises the pitch may be in all cases sufficiently definite to admit of its truth being tested. As applied to the case (43) it is strictly true, and so when proceeding from supporters of uniconstant isotropy is in accordance with the facts here arrived at.

When, however, the statement is made by supporters of the biconstant theory it fails in the present case to have any exact meaning. This is obvious if we consider that the terms stiffness and elasticity might be interpreted to mean the rigidity, the bulkmodulus, Young's modulus, or any other modulus.

Sow an increase in the rigidity produces an increase in Young's modulus and a fall in the bulk-modulus, while an increase in \(m\) increases both Young's modulus and the bulk-modulus. Thus a given increase in Young's modulus may be accompanied by a rise or by a fall in the bulk-modulus.

Our recent investigation shows that if the term stiffness is limited to mean the bulkmodulus the general statement is here in accordance with the facts; whereas if it be
supposed equivalent to Young's modulus it may be true or false according to circumstances.
\(\S 24\). As concerns the numerical magnitude of the change of pitch we may regard in the case of the central layer
\[
\frac{\partial V}{V} \frac{3 m_{1}-n_{1}-(3 m-n)}{3\left(m_{1}+n_{1}\right)}\left\{1+\frac{4}{3} \frac{n_{1}-n}{m+n}\right\}=\partial E_{l}
\]
and in the case of the core
\[
\frac{\partial V}{V} \frac{3 m_{1}-n_{1}-(3 m-n)}{3 m_{1}-n_{1}+4 n}=\partial E_{c}
\]
as measuring the magnitude of the alteration of elasticity.
The expressions ( \(41_{l}\) ) and ( \(41_{c}\) ) may then be written
\[
\frac{1}{k} \partial k_{l} \div \partial E_{l}=\frac{1}{k} \partial k_{c} \div \partial E_{c}=\frac{1}{3} Q
\]

Thus if in Table III. we divide the values given for \(Q^{\prime}\) by 3 , and alter the heading from \(Q^{\prime}\) to \(\frac{1}{k} \partial k_{l} \div \partial E_{l}=\frac{1}{k} \partial k_{c} \div \partial E_{c}\), we obtain at once a numerical measure of the changes in the pitch of all the notes considered in that table. The forms taken by \(\partial E_{l}\) and \(\partial E_{c}\) in the special cases when \(n\) alone is altered, or \(n\) alone is altered, or (43) holds are obvious from equations (44).

The forms given above are convenient when we examine the effect on the pitch due to a given alteration of material occurring throughout a given volume.

We shall also have occasion to deal with layers of given thickness, for which \(b-c\) is constant. The square of the thickness is supposed in every case negligible, thus the effect on the pitch of any note due to any alteration of material throughout a central layer of given thickness or throughout a core of equal small radius, being at least of order \((k a b)^{3}\), must be held to be zero.
§ 25. A second special case arises when the alteration of material occurs at the surface.

As the proof on which (28) rests assumes that the material ( \(\rho_{1}, m_{1}, n_{1}\) ) has material ( \(\rho, m, n\) ) outside it, its application without further proof to the case when ( \(\rho_{1}, m_{1}, n_{1}\) ) forms a surface layer might be objected to. I have thus worked out independently the case of the two-material compound sphere \(\left(0, \alpha, b, \alpha_{1}, a\right)\), and proceeding to the limit when \(\{(a-b) / a\}^{2}\) is negligible I obtained a result identical with that derived from (28) by supposing \(b=a\).

Denoting the thickness of the layer by \(t\), and remembering that in virtue of the surface condition in a simple sphere \(U_{a}\) is zero, we easily obtain from (28)

Vol. XV. Part II.
'Ihe value of \(\lambda k / h\) when the density at the surface alone is altered is shown in the tollowing table for the first six notes answering to the values 0,25 and 5 of \(\sigma\).
'Table IV'.
Talue of \(-\frac{\partial \hbar}{h} \div\left(\frac{t}{c} \frac{\rho_{1}-\rho}{\rho}\right)\) for a surface layer.
\[

\]

Noticing that if we suppose in (45)
\[
\begin{equation*}
\frac{n_{1}\left(3 m_{1}-n_{1}\right)\left(m_{1}+n_{1}\right)^{-1}}{n(3 m-n)(m+n)^{-1}}-1=\frac{\rho_{1}}{\rho}-1=q \tag{46}
\end{equation*}
\]
it reduces to the wonderfully simple form
\[
\frac{\partial k}{k}=-\frac{t}{u} q
\]
we deduce at once from Table IV. the following results for the change of pitch due to a surface alteration of elasticity alone-

Table \(V\).
\[
\text { Value of } \frac{\partial k}{k} \div\left[\frac{t}{a}\left\{\frac{n_{1}\left(3 m_{1}-n_{1}\right)\left(m_{1}+n_{1}\right)^{-1}}{n(3 m-n)(m+n)^{-1}}-1\right\}\right] \text { for a surface layer. }
\]
\[
\sigma=\left\{\begin{array}{llccccc}
\begin{array}{l}
\text { Number } \\
\text { of note }
\end{array} & \text { (1) } & \text { (2) } & \text { (3) } & \text { (4) } & \text { (5) } & \text { (6) } \\
0 & .857 & .060 & .024 & .013 & .008 & .006 \\
.25 & .511 & .064 & .0265 & 0145 & .009 & .006 \\
.5 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right.
\]

From Table IV. we see that in every case of a surface alteration of density the pitch is raised or lowered according as the density is diminished or inereased.
'The effect of a surface alteration of clasticity whatever be the value of \(\sigma\) is very suall in the case of the higher notes, and continually diminishes, as measured by the percentage change of pitch, as the number of the note increases. For the limiting value \(\therefore\) of \(\sigma\) the effect of a surface alteration of elasticity alone is always zero.

From Tables IV. and V. we see that if a thin surface layer of an isotropic sphere be altered in any manner consistent with its remaining isotropic, the ratios of the
frequencies of all the higher notes can only be very slightly affected; but, unless the value of \(\sigma\) for the unaltered material approach the limiting value \({ }^{5}\), or else both density and elasticity be altered in such a way as approximately to satisfy (46), the ratio of the frequency of the fundamental note to that of any of the higher notes may be sensibly disturbed.

If we suppose the relation (43) to hold, then (46) takes the form
\[
p=q
\]
or the percentage alterations in the density and in the elastic constants are to be numerically equal and of the same sign.
§ 26. An exhaustive analysis of (28) being ont of the question, I propose limiting the investigation to the following cases:
\(1^{\circ}\). Suppose the layer to differ from the remainder only in density, then remembering (38) and (26) we have
\[
\begin{equation*}
-\frac{\partial k}{k}=\frac{t}{a} \frac{\rho_{1}-\rho}{\rho} Q\left(\frac{\sin k a b}{k a b}-\cos k a b\right)^{2}=\frac{\partial M}{M} Q^{\prime}\left\{\frac{1}{3}\left\{\left(\frac{\sin k a b}{k a b}-\cos k a b\right)\right\}^{2} .\right. \tag{48}
\end{equation*}
\]
where
\[
t=b-c, \quad M=4 \pi a^{3} \rho / 3, \quad \partial M=4 \pi b^{2}(b-c)\left(\rho_{1}-\rho\right) .
\]
and \(\partial M / M I\) is supposed small.
The form of (48) to be used is the first or second according as the layer is of given thickness or given volume.

2'. Suppose \(m\) alone altered, or the layer to differ from the remainder in all its elastic properties except the rigidity. For this case there are the two alternative formulae
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{t}{a} \frac{m_{1}-m}{m_{1}+n} Q \sin ^{2} k \alpha b=\frac{\partial V}{V^{Y}} \frac{m_{1}-m}{m_{1}+n} \frac{Q^{\prime}}{3}\left(\frac{\sin k \alpha b}{k \alpha b}\right)^{2} . \tag{49}
\end{equation*}
\]
where
\[
V=4 \pi a^{3} / 3, \quad \partial V=4 \pi b^{2}(b-c),
\]
and \(\partial V / V\) is supposed small.
\({ }^{*} 3^{\circ}\). Suppose \(m\) constant and \(n\) alone altered. The following seems the most convenient way of representing the expression for the change of pitch-
\[
\begin{array}{r}
\frac{\partial k}{\bar{K}}={ }_{a}^{t} \frac{n_{1}-n}{m+n_{1}} Q\left[\left\{\sin k a b-\frac{2}{k \alpha b}\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\}\left\{\sin k \alpha b-\frac{6}{k \alpha b}\left(\begin{array}{c}
\sin k \alpha b \\
k \alpha b
\end{array}-\cos k \alpha b\right)\right\}\right. \\
\\
\left.-\frac{4\left(n_{1}-n\right)}{m+n}\left\{\frac{1}{k \alpha b}\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\}^{2}\right] \ldots \ldots
\end{array}
\]

We can obtain an alternative form in \(\partial V\) by putting
\[
\frac{t}{a} Q=\frac{\partial V}{V} Q^{\prime}\left(\frac{1}{3}\left(\frac{1}{t a b}\right)^{2}\right.
\]
employing \(\partial V\) under the same restriction as in (49).
* For the case where the compressibility is constant while the rigidity is altered, see the note at the end of this Section.
t. Suppose the relation (43) to hold. The formula for the change of pitch is
\[
\begin{align*}
& \frac{i_{k}}{k}=\frac{t}{\prime \prime} p Q\left[\frac { \operatorname { t n } ( 3 m - n ) } { ( m + n ) ^ { 2 } } \left\{\begin{array}{c}
1 \\
\left.h a b\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k a b\right)\right\}
\end{array}\right.\right. \\
& \left.\qquad+(1+p)^{-1}\left\{\sin k a b-\frac{4 n(m+n)^{-1}}{k \alpha b}\left(\frac{\sin k a b}{k a b}-\cos k \alpha b\right)\right\}^{2}\right] . \tag{52}
\end{align*}
\]

The substitution (bl) gives the equivalent form in \(\partial V\), applicable under the usual restriction.
§ 27. Comparing the several expressions (48), (49), (50) and (52) for the change of pitch we see that each is a product of three factors.

The finst factor is such as
\[
\frac{t}{\bar{u}} \frac{\rho_{1}-\rho}{\rho} \text { or } \frac{\partial V}{V} \frac{m_{1}-m}{m_{1}+n}
\]
and may be regarded as measuring the magnitude of the alteration in the material. For as given alteration of material the first factor is the same for all notes, and for all positions of the layer. The second factor is either \(Q\) or \(Q^{\prime} / 3\). These quantities vary with the number of the note and the value of \(\sigma\), as shown by Table III., but are independent of \(b\). The third factors are such as \(\sin ^{2} k x b\). They determine how the effect on the pitch of a given note of a given alteration of material varies with the position of the altered layer.

In the case of (48) and (49) these third factors do not contain \(m\) or \(n\) explicitly, and depend on \(\sigma\) only in so far as \(k \alpha\) does. They may thus be regarded as functions solely of the variable kab. We thence arrive at a comparatively simple way of treating the subject.
§ 28. We shall first examine the case of (48) and (49).
As an example let us take the first form of (48) and draw a curve \(B\), fig. 1 , viz.
\[
\begin{equation*}
y=\left(\frac{\sin x}{x}-\cos x\right)^{2} \tag{53}
\end{equation*}
\]
whose abscissae are the values of \(x \equiv k a b\). Then the ordinates of this curve indicate the: variation in the magnitude of
\[
-\frac{\partial k}{k} \div\left(\begin{array}{cc}
\frac{t}{a} \rho_{1}-\rho \\
a & \rho
\end{array}\right)
\]
with the radius of the layer of altered density, supposed of given thickness, whatever be the number of the note or the value of \(\sigma\). The only effect of a variation in the number of the note or in the value of \(\sigma\) is to vary the value of the factor, viz. (/ia(a) \()^{-1}\), by which the abscissae must be multiplied to get the corresponding values of \(b / a\), and the factor, viz. Q, by which the ordinates must be multiplied so as to give the numerical values of
\[
-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)
\]

In the fundamental note for instance the position of the layer to which the abscissa \(x\) refers answers to \(b / a=x /(6626 \pi)\) when \(\sigma=0\), and to \(b / a=x /(8160 \pi)\) when \(\sigma=\cdot 25\). In the first case the portion of the curve which applies is limited by the abscissae 0 and \(6626 \pi\), whereas in the second case the limiting abscissae are 0 and \(8160 \pi\). In the first case to find the numerical value of
\[
-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)
\]
we must multiply the ordinates by 2.23 , whereas in the second case the factor of multiplication is 1369 .

Suppose again we consider one of the higher notes, for instance note ( \(\downarrow\) ) when \(\sigma={ }^{2} \mathbf{2}\). Here the position of the layer to which the abscissa \(x\) refers answers to
\[
b / a=x /(3.9658 \pi),
\]
and the whole of the curve between the origin and the point whose abscissa is \(3.9658 \pi\) applies. To get the numerical value of
\[
-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)
\]
we must in this case multiply the ordinates by 1.0088 .
Still employing the same curve we shall illustrate its application to the determination of relations between the successive positions of the layer when the change of pitch vanishes or is a maximum. Since \(\partial k\) vanishes when the ordinate of (53) vanishes, the several positions of the layer when its existence has no effect on the pitch are found by equating \(k a b\) to the successive roots of equation (36), which are absolute constants independent of \(k\) or \(\sigma\).

In like manner the several positions of the layer when its effect on the pitch is a maximum are found by equating \(k \alpha b\) to those abscissae which supply the maxima ordinates of (53), i.e. to the successive roots greater than zero of the equation
\[
\begin{equation*}
\sin x-\frac{1}{x}\left(\frac{\sin x}{x}-\cos x\right)=0 . \tag{54}
\end{equation*}
\]

The roots of this equation are likewise numerical quantities. We thus conclude that as \(k \alpha\) is constant for a given sphere performing a vibration of given frequency, the radii of the several positions of the layer where its existence has no effect or a maximum effect on the frequency of a given note are to one another in certain constant ratios wholly independent of the number of the note, of the value of \(\sigma\), or of the magnitude of the sphere.

If we denote the \(i^{\text {th }}\) positive root in ascending order of (54) by \(x_{i}\), and the radius of the corresponding position of the layer for the note of frequency \(k / 2 \pi\) by \(b_{i}\), then
\[
b_{i} / a=x_{i} / k \alpha a
\]

Thus the ratio to the radius of the sphere of the radius of the layer when in the position answering to the maximum change of frequency of given number ( \(i\) ), in the note of frequency \(k \cdot 2 \pi\),-the position nearest the centre being held number (1)-varies inversely as the value of kaa for the note and material considered. The same is obviously true of the radii of those positions of the layer where its effect on the pitch vanishes.

Again since the numerical value of \(\partial k / k\) for a given note in a given sphere is obtained by multiplying the ordinate of (53) by a constant factor, we find between the maxima changes of pitch of numbers (i) and ( \(j\) ) in a note of frequency \(k / 2 \pi\) and the maxima ordinates of numbers (i) and (j) in the curve (53) the simple relation
\[
\begin{equation*}
\partial k_{i}: \partial k_{j}:: y_{i}: y_{i} \tag{56}
\end{equation*}
\]

Now \(y_{i}\) and \(y_{j}\) are certain numerical quantities, thus, whatever be the number of the note or the value of \(\sigma\), the ratio of the maxima changes of frequency of numbers (i) and \((j)\) is the same. Thus if we desire to compare the relative magnitudes of the successive maxima changes of frequency in the pitch of a note of given number in a given sphere, due to an assigned alteration of density throughout a layer of given small thickness, all we have to do is to compare the lengths of the successive maxima ordinates of the curre \(B\), fig. (1).

Conclusions of the same general character obviously apply to the three following curves-
\[
\begin{align*}
& \text { A, fig. 1, viz. } y=\left\{\frac{1}{x}\left(\frac{\sin x}{x}-\cos x\right)\right\}^{2} .  \tag{57}\\
& B, \text { fig. } 2, ~ „ y  \tag{58}\\
& \text { A, fig. }, \quad, \quad \sin ^{2} x \ldots \ldots \ldots \ldots \ldots
\end{align*}
\]
which represent the variation of \(\partial k / k\) with the value of lab in the second form of (48), and in the first and second forms of (49) respectively. In the case of (57) and (59), where the layer is supposed of given volume, the restriction of the formula in the case when the radius of the layer becomes very small must be remembered. The ordinates however at the origin give correctly the change of pitch due to a central layer.
§ 29. There are various other general conclusions which are easily derived from (48) and (49), in the elucidation of which the curves (53), (57), (58) and (59) are useful.

If we suppose the curves drawn on the same scale, then the value of \(b / a\) which answers to a given value of \(x\) is, for a given note in a given material, the same in all the curves.

Again if we are considering the effect of an altered layer of given thickncss, the second factor, which determines the variation of \(\partial k / k\) with the value of \(\sigma\) or with the number of the note, is \(Q\) in the first forms of both (48) and (49).

We thus conclude that if the same scale be adopted in the curves, then the quantities \(-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)\) and \(\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{m_{1}-m}{m_{1}+n}\right)\) for any given note and material are simply in the ratio of those ordinates of the curves \(B\), fig. 1, and \(B\), fig. 2, whose abscissae are found by multiplying the values of \(b / a\) for the assigned positions of the layer by that value of laa which applies to the note and material under consideration.

If we suppose the thicknesses of the layer of altered density and the layer whose elastic constant \(m\) is altered the same, and further suppose
\[
\frac{\rho_{1}-\rho}{\rho}=\frac{m_{1}-m}{m_{1}+n} .
\]
then the numerical magnitudes of the changes of pitch in the two cases in a given note and material are simply as the lengths of the ordinates of the curves.

Similarly if we are considering the effect of altered layers of given volume, we see from the second forms of (48) and (49) that the second factors are the same, viz. Q' \({ }^{\prime}\), whether the alteration be in the density alone, or in the elastic constant \(m\) alone. We thus conclude that the magnitudes of the quantities \(-\frac{\partial k}{k} \div\left(\frac{\partial M}{M}\right)\) and \(\frac{\partial k}{k} \div\left(\frac{\partial V}{V} \frac{m_{1}-m}{m_{1}+n}\right)\) for any given note and material are simply in the ratio of the ordinates of the curves \(A\), fig. 1, and \(A\), fig. 2 , supplied by the abscissae which correspond to the assigned positions of the layer.
§30. The expressions (50) and (52) do not admit of so simple a treatment.
We may, however, regard (50) as composed of two terms, each of which may have its dependence on \(b\) represented by a curve whose ordinate is a function solely of \(r \equiv k \alpha b\).

When the layer is of given thickness, these curves are
\[
\begin{equation*}
y=\psi_{1}(x) \psi_{2}(x) . \tag{61}
\end{equation*}
\]
where
\[
\left.\begin{array}{l}
\psi_{1}(x)=\sin x-2 x^{-1}\left(x^{-1} \sin x-\cos x\right)  \tag{62}\\
\psi_{2}(x)=\sin x-6 x^{-1}\left(x^{-1} \sin x-\cos x\right)
\end{array}\right\}
\]
and (57).
We may then suppose a compound curve drawn whose ordinate is the ordinate of (61) diminished by the product of the ordinate of (57) into the quantity
\[
4\left(n_{1}-n\right) /(m+n) .
\]

Since this quantity depends on the value of \(\sigma\) and on the magnitude of \(\left(\mu_{1}-n\right) / n\) the compound curve varies with the value of \(\sigma\) in the material and with the magnitude of the alteration of rigidity.

When the layer is of given volume the two curves are
\[
\begin{equation*}
y=x^{-2} \psi_{1}(x) \psi_{2}(x) \tag{63}
\end{equation*}
\]
and
\[
\begin{equation*}
y=\left\{x^{-2}\left(x^{-1} \sin x-\cos x\right)\right\}^{2} \tag{64}
\end{equation*}
\]

A compound curve may be derived from (63) and (64) precisely as one was derived from (61) and (57).

The expression (52) may likewise be regarded as composed of two terms. The first of these may have its dependence on \(b\) shown by a curve whose form is independent of \(\sigma\). This curve is ( 57 ) or (64) according as the layer is of given thickness or of given volume. The second term has its dependence on \(b\) shown, according as the thickness or volume of the layer is given, by the curves
\[
\begin{align*}
& y=\left\{\sin x-4 n(m+n)^{-1} x^{-1}\left(x^{-1} \sin x-\cos x\right)\right\}^{2} \ldots  \tag{65}\\
& y=x^{-2}\left\{\sin x-4 n(m+n)^{-1} x^{-1}\left(x^{-1} \sin x-\cos x\right)\right\}^{2} . \tag{66}
\end{align*}
\]
respectively.
Compound curves may as before be constructed showing the variation with \(b\) of the complete expression (52). These compound curves vary with the value of \(\sigma\) and with the magnitude of the alteration of elasticity.

If we suppose a compound curve drawn in the case either of (50) or (52) answering to a given alteration of elasticity and a given value of \(\sigma\), then it applies to all possible notes. There are thus for a given alteration of elasticity and a given value of \(\sigma\) the same species of relations between the relative positions of the layer when its effect on the pitch is a maximum, and between the magnitudes of the several maxima of \(\partial k / h\), as there were in the case of (48) and (49).
\(\S 31\). When the alteration of elasticity and the value of \(\sigma\) remain unchanged then in (50) and (52), precisely as in (48) and (49), the variation of the several maxima of \(\hat{c} k / k\) with the number of the note depends only on the factor \(Q\) when the layer is of given thickness, and on the factor \(Q^{\prime} / 3\) when the layer is of given volume.

Now as appears from 'lable III., \(Q\) differs but little from unity except for note (1); whereas in the higher notes \(Q^{\prime}\) increases at least very approximately as the square of the number of the note. Thus for any one of the four types of alteration of material treated here, the maxima percentage changes of any given number in the frequencies of the several notes above the first are all nearly equal when the layer is of given thickness, but vary approximately as the squares of the numbers of the notes when the layer is of given volume.
§32. The evaluation of some of the functions of \(x\) represented by the curves being as very laborious process, I have carried none of the calculations beyond the value \(3 \pi\) of \(\%\). The results are given in Table VII. 'This supplies most necessary data for the first three notes in any material, but in the case of the higher notes its scope is
limited to positions of the layer which, roughly speaking, lie inside the third loop surface.

The unit abscissa adopted in the table is \(\pi / 18\). For shortness the functions are represented by \(f_{1}(x) \ldots f_{13}(x)\). Full information as to the first eleven of these headings is supplied in the following table. The entry "p" in the column headed "Property of material altered" means that both elastic constants are supposed altered in the same proportion, as in (43):

Table VI.
\begin{tabular}{|c|c|c|c|c|c|}
\hline &  & \[
\begin{gathered}
\text { Layer } \\
\text { of } \\
\text { given }
\end{gathered}
\] & Figure where curve drawn & Letter attached to curve & Values of \(\sigma\) curve applies to \\
\hline \(f_{1}(x)=\sin ^{2} x\) & \[
\left\{\begin{array}{l}
m \\
p
\end{array}\right.
\] & thickness & 2 & \begin{tabular}{l}
\(B\) \\
\hline
\end{tabular} & all \\
\hline \(f_{2}(x)=x^{-2} f_{1}(x)\) & \(\left\lvert\,\left\{\begin{array}{l}m \\ p\end{array}\right.\right.\) & volume
", & 2 & A & all
5 \\
\hline \(f_{3}(x)=\left(x^{-1} \sin x-\cos x\right)^{2}\) & \(\rho\) & thickness & 1 & \(B\) & all \\
\hline \(f_{4}(x)=x^{-2} f_{3}(x)\) & \(\left\{\begin{array}{l}p \\ n \\ p\end{array}\right.\) & volume
thickness
", & 1 & A
\("\)
\("\) & all
\("\)
\("\) \\
\hline \(f_{5}(x)=x^{-4} f_{3}(x)\) & \(\left\lvert\,\left\{\begin{array}{l}n \\ p\end{array}\right.\right.\) & volume & 1 & \(C\) & all \\
\hline \(f_{6}(x)=\left\{\sin x-2 x^{-1}\left(x^{-1} \sin x-\cos x\right)\right\}^{2}\) & \(p\) & thickness & 4 & \(B_{0}\) & 0 \\
\hline \(f_{7}(x)=x^{-2} f_{6}(x)\) & \(p\) & volume & 4 & \(A_{0}\) & 0 \\
\hline \(f_{8}(x)=\left\{\sin x-\frac{4}{3} x^{-1}\left(x^{-1} \sin x-\cos x\right)\right\}^{\prime}\) & \(p\) & thickness & 4 & \(B_{3}\) & -25 \\
\hline \(f_{9}(x)=x^{-2} f_{8}^{2}(x)\) & \(P\) & volume & 4 & \(A_{3}\) & -25 \\
\hline \[
f_{1,}(x)=\left\{\sin x-\frac{2}{x}\left(\begin{array}{c}
\sin x \\
x
\end{array}-\cos x\right)\right\}\left\{\sin x-\frac{6}{x}\left(\frac{\sin x}{x}-\cos x\right)\right\}
\] & \(\cdots\) & thickness & 3 & b & all \\
\hline \(f_{11}(x)=x^{-2} f_{10}(x)\) & \(n\) & volume & 3 & A & all \\
\hline
\end{tabular}

As the first nine functions cannot be negative no signs are attached to their values. In the case of \(f_{10}(x)\) and \(f_{11}(x)\) signs are attached to those entries which occur next the zero value. Any number without a sign attached has the sign last entered in the column.

The functions \(f_{12}(x)\) and \(f_{13}(x)\) which appear in the table apply both to the radial and the transverse vibrations of a sphere. Their use in radial vibrations is stated at the end of this section; their form is more fully discussed in Sect. III.
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Table VII. continued.


\begin{tabular}{l|l}
8 & 8 \\
8 & 8 \\
8 & 8
\end{tabular}




s 33. We shall now discuss in some detail the effects of the several alterations of material.

When the layer differs from the remainder only in density the change of pitch is given by (48). The positions of the layer when the pitch of a given note is unaffected coincide with the node surfaces for that note.

When the layer is in any other position the pitch is raised or lowered according as the density is diminished or increased.

When the layer of altered density is of given volume \(\partial k / k\) varies simply as \(u_{l}{ }^{2}\), as maly be seen by comparing (26) with the function of \(x\) occurring in curve (57), i.e. A, fig. 1.

The points of this curve whose ordinates vanish answer of course to the node surfaces including the centre. The successive maxima ordinates answer to positions of the layer coincident with the successive loop surfaces.

The number of maxima is always equal to the number of the note. When \(\sigma=0\) the surface of the sphere is always a position supplying a maximum.

We see at once from the curve that the first maximum is far the most important. Thus the effect on the pitch of any note of an alteration of density throughout a layer of given small volume whose radius exceeds that of the first, or at all events the second, node surface is comparatively insignificant. The calculation of the lengths of the maxima ordinates may be simplified by the consideration that since the corresponding abscissae are the roots of (37) we may put
\[
\left.\begin{array}{rl}
\left\{\frac{1}{x}\left(\frac{\sin x}{x}-\cos x\right)\right\}^{2} & \left.=\left(\frac{1}{2} \sin x\right)^{2}=\frac{1}{x^{2}}\left(1+\frac{4}{x^{4}}\right)^{-1}\right\}  \tag{67}\\
& =\frac{1}{x^{2}}-\frac{4}{x^{5}}+\ldots \ldots
\end{array}\right\}
\]
where \(x / \pi\) has the values ascribed in Table I. to the case \(\sigma=0\). For the ratios of the first to the successive maxima ordinates, and so of the first to the successive maxima of \(-\frac{\partial k}{K} \div \frac{\partial M}{M}, I\) find
\[
1: \cdot 1485: \cdot 0620: \cdot 0342: 0217: 0150 \ldots
\]

As already explained the absolute magnitudes of the maxima vary as \(Q^{\prime}\) and so lepend on the value of \(\sigma\) and on the number of the note. The following table gives the first and so the largest maximum for the first six notes.

Table Vili.
First maximum of \(-\frac{\partial k}{k} \div \frac{\partial M}{\bar{I}}\).
\begin{tabular}{c|cccccccc}
\begin{tabular}{c} 
Value \\
of \(\sigma\)
\end{tabular} & \begin{tabular}{c} 
Number \\
of note
\end{tabular} & (1) & (2) & (3) & (4) & (5) & (6) \\
\hline 0 & & .619 & 2.38 & 5.51 & 9.89 & 15.52 & 22.41 \\
.25 & & \(\boxed{570}\) & 2.42 & 5.55 & 9.93 & 15.56 & 22.45 \\
05 & & .626 & 2.50 & 5.63 & 10.01 & 15.65 & 22.53
\end{tabular}

When \(\sigma=5\) the first maximum for note ( \(i\) ) is given by
\[
\begin{equation*}
-\frac{\partial k}{k} \div \frac{\partial M}{\nu I}=i^{2} \times 6259 \tag{68}
\end{equation*}
\]
and for all values of \(i\) above 6 , this equation will give a close approximation to the first maximum whatever be the value of \(\sigma\).
\(\S 34\). When the layer of altered density is of given thickness \(t\), the mode of variation of \(\partial k / k\) with \(k x b\) is given by curve ( 53 ), i.e. \(B\), fig. 1. The successive maxima ordinates diminish slightly as the values of \(x\) to which they correspond increase.

The exact values of the abscissae supplying the maxima ordinates are the positive poots of
\[
\begin{equation*}
\sin x-\frac{1}{x}\left(\frac{\sin x}{x}-\cos x\right)=0 . \tag{69}
\end{equation*}
\]
excluding zero. It will be noticed that (20) may be made identical with (69) by writing \(x\) for \(k \alpha a\) and taking \(m=3 n\). Thus the roots of (69) are the values assigned to ka in Table I. in the column for \(\sigma=\stackrel{3}{3}\). The corresponding positions of the layer thus coincide with the no-stress surfaces when \(\sigma=\dot{3}\), and lie outside or inside these surfaces according as \(\sigma\) is less or greater than this value. It follows that provided \(\sigma\) be not less than 3 the number of true maxima of \(\partial k / k\) is equal to number of the note. If, however, \(\sigma\) be less than 3 the number of true maxima is less by unity than the number of the note.

This point requires special attention in note (1), as there is here no true maximum if \(\sigma\) be less than \(\cdot 3\). This simply means that when \(\sigma\) is less than \(\dot{3}\) the portion of curve \(B\), fig. 1 , which applies to this note does not extend as far as the first maximum ordinate. The value of \(\partial k / k\) in such a case increases continually as the layer moves out from the centre. The value arising when the layer is at the surface may be called a maximum, but it must be carefully distinguished from the true maxima which answer to the maxima ordinates of curve \(B\).

All the data necessary for calculating the positions of the layer answering to the true maxima in the case of those notes and materials considered here exist in Table I. I have, however, thought it worth while to record the results in the following table. The blanks indicate the absence of true maxima.

Table IN.
Values of b'l when \(-\frac{i k}{k} \div\binom{\frac{t}{l} \rho_{1}-\rho}{\rho}\) is a maximum.
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Number of note & Value of \(\sigma\) & Number of maximum (1) & (2) & (3) & (4) & (5) & (b) \\
\hline (1) & \[
\left\{\begin{array}{l}
0 \\
\square \\
\square
\end{array}\right.
\] & \[
\overline{8733}
\] & & & & & \\
\hline (2) & \[
1 \begin{aligned}
& 0 \\
& 6 \\
& \hline 5
\end{aligned}
\] & \[
\begin{aligned}
& 4618 \\
& 4.528 \\
& 4366
\end{aligned}
\] & \[
\bar{\square}
\] & & & & \\
\hline (3) & \[
\begin{aligned}
& 10 \\
& \because .5 \\
& \because .5
\end{aligned}
\] & \[
\begin{aligned}
& -2900 \\
& -2956 \\
& -2911
\end{aligned}
\] & \[
\begin{aligned}
& 6644 \\
& \cdot 6591 \\
& \cdot 6490
\end{aligned}
\] & \[
\bar{\square}
\] & & & \\
\hline (4) & \[
\left\{\begin{array}{l}
0 \\
25 \\
\square 5
\end{array}\right.
\] & \[
\begin{aligned}
& \cdot 2212 \\
& -2202 \\
& -2183
\end{aligned}
\] & \[
\begin{array}{r}
4931 \\
+4909 \\
\cdot 4867
\end{array}
\] & \[
\begin{aligned}
& \cdot 7511 \\
& 7478 \\
& 7414
\end{aligned}
\] & \[
\overline{\square .9936}
\] & & \\
\hline (5) & \[
\left[\begin{array}{l}
0 \\
\because 5 \\
\square
\end{array}\right.
\] & \[
\begin{array}{r}
\cdot 1761 \\
\cdot 1756 \\
\cdot 1747
\end{array}
\] & \[
\begin{aligned}
& 3926 \\
& : 391.5 \\
& : 3894
\end{aligned}
\] & \[
\begin{aligned}
& 5950 \\
& : 5964 \\
& : 9931
\end{aligned}
\] & \[
\begin{aligned}
& .8015 \\
& .7992 \\
& .7949
\end{aligned}
\] & \[
\bar{\square}
\] & \\
\hline (6) & \[
\left\{\begin{array}{l}
0 \\
25 \\
25
\end{array}\right.
\] & \[
\begin{aligned}
& \cdot 1464 \\
& \cdot 1461 \\
& \cdot 145
\end{aligned}
\] & \[
\begin{aligned}
& 326: 3 \\
& 3257 \\
& 3245
\end{aligned}
\] & \[
\begin{aligned}
& \cdot 4971 \\
& \cdot 4961 \\
& \cdot 4943
\end{aligned}
\] & \[
\begin{gathered}
.6662 \\
.6649 \\
.6624
\end{gathered}
\] & \[
\begin{aligned}
& .8347 \\
& 83: 31 \\
& 8299
\end{aligned}
\] & \(\cdot 9972\) \\
\hline
\end{tabular}

In calculating the lengths of the successive maxima ordinates of curve \(B\), fig. 1 , we may, since \(x\) is a root of (69), replace
\[
\left(\frac{\sin x}{x}-\cos x\right)^{2} \text { by }\left(1-x^{-2}+x^{-4}\right)^{-1}
\]

For the ratios of the first to the successive maxima ordinates I find
\[
1: 908: 895: 890: 888: 887 . . .
\]

These are thus the ratios of the first to the successive maxima of \(-\partial k / h\) due to a given alteration of density occurring throughout a layer of given thickness in a given sphere, whatever be the density or elasticity of the sphere or the number of the note considered.

The ubsolute values of the maxima vary as Q. In the following table are given the absolute values of the first and so largest maxima for the cases considered here.

\section*{Table X.}

First maximum of \(-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)\).
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Value of \(\sigma\) & Number of note & (1) & (2) & (3) & (4) & (5) & (6) \\
\hline 0 & & 1.853 \({ }^{*}\) & 1-202 & 1.158 & 1.14.5 & \(1 \cdot 140\) & 11137 \\
\hline -25 & & 1.511* & 1.175 & \(1 \cdot 148\) & 1-140 & \(1 \cdot 136\) & 1-135 \\
\hline - & & 1.1:30 & 1•1:30 & 1.180 & \(1 \cdot 130\) & 1-130 & 1.180) \\
\hline
\end{tabular}

In the case of note (1) there are no true maxima for the values 0 and 25 of \(\sigma\). I have, however, given the greatest values which the quantity tabulated can have in these two cases. They answer to positions of the layer coincident with the surface, and are distinguished by asterisks.

As in the case of all quantities varying as \(Q\), it is only in the first few notes that the percentage change of pitch depends to any marked extent on \(\sigma_{0}\). For any note above the sixth in any isotropic material the formula for the limiting case \(\sigma=5\), viz.
\[
\begin{equation*}
-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)=1 \cdot 130 \tag{70}
\end{equation*}
\]
supplies a very fair approximation to the first maximum.
§ 35. In the second case we are to consider \(m\) alone is altered. Mathematically considered this change is very important, as the expressions which occur in the formula for \(\partial k / h\) are of extraordinary simplicity.

The change of pitch in this case is given by (49). The positions of the layer when the change of pitch in a note of frequency \(k / 2 \pi\) vanishes are given by the equation
\[
\begin{equation*}
x=k \alpha b=i \pi \tag{71}
\end{equation*}
\]
where \(i\) is any positive integer. For all other positions the pitch is raised or lowered according as \(m\) is increased or diminished throughout the layer.

Employing (71) we can easily calculate from Table I. the values of \(b / a\) for those positions in which the layer does not affect the pitch of the several notes. When \(\sigma=5\) these positions coincide with the no-stress surfaces. For other values of \(\sigma\) it seems unnecessary to tabulate them, because they lie exactly midway between the successive positions given in Table XI. where the layer when of given thickness has most effect on the pitch.

Supposing first that the layer is of given volume, we have the variation of \(\partial k / k\) with the value of \(k a b\) given by the curve (59), i.e. \(A\), fig. 2.

Of the maxima ordinates that at the origin is very much the largest. Thus the maximum change of pitch which arises when the altered material forms a central layer is extremely large compared to the other maxima.

In the present case to obtain the change of pitch due to a central layer, we have only to divide by 3 the values given for \(Q^{\prime}\) in Table III., and to alter the heading from \(Q^{\prime}\) to \(\frac{\partial k}{k} \div\left(\frac{\partial V m_{1}-m}{V} m_{1}+n\right)\).

From (59) we see that the several maxima ordinates have for their abscissate the roots of \(\tan x=x\). The corresponding positions of the layer are thus coincident with the node surfaces.

In comparing the lengths of the maxima ordinates it is convenient to notice that since \(\tan x=x\),
\[
\left(x^{-1} \sin x\right)^{2}=\left(1+x^{2}\right)^{-1} .
\]

Employing this relation, I find for the ratios of the first to the subsequent maxima ordinates, and so for the ratios of the first maximum change of pitch-answering to a change of \(m\) throughout a central layer-to the subsequent maxima
\[
1: 04719: 01648: 00834: 00503: \cdot 00336 \ldots
\]

For notes above the sixth a close approximation to the first maximum in any material is supplied by the equation
\[
\begin{equation*}
\frac{\partial h_{0}}{k} \div\left(\frac{\partial V}{V} \frac{m_{1}-m}{m_{1}+n}\right)=\frac{i^{2} \pi^{2}}{3} \tag{72}
\end{equation*}
\]
where \(i\) is the number of the note. This is the exact equation for the value 5 of \(\sigma\).
§ 36. Suppose next that the layer whose \(m\) differs from that of the remainder is of given thickness. The corresponding curve is (58), i.e. B, fig. 2, which is merely a special form of the curve of sines.

The zero ordinates coincide of course with those of curve \(A\), fig. 2. The abscissae supplying the maxima ordinates are found by ascribing positive integral values to \(i\) in the equation
\[
x=(2 i+1) \pi / 2 .
\]

The corresponding values of \(b / a\) for the notes and materials treated here are given in the following table:

\section*{Table XI.}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{4}{|r|}{Values of \(b / \iota\) when \(\frac{\partial k}{k} \div\left\{\frac{t}{a} \frac{m_{1}-m}{m_{1}+n}\right\}\)} & \multicolumn{2}{|l|}{is a maximum.} & \multirow{3}{*}{(6)} \\
\hline Number of note & Yalue of \(\sigma\) & \begin{tabular}{l}
Number of \\
Maximum \\
(1)
\end{tabular} & (2) & (3) & (4) & (3) & \\
\hline \multirow{3}{*}{(1)} & 10 & -7546 & & & & & \\
\hline & -25 & -6127 & & & & & \\
\hline & (\%) & \(\bigcirc\) & & & & & \\
\hline \multirow{3}{*}{(2)} & 10 & -2644 & 7983: & & & & \\
\hline & 25 & -2593 & .775 & & & & \\
\hline & \(1 \%\) & -25 & 7. 7 & & & & \\
\hline \multirow{3}{*}{(3)} & 10 & - 1706 & -5119 & 85:32 & & & \\
\hline & -\% & \(\cdot 1693\) & -3078 & 846:3 & & & \\
\hline & (\%) & -1i & \(\therefore\) & -83 & & & \\
\hline \multirow{3}{*}{(4)} & 10 & -1266 & 3799 & .6332 & . 8864 & & \\
\hline & 12.5 & -1261 & -3782 & -6:304 & -8826 & & \\
\hline & (\%) & 125 & 87.5 & -625 & -87. & & \\
\hline \multirow{3}{*}{(5)} & 10 & -1008 & 3025 & -5041 & 7058 & . 9074 & \\
\hline & -2.5 & -100. & :3016 & -. 027 & 7038 & -9049 & \\
\hline & (\%) & \(\cdot 1\) & \(\because\) & \(\%\) & & & \\
\hline \multirow{3}{*}{(6)} & 10 & -0838 & 2514 & -4190 & -3667 & 7543 & -9219 \\
\hline & -95 & .08:36 & -2509 & -4182 & -9855 & 7528 & .9201 \\
\hline & (\%) & -08: & -2: & 416 & -583 & 75 & 916 \\
\hline
\end{tabular}

Comparing the preceding table with Table II. it will be seen that the positions of the layer of given thickness when an alteration in \(m\) has most effect on the pitch are, with the exception of the first, only a very small distance outside of the corresponding node surfaces. The distances separating the two sets of surfaces become less and less the higher the note.

The maxima ordinates are all exactly equal. The exact expression for the maxima changes of pitch is
\[
\begin{equation*}
\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{m_{1}-m}{m_{1}+n}\right)=Q \tag{78}
\end{equation*}
\]

Their numerical values are thus given explicitly in Table III. by altering the heading in that table from \(Q\) to \(\frac{\partial k}{k^{i}} \div\left(\frac{t}{a} \frac{m_{1}-m}{m_{1}+n}\right)\).
§ 37. In the next case we are to consider when the layer differs from the remainder only in rigidity the change of frequency is given by (50).

This may be regarded as composed of two separate terms, one varying as the first, the other as the second power of \(n_{1}-n\). When the difference between the rigidities of the layer and the remainder is small the second term may be neglected, except for such values of \(b\) as make the first term nearly vanish. By supposing the difference of the rigidities sufficiently small we can indefinitely reduce the limits wherein the second term is comparable with the first. We shall thus for the sake of simplicity commence by supposing that \(n_{1}-n\) is very small and that the term in \(\left(n_{1}-n\right)^{2}\) is negligible.

The law of variation of \(\partial k / k\) with the value of \(k z b\) is in this case given by (61) or (63) according as the layer is of given thickness or of given volume. The sign of \(\partial k_{/}\left(n_{1}-n\right)\) is thus the same as that of the product of the functions \(\psi_{1}(x)\) and \(\psi_{2}(x)\) defined in (62).

The ordinate of curve \(A\), fig. 3 , is the quantity \(x^{-2} \psi_{1}(x) \psi_{2}(x)\), or \(f_{11}(x)\) of Table VII.; while the ordinate of curve \(B\), fig. 3, is the quantity \(\psi_{1}(x) \psi_{2}(x)\), or \(f_{10}(x)\). Thus the ordinates of these curves are proportional to the changes of pitch when a small alteration in rigidity occurs throughout (1) a given volume, (2) a given thickness.

The sign of \(\partial k\) is the same as that of \(n_{1}-n\) or the opposite according as the ordinates of the curves are positive or negative. The zero ordinates have for their abscissae the roots of the two equations
\[
\begin{align*}
& \psi_{1}(x)=0 .  \tag{74}\\
& \psi_{2}(x)=0 . \tag{75}
\end{align*}
\]

As \(x\) increases through a root of (74) the curves cross from the negative to the positive side of the axis of \(x\), while as \(x\) increases through a root of (75) they cross from the positive to the negative side.

Comparing (62) with (20) we see that the roots of (74) are the values ascribed to la l in Table I. for \(\sigma=0\), the corresponding positions of the layer being coincident with
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the loop surfaces For the first two routs of (55), excluding zero, I find approximately \(1694 \pi\) and \(2.797 \pi\).

If we denote by \({ }^{x} x_{i}\) and \(x_{i}\) the \(i^{\text {th }}\) roots excluding zero of (74) and (75) reepectively, then it is easily proved that as \(i\) increases the roots \(x_{i}\) and \(x_{i-1}\) both continually approach \(i \pi\). Also \(x^{x_{i}}-x_{i-1}\) remains positive but continually diminishes as \(i\) increases. Thus the breadth of the segments which lie on the negative side of the axis becomes less and less the further they are from the origin, while the breadth of the positive segments approaches \(\pi\).

For further information as to details the reader may consult the following table, remembering that the term in \(\left(n_{1}-n\right)^{2}\) is neglected in its conclusions.

\section*{Table XII.}

Sign of \(\lambda k_{i}^{\prime}\left(n_{1}-n\right)\), and values of \(b^{\prime} / a\) for which its sign changes.


For the fourth and higher notes the table is complete only for positions of the layer inside the third loop surface. The other positions of the layer in which \(\partial k /\left(n_{1}-n\right)\) vanishes in changing from negative to positive, being the same as the loop surfaces above the third, are given for notes ( \(t\) )-(6) in Table II.

3 38. For the numerical magnitudes of the changes of pitch we must separately consider the cases when the layer is of giver volume and of given thickness. In the former case the curve \(A\) of fig. 3 applies. This curve has its largest maximum ordinate at the
origin. The numerical magnitude of the first maximum change of pitch may be obtained from \(\S \S 22\) and 24 . As explained there its values for the several notes and materials treated here may be found by dividing by 9 the values assigned to \(Q^{\prime}\) in Table III. and equating the results to \(-\frac{\partial k}{k} \div\left(\begin{array}{l}n_{1}-n \frac{\partial \boldsymbol{V}}{m+n}-\boldsymbol{V}\end{array}\right)\).

Thus the change in pitch due to a given small alteration in \(n\) throughout a central layer is numerically equal to one-third the change in pitch due to an equal alteration in \(m\) throughout the same central layer. The fact that \(\partial k\) is opposite in sign to \(n_{1}-n\) is thus important practically as well as theoretically.

The abscissae answering to the subsequent maxima ordinates are the roots of a complicated equation. The approximate values of the first few roots can be seen from the figure or from Table VII. As regards the higher roots it is comparatively easy to prove that they split up into two sets, one set approaching the values \((2 i+1) \pi / 2\), the other set approaching \(i \pi\), where \(i\) is an integer. Answering to the first set are those maxima for which \(\partial k /\left(n_{1}-n\right)\) is positive, to the second those maxima for which \(\partial k /\left(n_{1}-n\right)\) is negative. The number of negative maxima, including that for the central layer, is equal to the number of the note and exceeds by 1 the number of positive maxima.

It is not difficult to prove that the successive positive maxima ordinates vary approximately as the inverse squares of the corresponding abscissae, while the negative maxima ordinates after the first vary approximately as the inverse fourth powers of the abscissae. No great interest thus attaches to the numerical magnitudes of any but the first positive and negative maxima ordinates which can be approximately derived from the figure or from Table VII.
§ 39. When the layer whose rigidity suffers a given small alteration is of given thickness the variation of \(\partial k / k\) with the value of \(k a b\) is shown by curve \(B\) of fig. 3. The equation determining the abscissae corresponding to the maxima ordinates is very complicated. It is, however, easily proved that there are two sets of roots, the higher roots of the first set being approximately ond multiples, and the higher roots of the second set approximately even multiples of \(\pi / 2\).

The first set supply the positive, the second the negative maxima ordinates. It is easily proved that the positive maxima changes of pitch which answer to those of the maxima ordinates which are most remote from the origin in the case of the higher notes are all approximately given by
\[
\frac{\partial k}{k} \div\left(\frac{b-c}{a} \frac{n_{1}-n}{m+n}\right)=Q .
\]

They thus approach to equality amongst themselves and likewise to equality with the maxima of \(\frac{\partial k}{k} \div\left(\frac{b-c}{a} \frac{m_{1}-m}{m_{1}+n}\right)\) in the same notes.

The positions of the layer answering to the \((i-1)^{\text {th }}\) positive maximum in the case of \(n\) altered, and to the \(i^{\text {th }}\) maximum in the case of \(m\) altered are also when \(i\) is large nearly identical.

The abscisa supplying the first and largest positive maximum ordinate is greater than \(\pi\); thus the corresponding maximum change of pitch camot apply to note (1). This ordinate is greater than the maxima ordinates of curve \(B\), fig. 2 , by fully 50 per cent. Thus the greatest possible change in the pitch of any note, except the first, due to a given small alteration of \(n\) throughout a layer of given thickness is fully 50 per cent. greater than the maximum change of pitch in the same note due to an equal alteration of \(m\) throughout a layer of equal thickness.

The abscissa answering to the first and largest maximum negative ordinate is approximately \(4 t \pi\), and the corresponding value of
\[
-\frac{\partial w}{k} \div\left(\frac{t}{a} \frac{n_{1}-n}{m+n}\right)
\]
slightly exceeds 290 .
This is a far from insignificant change of pitch, and it applies to all the notes in every material. In the case of note (1) it is the only true maximum there is, and when \(\sigma\) is small it is the numerically largest change of pitch which the given alteration of rigidity can produce. If, however, \(\sigma\) approach 5 an equal alteration of rigidity throughout a layer at or near the surface of the sphere is more effective in altering the pitch, and in this position the sign of \(\partial k\) is the same as that of \(n_{1}-n\).

The subsequent maxima negative ordinates rapidly diminish as the corresponding abscissae increase.
§ 40. We must next take into consideration the term in \(\left(n_{1}-n\right)^{2}\) in (50). Its contribution to the change of pitch is given, writing \(x\) for kab, by
is
\[
\left.\begin{array}{l}
\frac{\partial k}{k}=-\frac{t}{u} \frac{4\left(n_{1}-n\right)^{2}}{\left(m+n_{1}\right)(m+n)} Q f_{4}(x) \\
\frac{\partial k}{k}=-\frac{\partial V}{V} \frac{4\left(n_{1}-n\right)^{2}}{\left(m+n_{1}\right)(m+n)} \frac{Q^{\prime}}{3} f_{5}(x)
\end{array}\right\} .
\]
according as the layer is of given thickness or of given volume. The term in \(\left(n_{1}-n\right)^{2}\) indicates a fall in pitch whether the rigidity of the layer be increased or diminished. The curves
\[
y=f_{5}(x), \text { and } y=f_{5}(x)
\]
are \(A\) and \(C\) ' of tig. 1 respectively, the former of which was discussed in § 33. The zero ordinates of both curves answer to positions of the layer coincident with the node surfaces. Of the maxima ordinates of curve \(A\) the first is much the largest. The corresponding contribution to the change of pitch in the present case may casily be calculated approximately from the curve and Table III. It is far from being insignificant compared to the contribution of the term in \(n_{3}-n\) when the alteration in rigidity is large. As the subsequent maxima ordinates of curve \(A\), fig. 1 , rapidly diminish as their abscissae increase, white the several maxima ordinates of curve B, fig. 3, remain large, it follows that for an alteration of rigidity throughout a layer of given thickness the relative im-
portance of the term in \(\left(n_{1}-n\right)^{2}\) rapidly diminishes as the layer moves outwards from the first loop surface,

Exactly similar conclusions for the case when the layer is of given volume follow from a comparison of curve C, fig. 1, and curve A, fig. 3. Of the maxima ordinates of curve \(C\), fig. 1 , that at the origin is much the largest. In fact the second maximum is so small that I have not attempted to draw the curve further than the first zero ordinate.
§ 41. Our investigations show that for positions of the layer inside the first loop surface the term in \(\left(n_{1}-n\right)^{2}\) is in general far from negligible unless the alteration in rigidity be small; but that in the case of the higher notes for positions of the layer outside the first loop surface this term is in general comparatively insignificant even when the alteration in rigidity is large.

It must, however, be remembered that the term in \(n_{1}-n\) vanishes when the layer coincides with a loop surface, whereas the term in \(\left(n_{1}-n\right)^{2}\) has its maxima when the layer is at or very close to the loop surfaces. Thus, however small the alteration in rigidity may be, when it occurs in a layer immediately adjacent to a loop surface the term in \(\left(n_{1}-n\right)^{2}\) is the larger of the two.

We thus arrive at the following conclusions.
There are certain volumes within a sphere performing any given note where any alteration in rigidity \({ }^{1}\) throughout a thin layer lowers the pitch. As the term in \(\left(n_{1}-n\right)^{2}\) varies as \(\left(m+n_{1}\right)^{-1}\) the corresponding fall of pitch is greater when the rigidity is diminished than when it is increased.

The principal volumes of this kind are in the immediate neighbourhood of the loop surfaces \(L_{1}, L_{2} \ldots\) There are, however, similar volumes in the neighbourhood of the surfaces \(S_{1}, S_{2}\), etc. which answer to the roots of (75). The volumes surrounding two adjacent surfaces \(S_{i-1}\) and \(L_{i}\) may possibly in some cases when \(n_{1}-n\) is large become coterminous, but when \(n_{2}-n\) is small they are certainly separate. An alteration of rigidity throughout a layer within one of these volumes acts to some extent as what is frequently termed a constraint.

In general terms it may be said that the existence of the term in \(\left(n_{1}-n\right)^{2}\) extends the regions wherein an increase of rigidity lowers the pitch, and increases numerically this lowering of pitch. On the other hand it restricts the limits of the regions *wherein a diminution of rigidity raises the pitch and reduces numerically this rise of pitch.
\(\S 42\). In our last special case the change of pitch is given by (52). For the limiting value 5 of \(\sigma\) this assumes the simple form
\[
\frac{\partial k}{k}=\frac{t}{u} \frac{p}{1+p} Q \sin ^{2} k \alpha b
\]

Now the coefficient of \(p /(1+p)\) in (78) is the same as that of \(\left(m_{1}-m\right) /\left(m_{1}+n\right)\) in (49). Thus the curves of fig. 2 and the conclusions already come to in the case when \(m\) alone varies apply at once with merely a change in phraseology.

\footnotetext{
\({ }^{1}\) i.e. any alteration of elasticity which leaves \(m\) unaltered.
}

\section*{184}

Except in this extreme case the coefficient of \(p\) on the right-hand side of (52) is the sum of two squares.

Further as the equations \(\sin x=0\) and \(\tan x=0\) have no common root other than zero, the two squares canuot simultaneously ranish unless \(b=0\). Thus an alteration of both elastic constants in the same proportion necessarily affects the pitch unless it occur at the centre, and the pitch is raised or lowered according as the constants of the layer are increased or diminished.

It will also be seen from \(\S 22\) that when such an alteration of elasticity occurs throughout a core of given volume there is a change of pitch whose sign agrees with that of \(p\). Thus the statement that the change of pitch is of the same sign as the alteration of elasticity is on the uniconstant theory zmiversully correct as well as unambiguous.
§43. It will be convenient to suppose
\[
\partial k=\hat{\partial} k_{1}+\bar{\partial} k_{2}
\]
where
\[
\begin{align*}
& \frac{c k_{1}}{k}=\frac{t}{a} p Q \frac{4 n(3 m-n)}{(m+n)^{*}}\left\{\begin{array}{c}
1 \\
k a b
\end{array}\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\}^{2}  \tag{79}\\
& \frac{\hat{c} k}{k}=\frac{t}{a} \frac{p}{1+p} Q\left(\frac{1}{k \alpha b}\right)^{2}\left\{k a b \sin k a b-\frac{4 n}{m+n}\left(\frac{\sin k \alpha b}{k \alpha b}-\cos k \alpha b\right)\right\}^{2} . \tag{80}
\end{align*}
\]

The numerical magnitude of \(\partial k_{1}\) is independent of the sign of \(p\), whereas \(\partial k_{2}\) is numerically greater for a given negative value of \(p\) than for an equal positive value.

Again \(\hat{c} k_{1}\) depends on the square of the displacement. It thus ranishes when the altered layer is at a node surface, and when the layer is of given thickness it has its maxima when the layer coincides with the loop surfaces. On the other hand \(\partial k_{2}\) depends on the square of the radial stress. It thus vanishes when the altered layer is at a nostress surface, and when the layer is of given volume it has its maxima when the layer coincides with those surfaces over which the radial stress is a maximum.

Again the law of variation of \(\partial k_{1} / k\) with \(k a b\) is wholly independent of the value of \(\sigma\), but the absolute values of \(\partial k_{3} / k\) diminish rapidly and become inconsiderable as \(\sigma\) approaches near the limiting value 5 . On the other hand the law of variation of \(\partial h_{2} / k\) with kalb varies with the value of \(\sigma\), and this is very conspicuous in the case of the fundamental note, or so long as \(b / a\) is small in the case of the higher notes.

Perhaps the inost important difference of all is that in the case of the higher notes when the layer, supposed of given thickness, travels outwards from the third node surface \(\partial k_{1} / k\) becomes rapidly insigniticant, whereas \(\partial k_{2} / k\) has a succession of important maxima of nearly uniform magnitude and nearly independent of \(\sigma\). By supposing the layer of given volume we should come to precisely the same conclusion as to the relative preponderance of che when the layer is outside the third node surface. An exception must of course be made of prsitions of the layer immediately adjacent to the no-stress surfaces where ck, vanishes.
§ 44. To obtain some idea of the numerical magnitude of the change of pitch we must consider separately the cases when the layer is of given volume and when it is of given thickness.

In the former case, with the usual limitation as to the centre, writing \(x\) for kab,
\[
\begin{equation*}
\frac{\partial k_{1}}{\hbar}=p \frac{\partial V}{V} \frac{Q^{\prime}}{3} \frac{4 n(3 m-n)}{(m+n)^{2}}\left\{\frac{1}{x^{2}}\left(\frac{\sin x}{x}-\cos x\right)\right\}^{2} . \tag{81}
\end{equation*}
\]

The variation of \(\partial k_{1} / k\) with \(k a b\) is thus shown by \(f_{5}(x)\) as tabulated in Table VII, and by curve \(C\), fig. 1 , for values of \(x\) less than \(3 \pi / 2\). This curve has by far its largest maximum ordinate at the origin. This ordinate is by no means insignificant. It has also in the present case to be multiplied by \(4 n(3 m-n)(m+n)^{-2}\), a quantity which varies between 2 and \(9 / 4\) for values of \(\sigma\) less than 3 . Thus the corresponding change of pitch is of considerable importance in ordinary isotropic materials. So long in fact as \(x\) is less than \(\pi\) the ordinates of curve \(C\), fig. 1 , are fairly comparable with the ordinates of the other curves which apply when the layer is of constant volume.

For positions of the layer, however, answering to points beyond the first zero ordinate of curve C, fig. \(1, \partial k_{1}\) is always extremely small. It is in fact easily proved that the second maximum ordinate is less than \(1 / 134\) of that at the origin.

Still supposing the layer of given volume, we have with the usual limitation, writing \(x\) for \(k a b\),
\[
\begin{equation*}
\frac{\partial k_{2}}{k}=\frac{p}{1+p} \frac{\partial V}{V} \frac{Q^{\prime}}{3}\left[\frac{1}{x^{2}}\left\{\sin x-\frac{4 n}{m+n} \frac{1}{x}\left(\frac{\sin x}{x}-\cos x\right)\right\}^{2}\right] . \tag{82}
\end{equation*}
\]

The function of \(x\) inside the square bracket reduces when \(\sigma=5\) to \(x^{-2} \sin ^{2} x\), the quantity appearing as \(f_{2}(x)\) in Table VII., and represented by curve \(A\), fig. 2. This curve has been already exhaustively considered. The function is also tabulated for the values 0 and 25 of \(\sigma\) in Table VII. under the headings \(f_{7}(x)\) and \(f_{9}(x)\) respectively. The corresponding curves are \(A_{0}\) and \(A_{.25}\) of tig. 4 .

The differences between the three curves last mentioned are very conspicuous near the origin.

For small values of \(x\) the ordinates of curve \(C\), fig. 1 , are comparable with the ordinates of the curves mentioned above. Thus in comparing the changes of pitch due to a given percentage alteration of elasticity for different values of \(\sigma\) we must, at least when the altered layer is inside the second node surface, construct compound curves of the kind mentioned in § 30 .

The compound curves showing the variation with kab of
\[
\frac{\partial k}{k} \div\left(\frac{p}{1+p} \frac{\partial V}{\bar{V}} \frac{Q^{\prime}}{3}\right)
\]
are found as follows:-
when \(\sigma=0\), multiply the ordinate of curve \(C\), fig. 1 , by \(2(1+p)\), and add it to the ondinate of curve \(A_{0}\), fig. 4.
when \(\sigma=2^{5}\), multiply the ordinate of curve \(C\), fig. 1, by \(20(1+p) / 9\), and add it to the orxinate of curve A.os, tig. 4.
when \(\sigma=5\) there is the simple curve \(A\), fig. 2.
When the alteration in elasticity is small we may neglect \(p\) in forming the compound curves, i.e. replace \(1+p\) by 1 simply.

In deducing the numerical value of \(\partial k / k\) for a given value of \(p\) the ordinate of the corresponding compound curve must be multiplied by that value of \(Q^{\prime} / 3\) which applies to the note and material under investigation.

Since the largest maximum ordinate in all the compound curves occurs at the origin, it will be found simplest when the greatest possible change of pitch alone is wanted to apply at once the result obtained in \(\S 24\), replacing \(\partial E_{l}\) by
\[
\underset{V}{V} \frac{p}{1+p} \frac{3 m-n}{3(m+n)}\left\{1+\frac{4}{3} p \frac{n}{m+n}\right\}
\]
\(\S 45\). The three curves \(A\), fig. 2, \(A_{0}\) and \(A_{025}\), fig. 4, become extremely similar when .r is large.

The equation for the abscissae supplying the maxima ordinates in these curves is
\[
\frac{\sin x}{x}-\cos x+\frac{2(1-2 \sigma)}{1-\sigma} \frac{1}{x^{2}}\left\{x \sin x-3\left(\frac{\sin x}{x}-\cos x\right)\right\}=0 .
\]
\(\qquad\)
For \(\sigma=5\) the roots of (53) are identical with those of \(\tan x=x\), and for all other values of \(\sigma\) the higher roots of ( 53 ) though less than the roots of \(\tan x=x\) are very nearly equal to them.

Thus the more remote positions of the layer answering to the maxima values of ck. \(k\) in the case of the higher notes lie close inside the successive node surfaces, except for the limiting value of \(\sigma\) when they exactly coincide with the node surfaces.

The first rout of (S3) other than zero varies from \(1 \cdot 232 \pi\) when \(\sigma=0\) to \(1 \cdot 430 \pi\) when \(\sigma=5\). Thus the position of that maximum ordinate which lies between the first and second zero ordinates varies to an appreciable extent with the value of \(\sigma\).

There is also an appreciable difference in the lengths of this ordinate in the three curves, these lengths unlike those of the ordinates at the origin increasing as \(\sigma\) diminishes. Beyond the second zero ordinates the curves would lie very close together, so in fig. 4 , curse \(A\)...z stops at this point.

For values of \(x\) exceeding \(\pi\), \(\delta k_{1} / c k_{2}\) is rery small except for such positions of the layer as make of \(k_{2}\) insignificant. Thus for practical purposes the dependence of \(\partial k / k\) on the position of the layer, when close to or outside of the second node surface, is approximately given for the values \(0,{ }^{2}\), and of \(\sigma\) by the curves \(A_{0}, A_{025}\) of fig. 4 or A, fig. 2, alone.

Except in the case of the first one or two maxima no serious error will be introduced by supposing the positions of the layer which supply the maxima changes of pitch to coincide exactly with the node surfaces.

These maxima are also approximately given by the formula which in strictness applies only when \(\sigma=\circ\), viz.
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{p}{1+p} \frac{\partial V}{V} \frac{i^{3} \pi^{2}}{3\left(1+x^{2}\right)} \tag{84}
\end{equation*}
\]

Here \(i\) is the number of the note and \(x\) is that root of (36) answering to the particular node surface, at or close to which the layer is found.
\(\S 46\). We shall next suppose that the layer is of given thickness. We may regard \(\partial k\) as consisting of two terms given by (79) and (80). Of these the variation of \(\partial k_{1}\) with \(k a b\) is shown by curve \(A\), fig. 1 , while the variation of \(\partial k_{2}\) is shown for the values \(0, \cdot 25\) and 5 of \(\sigma\) by \(B_{0}, B_{25}\), fig. 4, and \(B\), fig. 2.

It is obvious from these curves that for values of \(x\) exceeding \(\pi, \partial k_{1}\) is small compared to \(\partial k_{2}\), except very near the vanishing positions of the latter quantity, and the value of \(\partial k_{2}\) depends but little on the value of \(\sigma\).

The exact positions of the layer supplying the maxima changes of pitch in the limiting case represented by curve \(B\), fig. 2, are the positions given in Table XI. for \(\sigma=5\). In this case all the maxima for any given note are equal, and their numerical values are obtained at once from the formula
\[
\frac{\partial k}{k}=\frac{t}{a} \frac{p}{1+p}
\]

In the third segments there is a difference only of something like 1 per cent. between the lengths of the maxima ordinates of the curves \(B_{0}, B_{25}\), fig. 4 , and \(B\), fig. 2. Also these maxima are near the zero ordinates of curve \(A\), fig. 1 , representing the variation in \(\partial k_{1}\). Thus by altering the heading of Table III. from \(Q\) to \(\frac{\partial k}{h} \div\left(\frac{t}{a} \frac{p}{1+p}\right)\) and rejecting the numbers given for notes (1) and (2), we obtain what are extremely good approximations for the third and subsequent maxima, for the values 0 and \(2 \sigma\) of \(\sigma\) as well as for \(\sigma=5\). Even in the case of the second maxima the magnitudes derived from this use of Table III. would not be seriously in error.

When \(k a b\) is small the dependence of the law of variation of \(\partial k_{2} / k\) on the value of \(\sigma\) is so conspicuous in the figures that further comment is hardly necessary.
§47. For even a rough approximation to the change of pitch when the layer is inside or but little outside of the first loop surface we must construct compound curves for the values 0 and 25 of \(\sigma\). These are formed by combining curve \(A\), fig. \(\mathbf{1}\), with the curves \(B_{0}\) and \(B_{25}\) of fig. 4 , in precisely the same way as the compound curves in the case of a layer of constant volume were formed by combining curve \(C\), fig. 1 , with the curves \(A_{0}\) and \(A_{25}\) of fig. 4.
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If we suppose \(p\) very small the greatest ordinate that cither of the compound curves supplies for values of \(x\) less than \(\pi\) is very considerably less than 1 , which is the approximate value of the subsequent maxima ordinates. Thus for a small alteration of elasticity there is in the case of the higher notes no position of the layer inside of or close to the first loop surface which can produce as great a change of pitch as the positions near the second and subsequent node surfaces. For note (1) however none of the maxima answering to positions near the node surfaces apply.

For \(\sigma=0, x / \pi\) must be less than 6626 to apply to note (1). Now it is easily found that when \(p\) is neglected in the equation, the compound curve for \(\sigma=0\) runs very nearly parallel to the axis of \(x\) between the values \(6 \pi\) and \(6626 \pi\) of \(x\). The corresponding ordinate is approximately 381 , and is greater than any ordinate answering to a smaller value of \(x\).

Also for \(\sigma=0\) the value of \(Q\) in note (1) is 2.253 . Thus the maximum change of pitch due to a very small alteration of clasticity, in a layer of given thickness, in the case of note (1) for \(\sigma=0\) is approximately given by
\[
\frac{\partial k}{k} \div \frac{t}{a} p=86
\]

The corresponding position of the layer is at or close to the surface of the sphere. This result is in accordance with Table V.

For \(\sigma={ }^{2} 5\) the compound curve when \(p\) is neglected in its equation has a true maximum ordinate for a value of \(x\) answering to a position of the layer at some distance inside the first loop surface. The length of the ordinate is "58 roughly. Thus as \(Q\) when \(\sigma={ }^{\circ} 25\) has the value 1.369 for note (1), it follows that the maximum change of pitch in this case for a very small alteration in elasticity throughout a thin layer is approximately given by
\[
\frac{\partial k}{k} \div \frac{t}{a} p=79
\]

The greatest possible percentage change of pitch in note (1) for given values of \(p\) and \(t\) is thus less when \(\sigma\) equals ' 25 than when it equals 0 or 'o.

When \(p\) is large the form of the compound curve near the origin will vary widely from the form it takes when \(p\) is small. When \(p\) is positive the compound curve is the inore influenced by the form of curve \(A\), fig. 1 , the larger \(p\) is, whereas when \(p\) is negative the influence of this curve continually diminishes as \(p\) increases numerically.
§48. In the case of the higher notes a pretty close approximation to the change of pitch due to any alteration solely in elasticity, occurring in a layer outside the third or fourth node surface and not in the immediate neighbouhood of a no-stress surface, is easily obtained by the following considerations.

Comparing (26) and (27) we see that when lab is large \(u_{b}\) and \(U_{b}\) except when negligible may be replaced respectively by
\[
u_{b}=-b^{-1} \cos k a b, \quad U_{b}=b^{-2}(m+n) k a b \sin k \alpha b .
\]

Thus, noticing (25), we see that when the elasticity alone is altered the terms in ( \(\left.u_{6}\right)^{2}\) and \(u_{b} U_{b}\) in (28) may in general be neglected when \(k \alpha b\) is large, and that an approximate expression for the change of pitch is then
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{b-c}{a}\left(\frac{1}{m+n}-m_{1} \frac{1}{+n_{1}}\right)(m+n) Q \sin ^{2} k \alpha b . \tag{85}
\end{equation*}
\]

Near the no-stress surfaces the terms in \(\left(u_{b}\right)^{2}\) and \(u_{b} U_{b}\) cease to be small compared to the term in \(\left(U_{b}\right)^{2}\), but their greatest values being small compared to those of the latter term, this limitation to the applicability of (85) is not of much practical importance.

We thus see that in the case of the higher notes when the alteration of elasticity occurs outside of the third or fourth node surface the change of pitch, when of practical importance, may be regarded as depending mainly on the alteration of only one elastic quantity, viz. \(m+n\).

It will be remembered that when a small alteration of elasticity occurs near the centre the change of pitch may be regarded as arising from the alteration in the single elastic quantity \(m-n / 3\); and in the case of note (1), for a surface alteration of material, there is for ordinary values of \(\sigma\) a not inconsiderable change of pitch depending on the alteration of the single elastic quantity \(n(3 m-n) /(m+n)\).

It thus appears that in any purely verbal explanation of the phenomena such terms as stiffness or elasticity would require to be used in a very elastic sense.

Note. August 7, 1891.
[When the rigidity is altered while the bulk modulus \(m-n / B\), and so the compressibility, is unaltered, the change of pitch is given, writing \(x\) for \(k a b\), by
\[
\partial k / k=\frac{t}{a} \frac{n_{1}-n}{n_{1}+n_{1}} Q_{3}^{4}, f_{12}(x)=\frac{\partial V}{V} \frac{n_{1}-n}{m_{1}+n_{1}} \frac{Q^{\prime}}{3} \frac{4}{3} f_{13}(x) ;
\]
where, as in Table VII., \(f_{12}(x)=x^{2} f_{13}(x)=\left\{\sin x-3 x^{-1}\left(x^{-1} \sin x-\cos x\right)\right\}^{2}\).
So in this case the change of pitch is always of the same sign as the alteration of rigidity.

The variation of \(\partial k / k\) with the position of the altered layer is shown by \(A\) or by \(B\), fig. \(\overline{\text { a }}\), according as the layer is of given volume or given thickness. For comparison with the effects of other alterations of material the ordinates of these curves should be increased in the ratio \(4: 3\). When so increased the first maximum ordinate of \(B\) is the largest ordinate in any of the curves. It answers to an abscissa of \(1 \cdot 24 \pi\) approximately, and so never applies to note (1). The extremely flat character of these curves near the origin calls for special notice.]

\section*{SECTION III.}

\section*{Transverse Yrbrations in Solid Sphere.}
§ 49. By trmsverse vibrations are here meant vibrations in which there is no radial displacement.

Let \(\rho\) be the density, \(n\) the rigidity, of an isotropic material, and
\[
\begin{equation*}
\beta^{2}=\rho^{\prime} n \tag{1}
\end{equation*}
\]

Also let \(J_{i+\frac{2}{2}}(x), J_{-\left(i+\frac{1}{2}\right)}(x)\) represent the two solutions of the Bessel's equation
\[
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\frac{1}{x} \frac{d y}{d x}+y\left\{1-x^{-2}\left(i+\frac{1}{2}\right)^{2}\right\}=0 . \tag{2}
\end{equation*}
\]
where \(i\) is a positive integer.
Then the types of the displacements \(v\) and \(w\), respectively in and perpendicular to the meridian plane-or plane containing the line \(\theta=0\)-in a transverse vibration of frequency \(k / 2 \pi\) in a simple shell are*
\[
\begin{align*}
v & =\cos k t r^{-\frac{1}{2}}(\sin \theta)^{-1}\left\{X_{i} J_{i+\frac{3}{2}}(k \beta r)+X^{\prime} J_{-(i+3)}(k ; \beta r)\right\}  \tag{3}\\
w & =\cos k t r^{-\frac{1}{2}}\left\{w_{i} J_{i+\frac{1}{2}}(h \beta r)+w_{i}^{\prime} J_{-(i+3)}(k \beta r)\right\} \ldots \ldots \ldots \tag{4}
\end{align*}
\]

Here \(X_{i}, X_{i}^{\prime}\) are surface spherical harmonics of degree \(i\), while \(w_{i}, w_{i}^{\prime}\) are quantities connected with them by the relations
\[
\frac{d v_{i}}{d \phi}=-\frac{d X_{i}}{d \theta}, \quad \frac{d w_{i}^{\prime}}{d \phi}=-\frac{d X_{i}^{\prime \prime}}{d \theta} .
\]

The spherical harmonics \(X_{i}, X^{\prime}{ }_{i}\) must be of such a type that \(v\) is nowhere infinite, and so-at least for a complete shell-must contain \(\sin \theta\) raised to some positive power.

Under (3) and (4) we may suppose included the type of vibration
\[
\left.\begin{array}{rl}
v & =0  \tag{6}\\
w & =\cos k t r^{-1}\left\{w_{0} \sin \theta J_{\frac{3}{2}}(k \beta r)+w_{0}^{\prime} \sin \theta_{0} J_{-\frac{3}{2}}(k \beta r)\right\}
\end{array}\right\}
\]
in which \(w_{0}\) and \(w_{0}^{\prime}\) are constants, and so \(w_{0} \sin \theta\) and \(w_{0}^{\prime} \sin \theta\) may be regarded as equivalent to the quantities \(w_{1}\) and \(w_{1}^{\prime}\) satisfying (5). This special form of vibration will here be spoken of as the rotatory, this term being applied to it by Professor Lamb + .

At the spherical surface separating two isotropic media there are in this case nominally four surface conditions, viz, the equality in the two media of the two displacement components \(v\) and \(w\), and likewise of the two stress components \(n\left(\frac{d v}{d r}-\frac{v}{r}\right)\) and \(n\left(\frac{d w}{d r}-\frac{w}{r}\right)\).

In consequence however of the relation (5) these constitute in reality only two independent equations.

\footnotetext{
- See Camb. 1'hil. Transactions, Vol. xiv. p. 319, equations (34') and (35').
+ Proceedings of the London Mathematical Society, Vol, xirr. p. 196.
}

A moment's consideration will also show that the \(X_{i}\) and the \(X_{i}^{\prime}\) in the \(v\) displacement in any layer of a compound solid sphere must be the same function of \(\theta\) and \(\phi\), and that this function must be the same for all the other layers and for the core. We may thus represent the \(w\) displacements in the typical vibration of frequency \(k / 2 \pi\) in the compound sphere ( \(0, \beta, c, \beta_{1}, b, \beta, a\) ) as follows:

In the core
\[
w r^{\frac{1}{3}} / w_{i} \cos k t=A_{i} J_{i+\frac{1}{2}}(k \beta r)
\]

In the layer \(\quad w r^{2} / w_{i} \cos k t={ }_{1} A_{i} J_{i+\frac{1}{2}}\left(k \beta_{1} r\right)+{ }_{1} B_{i} J_{-\left(i+\frac{k}{2}\right)}\left(k \beta_{1} r\right)\)
Outside the layer
\[
\begin{equation*}
w r^{\frac{1}{2}} / w_{i} \cos k t=\left(A_{i}+\partial A_{i}\right) J_{i+\frac{1}{2}}(k \beta r)+\partial B_{i} J_{-\left(i+\frac{1}{2}\right)}(k \beta r) . \tag{9}
\end{equation*}
\]

Here \(A_{i},{ }_{1} A_{i}\), etc. are constants whose relationships are determined by the surface conditions, and \(w_{i}\) is a certain function of \(\theta\) and \(\phi\). If we suppose \(b-c\) small then \(\partial A_{i} / A_{i}\) and \(\partial B_{i} / \boldsymbol{A}_{i}\) are of the order \(b-c\) of small quantities, and their squares are negligible when that of \(b-c\) is neglected.

It is unnecessary to write down the expressions for the \(v\) components in the several media as they lead to precisely the same conditions at the surfaces as the \(w\) components.
§ 50. Let us for shortness put
\[
\left.\begin{array}{r}
J_{i+\frac{1}{2}}^{\prime}(k \beta r)=\frac{1}{k \beta} \frac{d}{d r} J_{i+\frac{1}{2}}(k \cdot \beta r), \quad J_{-\left(i+\frac{3}{2}\right)}^{\prime}(k \beta r)=\begin{array}{c}
1 \\
k \beta \\
\frac{d}{d r} J_{-\left(i+\frac{k}{2}\right)}(k \beta r), \\
F(r \cdot \beta)
\end{array}=n\left\{k \beta r \cdot J_{i+\frac{1}{2}}^{\prime}(k \cdot \beta r) \quad-\frac{3}{2} J_{i+\frac{1}{2}}(k \beta r)\right\}, \\
F_{1}(r \cdot \beta)=n\left\{\left\{\beta \cdot \cdot J_{-\left(i+\frac{k}{2}\right)}(k \beta r)-\frac{3}{2} J_{-\left(i+\frac{1}{2}\right)}(k \beta r)\right\}\right. \tag{10}
\end{array}\right\} \cdots \cdots \cdots,
\]

Then we find from the surface conditions
\[
\left.\begin{array}{rl}
A_{i} J_{i+\frac{1}{2}}(k, \beta c) & ={ }_{1} A_{i} J_{i+\frac{1}{2}}\left(k \beta_{1} c\right)+{ }_{1} B_{i} J_{-\left(i+\frac{\beta_{2}}{}\left(k \beta_{1} c\right),\right.}, \\
A_{i} F(c \cdot \beta) & ={ }_{1} A_{i} F^{2}\left(c \cdot \beta_{1}\right)+{ }_{1} B_{i} F_{1}\left(c \cdot \beta_{1}\right), \\
\left(A_{i}+\partial A_{i}\right) J_{i+\frac{1}{2}}(k \beta b)+\partial B_{i} J_{-\left(i+\frac{1}{2}\right)}(k \beta b) & ={ }_{1} A_{i} J_{i+\frac{1}{2}}\left(k \beta_{1} b\right)+{ }_{1} B_{i} J_{-\left(i+\frac{1}{2}\right)}\left(k \beta_{1} b\right),  \tag{11}\\
\left(A_{i}+\partial A_{i}\right) F(b \cdot \beta)+\partial B_{i} F_{i}(b \cdot \beta) & ={ }_{1} A_{i} F\left(b \cdot \beta_{1}\right)+{ }_{1} B_{i} F_{1}\left(b \cdot \beta_{1}\right), \\
\left(A_{i}+\partial A_{i}\right) F(a \cdot \beta)+\partial B_{i} F_{1}(a \cdot \beta) & =0
\end{array}\right\}
\]

Treating the first four of these equations in the usual manner, and putting
\[
\begin{equation*}
\Delta\left(b \cdot \beta \cdot b^{\prime}\right)=J_{i+\frac{1}{2}}(k \beta b) J_{-\left(i+\frac{1}{2}\right)}^{\prime}(k \beta b)-J_{i+\frac{1}{2}}^{\prime}(k \beta b) J_{-\left(i+\frac{1}{2}\right)}(k \beta b) . \tag{12}
\end{equation*}
\]
we find
\[
\begin{align*}
& \frac{\partial A_{i}}{\overline{A_{i}}} n k \beta b \Delta\left(b \cdot \beta \cdot b^{\prime}\right) \div \frac{b-c}{b} \\
& =-\left\{n k^{2} \beta^{2} b^{2}-n_{2} k^{2} \beta_{1}^{2} b^{2}+\left(n_{1}-n\right)(i-1)(i+2)\right\} J_{i+\frac{1}{2}}(k \beta b) J_{\left.-i+\frac{i}{2} \right\rvert\,}(k \beta b) \\
& -\left(\frac{1}{n}-\frac{1}{n_{1}}\right) n\left\{k \beta b J_{i+\frac{1}{2}}^{\prime}(k \beta b)-\frac{3}{2} J_{i+\frac{1}{2}}(k \beta b)\right\} n\left\{k \beta b J_{-\left(i+\frac{1}{2}\right)}^{\prime}(k \beta b)-\frac{3}{2} J_{-\left(i+\frac{1}{2}\right)}(k \beta b)\right\} \ldots  \tag{13}\\
& \frac{\partial B_{i}}{A_{i}} n k \beta b \Delta\left(b \cdot \beta \cdot b^{\prime}\right) \div{ }_{b}^{b-c}=\left\{n k^{2} \beta^{2} b^{2}-n_{1} k^{2} \beta_{1}^{2} b^{2}+\left(n_{1}-n\right)(i-1)(i+2)\right\}\left\{J_{i+\frac{1}{2}}(k \beta b)\right\}^{2} \\
& +\left(\frac{1}{n}-\frac{1}{n_{1}}\right)\left[n{ }_{1}^{\prime} k \beta b J_{i+\frac{1}{2}}^{\prime}(k ; \beta b)-\frac{3}{2} J_{i+\frac{1}{2}}(k ; \beta b)^{\prime}\right]^{3} \tag{14}
\end{align*}
\]

For the frequency equation of a simple sphere we find from the last of equations (11), putting \(\partial B_{i}=0\),
\[
\begin{equation*}
f^{\prime}\left(0 \cdot \beta \cdot(t) \equiv k ; \beta \cdot J_{i+\frac{1}{2}}^{\prime}(k \cdot \beta a)-\frac{3}{2} J_{i+\frac{1}{2}}(k \beta u)=0 .\right. \tag{*}
\end{equation*}
\]

From the properties of the Bessel's function

Supposing (15) to hold we may reduce (16) to
\[
\begin{equation*}
-k ; \beta u \frac{d}{k \cdot \beta \overline{d u}} f(0 . \beta \cdot a)=\left\{k^{n} \beta^{2} a^{2}-(i-1)(i+2)\right\} J_{i+\frac{1}{2}}(k \cdot \beta u) . \tag{17}
\end{equation*}
\]

Supposing (1.)) to hold we also obtain
\[
F_{1}(a, \beta)=n k \beta u \Delta\left(a, \beta, a^{\prime}\right) \div J_{i+\frac{1}{2}}(k \beta a) .
\]

Thus, following the same train of reasoning as in Sect. II., we conclude that if \(\partial k\) be the increase in \(k\) due to the existence of the layer, the two following equations must be identical-
\[
\begin{aligned}
& f(0 \cdot \beta \cdot a)+\frac{\partial k}{k}\left\{k^{2} \beta^{2} a^{2}-(i-1)(i+2)\right\} J_{i+\frac{1}{2}}(k \cdot \beta a)=0, \\
& f(0 \cdot \beta \cdot a)+\frac{\partial B_{i}}{A_{i}} k \beta a \Delta\left(a \cdot \beta \cdot a^{\prime}\right) \div J_{i+\frac{1}{2}}(k \beta a)=0 .
\end{aligned}
\]

Thence we find for the change of frequency
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{\partial B_{i}}{A_{i}} \frac{k \beta a \Delta\left(a \cdot \beta \cdot a^{\prime}\right)\left\{J_{i+\frac{1}{2}}(k \beta a)\right\}^{-z}}{k^{2} \beta^{2} a^{2}-(i-1)(i+2)} . \tag{18}
\end{equation*}
\]

Let \(\frac{1}{2 \pi} K_{(\beta, a)}\) denote the frequency of the free transverse vibration of the type (3) and (4) in an infinitely thin spherical shell of material ( \(\rho, n\) ) and radius \(\varepsilon\); then
\[
\begin{equation*}
K^{2}{ }_{|\beta, \alpha|} a^{2}=(i-1)(i+2) \beta^{-2}=(i-1)(i+2) n / \rho . \tag{19}
\end{equation*}
\]

Also let
\[
\left.\begin{array}{l}
w_{r}=r^{-\frac{1}{2}} J_{i+\frac{1}{2}}(k \beta r),  \tag{20}\\
W_{r}=m^{-\frac{3}{2}}\left\{k \beta r J_{i+\frac{1}{2}}^{\prime}(k \beta r)-\frac{3}{2} J_{i+\frac{1}{2}}(k \beta r)\right\}
\end{array}\right\}
\]
so that \(w_{r} w_{i} \cos k t\) represents a \(w\) displacement in a simple sphere performing a transverse vibration of frequency \(k / 2 \pi\), and \(W_{r} w_{i} \cos k t\) the corresponding stress, both quantities referring to points at a distance \(r\) from the centre, and \(w_{i}\) being a function derivable from a surface spherical harmonic of degree \(i\) through the relation (o).

Employing this notation, introducing in (18) the value of \(\partial B_{i} / A_{i}\) from (14), and noticing that
\[
\begin{equation*}
k \beta b \Delta\left(b \cdot \beta \cdot b^{\prime}\right)=k \beta a \Delta\left(a \cdot \beta \cdot a^{\prime}\right)=-C \tag{21}
\end{equation*}
\]

\footnotetext{
- Cf. Transactions, Vol. xiv. I. 316, equation (17 a).
+ See Sect. I. § 10.
§Cf. Transactions, Vol. xw. I. 320, equation (59), and (17) above.
}
where \(C\) is an absolute constant, we finally obtain
\[
\frac{c k}{k}=\frac{(b-c)}{\prime \prime} \frac{b^{2}}{a^{2}} \frac{1}{\rho\left(k^{2}-K^{2}{ }_{\beta, \beta, a)}\right)}\left[\left(\rho\left(k^{2}-K^{2}{ }_{\left(\beta, L_{1}\right)}\right)-\rho_{1}\left(k^{2}-K^{2}{ }_{\left.\beta_{1}, b_{1}\right)}\right)\right\}\binom{w_{b}}{w_{a}}^{2}+\left(\frac{\mathbf{1}}{n}-\frac{1}{n_{1}}\right)\binom{W_{b}}{w_{a}^{2}}^{2}\right]
\]

This may be applied with the same limitation as in Sect. II. to the case of a central layer.
§ 31. Inside the layer there is no change of type other than a shifting of all the node, loop and no-stress surfaces according to the law
\[
\begin{equation*}
-\partial r / r=\lambda k / k . \tag{23}
\end{equation*}
\]

Outside the layer we find ou substituting in (9) the values of \(\partial A_{i} / A_{i}\) and \(\partial B_{i} / A_{i}\) from (13) and (14) and reducing,
\[
\begin{align*}
& w / A_{i} w_{i} \cos k t=r^{-\frac{1}{2}} J_{i+\frac{1}{2}}(k \beta r) \\
& +\frac{b-c}{n C}\left(\frac{b}{r}\right)^{\frac{1}{2}}\left[\left\{\rho\left(h^{2}-K^{2}{ }_{\left(\beta, b_{1}\right)}\right)-\rho_{1}\left(k^{2}-K^{2}{ }_{\left(\mathcal{S}_{2}, b\right)}\right)\right\} b w_{b} f(b \cdot \beta \cdot \bar{r})\right. \\
& \left.+\left(\frac{1}{n}-\frac{1}{n_{1}}\right) W_{b} f(b \cdot \beta \cdot \bar{x})\right] . . \tag{24}
\end{align*}
\]
where
\[
\left.\begin{array}{l}
\left.f(\bar{b} \cdot \beta \cdot r)=J_{i+\frac{1}{1}}(k \beta r) J_{-i+\frac{1}{2}}(k ; \beta b)-J_{-i+\frac{2}{2}( }(k \beta r) J_{i+\frac{1}{2}}(k \beta b),\right\} .  \tag{25}\\
f(\bar{b} \cdot \beta \cdot \bar{r})=J_{i+\frac{3}{2}}(k \beta r) F_{1}(b \cdot \beta)-J_{-\left(i+\frac{1}{2}\right.}(k \beta r) F(b \cdot \beta)
\end{array}\right\} .
\]

The functions \(f\) have their usual meaning.
In the layer itself the displacement is given by
\[
\begin{array}{r}
w / A_{i} w_{i} \cos k t=b^{-\frac{1}{2}} J_{i+\frac{1}{2}}(k \beta b)-k \beta(b-r)\left\{b^{-\frac{1}{2}} J_{i+\frac{1}{2}}^{\prime}(k \beta b)-\left(2 k \beta b b^{\frac{3}{3}}\right)^{-1} J_{i+\frac{1}{2}}(k \beta b)\right\} \\
-(r-c)\left(\frac{1}{n}-\frac{1}{n_{1}}\right) W_{b} \ldots \ldots \ldots . . \tag{26}
\end{array}
\]

The change of type outside the layer, i.e. the coefficient of \(b-c\) in (24), consists like the expression (22) for the change of pitch of two terms only. The first terms in each alone exist when the layer differs from the remainder only in density, and they vanish when the layer coincides with a node surface. The second terms vanish when the layer coincides with a no-stress surface. In the special case of the rotatory vibrations the second terms alone exist when the layer differs from the remainder only in rigidity.

In the layer itself the change of type is given by the last term of (26). Thus if there be an alteration only in density, or an alteration of rigidity occurring at a no-stress surface, then no progressive change of type appears as we cross the layer; in other words the layer vibrates as if it were of the same structure as the core.
§ 52. Before discussing (22) it is desirable to trace the characteristic features of the transverse vibrations of a simple sphere. The type of such vibrations is given by (3) and (4) with \(X_{i}^{\prime}=0=w_{i}^{\prime}\), and the corresponding frequency equation by (15).

If \(i\) be a large integer \(\lambda_{i}\) may be any one of a large number of spherical harmonics, but (15) depends solely on \(i\), on the radius of the sphere, and on the material. There may thus be a large number of different forms of ribration which have all the same frequency equation.

The displacements rary, unless \(i=1\), with \(\theta\) and \(\phi\) as well as with \(r\). Thus there is a conical surface, or a series of surfaces, given by
\[
\begin{equation*}
\boldsymbol{X}_{i}=0 . \tag{}
\end{equation*}
\]
over which the component of the displacement in the meridian plane vanishes. Similarly there is a conical surface, or series of surfaces, given by
\[
u_{i}=0
\]
over which the component at right angles to the meridian plane vanishes. A line of intersection of \((27)\) and (28) is a locus where the resultant displacement is always zero.

While the title node surface might legitimately be applied to the lines or conical surfaces which are the intersection of (27) and (28), it will here be understood to apply solely to the spherical surfaces over which the displacement vanishes. Such surfaces we see from (3) and (4), putting \(X^{\prime}{ }_{i}=0\), are obtained by equating \(k \beta r\) to the successive roots of
\[
\begin{equation*}
J_{i+\frac{1}{2}}(x)=0 \tag{29}
\end{equation*}
\]

Thus for a given sphere the positions of these surfaces depend solely on the number \(i\) of the spherical harmonic \(\boldsymbol{\Lambda}_{i}\), and in no respect on its form.

In like manner there are spherical loop surfaces, obtained by equating \(k \beta\), to the successive roots of
\[
\begin{equation*}
J_{i+\frac{2}{2}}^{\prime}(x)-\frac{1}{2 x} J_{i+\frac{1}{2}}(x)=0 . \tag{30}
\end{equation*}
\]
where the displacement regarded as a function solely of \(r\) is numerically a maximum. There are also spherical no-stress surfaces, obtained by equating \(k \beta r\) to the successive roots of
\[
\begin{equation*}
J_{i+\frac{1}{2}}^{\prime}(x)-\frac{3}{2 x} J_{i+\frac{1}{2}}(x)=0 . \tag{31}
\end{equation*}
\]
at every point of which the tramsverse stress is zero.
In a given sphere the radii of the several loop and no-stress surfaces depend, like those of the node surfaces, entirely on the number \(i\), and in no respect on the form of the spherical harmonic \(X_{i}\).

The above equation (31) is of course identical with (15), but for certain purposes its present form is more useful.
§ 533 . Since the equations (29), (30) and (31) do not contain \(\rho\) or \(n\) it follows that the nature of the material, supposed of course isotropic, has no effect on the ratios of the frequencies of the several notes answering to a given value of \(i\), or on the mutual ratios of the radii of the node, loop, or no-stress surfaces of given number, or on the ratios of these radii to the radins of the sphere.

As regards the form of the Bessel's function \(J_{i+\frac{1}{2}}(x)\) we know that
\[
\begin{align*}
J_{\frac{3}{2}}(x) & =\sqrt{\frac{2}{\pi x}}\left(\frac{\sin x}{x}-\cos x\right) \ldots \ldots \ldots \ldots  \tag{32}\\
J_{\frac{5}{2}}(x) & =\sqrt{\frac{2}{\pi x}}\left\{\left(\frac{3}{x^{2}}-1\right) \sin x-\frac{3}{x} \cos x\right\} \tag{33}
\end{align*}
\]
and between any three consecutive functions there subsists the well-known relation
\[
\begin{equation*}
(2 i+1) J_{i+\frac{1}{2}}(x)=x\left\{J_{i-\frac{1}{2}}(x)+J_{i+\frac{3}{2}}(x)\right\} . \tag{34}
\end{equation*}
\]

If the value of \(x\) be large a close approximation to the value of these functions is supplied by
\[
-J_{i+\frac{1}{2}}(x)=\sqrt{\frac{2}{\pi x}} \sin \left(\frac{i \pi}{2}-x\right)
\]

From (35) we see that the higher roots of (29) are given approximately, \(j\) denoting a positive integer, by
or
\[
\begin{align*}
& x=(\because j+1) \pi / 2  \tag{36}\\
& x=j \pi \ldots \ldots \ldots \ldots \tag{37}
\end{align*}
\]
according as \(i\) is odd or even.
Again, the roots of both (30) and (31) obviously approach more and more nearly the higher they are to the corresponding roots of
\[
\begin{equation*}
J_{i+\frac{1}{2}}^{\prime}(x)=0 . \tag{38}
\end{equation*}
\]
and from (35) it is easily seen that the higher roots of (38) lie approximately midway between consecutive roots of (29). Thus the higher roots of both (30) and (31) are more nearly given the higher they are by
or
\[
\begin{aligned}
& x=j \pi \\
& x=(2 j+1) \pi / 2,
\end{aligned}
\]
according as \(i\) is odd or even.
Again, from (35) it follows that those maxima values of \(x\left\{J_{i+\frac{7}{2}}(x)\right\}^{2}\) which answer to large values of \(x\) are all approximately equal \(2 / \pi\), and that the corresponding values of \(x\) are approximately given by (37) or by (36) according as \(i\) is odd or even. In like manner we conclude that the maxima values of \(\left\{J_{i+\frac{2}{2}}(x)\right\}^{2}\) which answer to large values of \(x\) vary approximately inversely as the corresponding values of \(x\), and these values of \(x\) are likewise given approximately by (37) or by (36) according as \(i\) is odd or even.

\footnotetext{
* Lommel, Studien über die Bessel'schen Functionen, p. 118.
+ See Todhunter's Functions of Laplace, Lamé, and Bessel, Arts. 406-7, especially equation (9), p. 313.
Vol. XV. Part II.
}

S \(5 t\). From the data obtained for the approximate positions of the roots of the equations (29), (30) and (31) we may draw the following conclusions:-

The pitch of the higher notes in a given sphere answering to any given value of \(i\) increases approximately in an arithmetical progression with the number of the note. In any one of these higher notes the corresponding no-stress and loop surfaces of higher number lie rery close to one another, and are very nearly midway between successive node surfaces. The radii of successive higher surfaces of the same kind, whether node, loop or no-stress surfaces, increase very approximately in arithmetical progression.
§55. Before discussing the general application of (22) it will be convenient to consider the special cases when the change of material occurs at or close to the centre, and when it occurs at the surface.

Supposing first the change of material to take place throughout a central layer, we require to find the dimensions of the lowest powers of \(b\) occurring in (22).

Employing the ordinary formula for the Bessel in ascending powers of the variable, we see that when \(b\) is very small the most important terms in the coefficients of \(\rho_{1}-\rho\) and \(n_{1}-n\) respectively in (22) are of orders \((b-c) b^{2 i+2} u^{-(2 i+3)}\) and \((b-c) b^{2 i} a^{-(2 i+1)}\). Also ( \(i-1\) ) necurs as a factor of \(n_{1}-n_{0}\). Thus even when \(i=1,(\partial k / k) \div(\partial V / V)\) is of the order \(\left(b^{\prime} a\right)^{2}\) of small quantities. Thus to the present degree of approximation no alteration of material whatever, occurring throughout a central layer whether of given thickness or given volume, has any effect on the pitch of any note of any transverse type.

Working out independently the case when the material ( \(\rho_{1}, n_{1}\) ) forms a true core, I come to exactly the same conclusion.

Next, making \(b=a\) in (22) we obtain the change of pitch due to an alteration of material throughout a surface layer. Putting \(b-c=t\), and remembering that \(W_{a}=0\) for a simple sphere, we find
\[
\begin{equation*}
\frac{\partial k}{k}=-\frac{t}{a} \frac{k^{n} \beta^{n} u^{2} \rho_{1}-\rho-(i-1)(i+2)^{n_{1}-n} n}{k^{2} \beta^{n} \cdot l^{2}-(i-1)(i+2)} . \tag{39}
\end{equation*}
\]

When \(i=1\) the change in frequency depends solely on the alteration of density. For other values of \(i\) it may be regarded as composed of two terms, the first giving the effect of a surface alteration of density, the second of a surface alteration of rigidity. The denominator in (39) is essentially positive; thus the pitch is lowered when the density at the surface is increased, and raised, except in the rotatory vibrations, when the rigidity is increased.

Since the values of kißu supplied by the frequency equation are the same for all isotropic materials, it follows that the percentage change of pitch due to a given surface alteration of density is quite independent of the rigidity; and similarly the percentage change of pitch due to a given surface alteration of rigidity is independent of the density.

\section*{Putting}
\[
\begin{equation*}
\rho_{1} / \rho-1=q . \tag{40}
\end{equation*}
\]
\[
\begin{equation*}
n_{1} n-1=p . \tag{41}
\end{equation*}
\]
we find from (39) when \(q=p\)
\[
\begin{equation*}
\frac{\partial k}{k}=-\frac{t}{a} p . \tag{42}
\end{equation*}
\]

In the fundamental note answering to any given value of \(i\) greater than 1 , the effect on the pitch of equal percentage alterations in the density and in the rigidity are fairly comparable. The higher however the number of the note the smaller is the relative importance of the alteration of rigidity, and the more nearly is the change of pitch given by
\[
\begin{equation*}
\frac{c k}{k}=-{ }_{a}^{t} \frac{\rho_{1}-\rho}{\rho} . \tag{43}
\end{equation*}
\]

In the case \(i=1\) this result is exact for all the notes.
§56. We shall next suppose the position of the layer to be any whatever, but the alterations in density and rigidity to occur separately. As in either case the change of pitch vanishes for an altered core, we may without restriction replace
and
\[
\begin{gathered}
(b-c) b^{2} / a^{3} \text { by } \frac{1}{3} \partial V / V \\
\frac{\rho_{1}-\rho(b-c) b^{2}}{\rho} u^{3}
\end{gathered} \text { by } \frac{1}{3} \partial M / M .
\]

When the density alone is altered in the layer we have, according as the rolume or the thickness of the layer is given,-
where
\[
\begin{align*}
& -\frac{\partial k}{k}=\frac{\partial M I}{M} \frac{Q^{\prime}}{3}\left\{(k \beta b)^{-\frac{1}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}(k \beta b)\right\}^{2} .  \tag{44a}\\
& -\frac{\partial k}{k}={ }_{\quad{ }^{\prime} \rho_{1}-\rho} \quad \rho Q^{\prime}(k \beta b)^{\frac{1}{2}}\binom{\pi}{2}^{\frac{1}{2}} J_{i+\frac{1}{2}}(k \beta b)_{\}^{\prime 2}} . \tag{44b}
\end{align*}
\]
\[
\begin{array}{r}
Q^{\prime}=\frac{k^{\prime \prime} \beta^{3} \|^{2}}{k^{2} \beta^{2}\left(l^{2}-\right.}-(i-1)(i+2) \\
\left.Q=Q^{\prime}(k \beta \beta)\right)^{2} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{46}
\end{array}
\]

When the layer differs from the remainder only in rigidity we have, according as it is of given volume or given thickness,
\[
\begin{align*}
& \frac{\partial k}{k}=\frac{\partial V}{V} \frac{n_{1}-n}{n} \frac{Q^{\prime}}{3}\left[(i-1)(i+2)\left\{(k ; \beta b)^{-\frac{3}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}(k \beta b)\right]^{2}\right. \\
& \left.\quad+\frac{n}{n_{1}}\left\{(k \beta b)^{-\frac{1}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}^{\prime}(k ; \beta b)-\frac{3}{2}(k ; \beta b)^{-\frac{3}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}(k ; \beta b)\right\}^{2}\right]  \tag{T}\\
& \begin{aligned}
\frac{\partial k}{k}=\frac{t}{a} \frac{n_{1}-n}{n} Q\left[(i-1)(i+2)\left((k ; \beta b)^{-\frac{1}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}}, J_{i-\frac{1}{2}}(i ; \beta b)\right)^{2}\right.
\end{aligned} \\
&  \tag{47b}\\
& \left.\quad+\frac{n}{n_{1}}\left\{(k \beta b)^{\frac{1}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}^{\prime}(k \beta b)-\frac{3}{2}(k \beta b)^{-\frac{1}{2}}\binom{\pi}{2}^{\frac{1}{2}} J_{i+\frac{1}{1}}(k ; \beta b)\right]^{2}\right]
\end{align*}
\]

It will be noticed that the several expressions depend on \(i\) but are wholly independent of the form of \(X_{i}\). Thus the change of pitch accompanying any such alteration of material as is here considered is the same for all possible forms of vibration which have the same frequency.

In \((4 \neq a),(4+b),(47 a)\) and \((47 b)\) the expression for the change of pitch consists, like the expressions in the case of the radial vibrations, of three factors. The first measures the magnitude of the alteration of material, the second is \(Q\) or \(Q^{\prime} / 3\) according as the layer is of given thickness or given volume, and the third gives the law of variation of the change of pitch with the position of the layer.

The variation of the third factors with \(x, \equiv k \beta b\), may be shown by curves which apply to all the notes answering to a given value of \(i\). These curves are as follows:

For a layer of altered density of given volume
\[
\begin{equation*}
y=\left\{x^{-\frac{1}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}(x)\right\}^{2}=f_{1}(x) \tag{48}
\end{equation*}
\]

For a layer of altered density of given thickness
\[
\begin{equation*}
y=x^{2} f_{1}(x)=f_{2}(x) . \tag{49}
\end{equation*}
\]

For a layer of altered rigidity of given volume
\[
y=(i-1)(i+2) x^{-2} f_{1}(x)+\frac{n}{n_{1}}\left\{x^{-\frac{1}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}^{\prime}(x)-\frac{3}{2} x^{-\frac{3}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}(x)\right\}^{2}=f_{3}(x) .
\]

For a layer of altered rigidity of given thickuess
\[
\begin{equation*}
y=x^{2} f_{3}(x)=f_{4}(x) . \tag{51}
\end{equation*}
\]

When the value of \(i\) is given, and in the case of ( 50 ) and ( 51 ) the magnitude of the alteration of material, the lengths of the maxima ordinates of these four curves are numerical quantities which are independent of the number of the note. Thus the maxima percentage changes of pitch of any given number-i.e. the changes answering to a certain definite maximum ordinate-in the different notes which answer to a given value of \(i\), vary as \(Q^{\prime}\) or as \(Q\) according as the volume or thickness of the layer is given.

Now the values of \(k \beta u\) for the notes of higher number are very near the roots of (38), and so are very close to those values of \(x\) which make \(\left\{J_{i \rightarrow f}(x)\right\}^{2}\) a maximum. Thus by the same reasoning as in \(\S 53\) we conclude that in the notes of higher number . \(J_{i+\frac{1}{2}}(k \beta u)\) varies more and more nearly as \((k \beta u)^{-\frac{1}{2}}\) the higher the number of the note. For the definition of a Bessel to which (32) and the approximate form (35) relate we get for the higher notes \(J_{i+\frac{1}{2}}(k \beta u)=\sqrt{2} / \pi k \beta \bar{u}\) approximately.

Again the factor \(k^{2} \beta^{2} \alpha^{2} \div\left\{k^{\prime \prime} \beta^{\prime \prime} \alpha^{2}-(i-1)(i+2)\right\}\) approaches more and more nearly to 1 , the larger \(l: \beta u\), i.e the higher the number of the note.

We thus conclude that in the higher notes answering to a given value of \(i, Q^{\prime}\) varies more and more nearly as \((k \beta u)^{2}\) the higher the number of the note, whereas \(Q\) continually approaches a finite constant value. With our definition of a Bessel we have for these approximate values \(Q^{\prime}=l^{2} \beta^{2} \omega^{2}, Q=1\).

We have also seen that according as \(i\) is odd or even the higher values of \(k \beta a\) approach to \(j \pi\) or to \((2 j+1) \pi / 2\), where \(j\) is a positive integer.

Thus for a given alteration of material throughout a layer of given volume the maxima percentage changes of pitch of any given number in the case of the higher notes answering to a given value of \(i\), vary approximately as \(j^{2} \pi^{2}\) or \((2 j+1)^{2} \pi^{2} / 4\) according as \(i\) is odd or even. In other words the maxima percentage changes of pitch of any given number in the case of the higher notes are such that their square roots increase approximately in an arithmetical progression with the number of the note.

On the other hand for a given alteration of material throughout a layer of given thickness the maxima percentage changes of pitch of any given number in the case of the higher notes answering to a given value of \(i\) are all nearly equal.
§ 57. When the layer differs from the remainder only in density we see from (44 \(a)\) or ( \(44 b\) ) that the law of variation of the change of pitch with the position of the layer is always independent of the magnitude of the alteration of material.

The change of pitch vanishes when the layer coincides with the node surfaces, and for all other positions the pitch is raised or lowered according as the density is diminished or increased.

When the layer of altered density is of given volume the curve showing the variation of \(\partial k / k\) with \(k a b\) is (48). The abscissae supplying the maxima ordinates are easily seen to be the roots of (30). Thus the positions of the layer supplying the maxima changes of pitch coincide with the loop surfaces.

Since the larger values of \(x\) answering to the maxima ordinates approach more and more nearly the larger they are to the roots of (38), our previous reasoning shows that the lengths of the successive maxima ordinates of higher number vary more and more approximately the higher the number as the inverse squares of the corresponding abscissae. Thus the maxima changes of pitch of higher number in any given note diminish very rapidly as the radius of the corresponding position of the layer increases.

From a consideration of ( \(44 b\) ) and (49) we similarly conclude that when the layer of altered density is of given thickness the positions in which it is most effective lie outside of but close to the successive higher loop surfaces. Also the successive maxima changes of pitch of higher number in the case of any given note are all approximately equal.

From the preceding results we may take as approximations to the maxima of higher number in the higher notes answering to any value of \(i\) -
for a layer of given volume \(\frac{-\partial k}{k}=\frac{1}{3} \frac{\partial M I}{M}\binom{a}{b}^{2}\), where \(b\) is the radius of the corresponding
position of the layer,
for a layer of given thickness \(-\partial k / k=\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\).

S5s. When the layer differs from the remainder only in elasticity the change of pitch depends solely on the alteration of rigidity.

In this ease we see from ( \(47 a\) ) or ( \(47 b\) ) that, unless \(i=1\), the expression for the change of pitch is the sum of two squares which cannot simultaneously vanish except when \(x=0\). Thus unless in the rotatory vibrations an alteration of rigidity occurring anywhere but at the centre necessarily affects the pitch, and the pitch is always raised or lowered according as the rigidity is increased or diminished.

When the layer of altered rigidity is of given thickness the curve giving the variation of \(\partial k ; k\) with \(k: z b\) is ( 51 ). The form of the curve, unless \(i=1\), is dependent on the nature of the material and varies with the magnitude of the alteration of rigidity. Thus in an exhaustive investigation it would be advisable to construct two simple curves answering to the two terms in ( 476 ). The first curve would be the same as ( 48 ), the second would be
\[
y=\left\{x^{\frac{1}{4}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}^{\prime}(x)-\frac{3}{2} x^{-\frac{1}{3}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}(x)\right\}^{2} .
\]

Adding the ordinate of (48) multiplied by \((i-1)(i+2)\) to the ordinate of ( 52 ) multiplied by \(n_{j} n_{1}\) we should get a compound curve as on previous occasions.

For small values of \(x\), and so for all positions of the layer in note (1), or for positions near the centre in the case of the higher notes answering to a given value of \(i\), the contributions of (48) and (52) to the compound curve will be of like order of magnitude.

Ontside however of the third or fourth node surface in the case of the higher notes answering to a given value of \(i\), the contribution of (48) to the compound curve is always small.

On the other hand when \(x\) is large ( 52 ) becomes almost identical with the curve
\[
\begin{equation*}
y=\left\{x^{\frac{1}{2}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} J_{i+\frac{1}{2}}^{\prime}(x)\right\}^{2} . \tag{53}
\end{equation*}
\]
and the successive maxima ordinates of higher number of this curve continually approach a finite constant value, viz. 1. The corresponding values of \(x\) are close to the higher roots of (29), which answer to the node surfaces. For the maxima changes of pitch of higher number in the higher notes we may practically leave (48) ont of account and take as an approximate formula, for all values of \(i, \frac{\partial k}{k}=\frac{t}{a} \frac{n_{1}-n}{n_{1}}\).

When the layer of altered rigidity is of given volume we come to precisely the same conclusion as to the relative importance of the first and second terms of ( 47 a ) ; and it is easily seen that when the layer is ontside of the third or fourth node surface in one of the higher notes answering to a given value of \(i\), there are a series of maxima changes of pitch answering to prsitions of the layer near the higher node surfaces which depend almost entirely on the second term.

These maxina are however usually insignificant compared to the maxima which depend esentially on the first as well as on the second term of \((47 a)\). Thus in the case of
al layer of given volume the comparative insignificance of the first term for large values of \(x\) is not of much practical importance.

Unless the altered layer coincide with a no-stress surface-when the second terms in (47a) and (47b) vanish-a given increase of rigidity has less effect on the pitch than an equal diminution, and this difference becomes more and more important in all but the rotatory vibrations as the radius of the layer increases.
§ 59. For the rotatory vibrations we get from (20) and (32)
\[
\begin{aligned}
& \sqrt{\frac{\pi k \bar{\beta}}{2} w_{r}}=\frac{1}{r}\left(\frac{\sin k \beta r}{k \beta r}-\cos k \beta r\right) \\
& \sqrt{\frac{\pi k \beta}{2}} W_{r}=\frac{n}{r^{2}}\left\{k \beta r \sin k \beta r-3\left(\frac{\sin k \beta r}{k \beta r}-\cos k \beta r\right)\right\}
\end{aligned}
\]

Also the frequency equation, obtained by equating \(W_{a}\) to zero, is
\[
\begin{equation*}
k \beta a \sin k \beta a-3\left(\frac{\sin k \beta a}{k \beta a}-\cos k \beta a\right)=0 . \tag{54}
\end{equation*}
\]

It will be seen that but for the multiplier \(\sqrt{ } \pi k \overline{\beta / 2}, w_{r}\) and \(W_{r}\) are exactly the same functions of \(k \beta r\) and \(n\) as \(u_{r}\) and \(\frac{3}{4} U_{r}\) of Sect. II. for the radial vibrations are of \(k \alpha r\). and \(n\), if we put \(m=n / 3\). Also (54) when \(\alpha\) is written for \(\beta\) is identical with the frequency equation for the radial vibrations when \(m\) is put \(=n / 3\) :

Since the condition for the node surfaces is that \(w_{b}\) vanishes, and the condition for the loop surfaces that \(w_{b}^{2}\) is a maximum, it follows that the corresponding values of \(k \beta b\) are identical with the values of \(k \alpha b\) auswering to the node and loop surfaces respectively in the case of the radial vibrations.

The relation \(n / m=3\) is however physically impossible, so that the values of \(k \beta u\) for the several rotatory notes camnot be identical with the values of kaca for the radial notes in any isotropic material, and the values of \(k \beta b\) for the several no-stress surfaces in the rotatory vibrations are also different from the values of \(k \alpha b\) for the no-stress surfaces in the radial vibrations.

It follows that the positions of the several node, loop and no-stress surfaces in the case of a rotatory note in a given sphere cannot be identical with the positions of these surfaces in the case of any radial note.

The first four roots of (54) according to Professor Lamb* are given by
\[
k \beta a / \pi=1 \cdot 8346, \quad 2 \cdot 8950, \quad 3 \cdot 9225, \quad 4.9385 .
\]

Comparing these with the results of Table I. Sect. II. it will be seen that the value of \(k \beta a\) for the rotatory note of number \((i-1)\) is very near the value of kau for the radial note of number ( \(i\), though always slightly less than the least value of kou, which auswers to \(\sigma=0\). Thus in any isotropic sphere, when \(i\) is large, the frequencies of the \(i^{\text {th }}\) radial

\footnotetext{
* Proceedings of the London Dathematical Society, Vol. xiri. p. 197.
}
note and of the \((i-1)^{\text {th }}\) rotatory note are very approximately in the ratio \(\sqrt{m+n}: \sqrt{n}\). In reality in the case of the rotatory vibrations there is a sort of suppressed note of zero frequency as the following investigation shows.

The frequency equations for the radial vibrations, for all values of \(\sigma\), and for the rotatory vibrations may be included under
\[
\begin{equation*}
f^{\prime}(x) \equiv x^{-1} \sin x-q^{2} x^{-2}\left(x^{-2} \sin x-\cos x\right)=0 . \tag{ว̆ว}
\end{equation*}
\]
where \(q^{2}=4 n^{\prime}(m+n)\) for the radial, and \(=3\) for the rotatory vibrations. So long as \(q^{2}\) is less than 3 , (55) has a root between 0 and \(\pi\). This root however diminishes rapidly as \(q^{2}\) approaches \(: 3\) and for this critical value becomes absolutely zero.

In what follows I shall speak of the note answering to \(k \beta a / \pi=1.8346\) as note (1).
The positions of all the node, loop and no-stress surfaces for the first four notes are given in the following table. They are calculated from the values given above for \(k \beta a\) and from the data already employed in Sect. II.

Table I.
Values of row over node, loop and no-stress surfaces.


The centre is at once a node and a no-stress surface, and the number whether of node or of no-stress surfaces is one greater than the number of loop surfaces, which equals the number of the note. The loop surfaces lie outside of the corresponding nostress surfaces, and not inside them as in the case of the radial vibrations.

A comparison of the above table with Table II. Sect. II. leads to many interesting results as to the relative positions of the node, loop and no-stress surfaces in the radial and rotatory vibrations.
§ 60. We have already seen that an alteration of material at the centre has no effect on the pitch of arotatory vibration, and that when a surface layer is altered the change of pitch depends only on the alteration of density and is given by (43).

Supposing the layer to differ from the remainder only in density, the general formula for the change of pitch is identical with (48), Sect. II., writing \(\beta\) for \(\alpha\), viz.
\[
\frac{\partial k_{i}}{k_{i}}=-\frac{t}{\prime \prime} \frac{\rho_{1}-\rho}{\rho} \eta\left(\frac{\sin k \beta b}{k ; \beta b}-\cos k \beta b\right)^{2}=-\frac{\partial M}{M} \frac{Q^{\prime}}{: 3}\left\{\frac{1}{k ; \beta b}\left(\frac{\sin k \beta b}{k \beta b}-\cos k \beta b\right)\right\}^{2} \ldots(56) .
\]

When the layer differs from the remainder only in rigidity we have
\[
\left.\left.\begin{array}{rl}
\frac{\partial k}{k} & =\frac{t}{l} \frac{n_{1}-n}{n_{1}} Q\left\{\sin k \beta b-\frac{3}{k \cdot \beta b}\left(\begin{array}{c}
\sin k \beta b \\
k \beta b
\end{array}-\cos k \beta b\right)\right\}^{\prime \prime} \cdots \\
& =\frac{\partial V}{V^{r}} \frac{n_{1}-n}{n_{1}} \frac{Q^{\prime}}{3}\left\{\begin{array}{c}
\sin k \cdot \beta b \\
k \beta b
\end{array}-\frac{3}{k^{2} \beta^{2} b^{2}}\left(\begin{array}{c}
\sin k \cdot \beta b \\
k \beta b
\end{array}-\cos k \cdot \beta b\right.\right. \tag{57b}
\end{array}\right)\right\}^{\prime \prime} .
\]

In these formulae \(t, M, \boldsymbol{V}\), etc. have the same significations as previously: The formulae may be applied without any restriction since \(\partial k\) vanishes when the alteration of material occurs at the centre.

Convenient expressions for \(Q\) and \(Q^{\prime}\) may be obtained from (3s) and (40), Sect. II., by writing \(\beta\) for \(\alpha\) and supposing \(n=n / 3\).

This substitution gives
\[
\begin{align*}
& Q=1+3(k \beta u)^{-2}+9(k \beta u)^{-4} .  \tag{58}\\
& Q^{\prime}=(k \beta u)^{2}+3+9(k \beta a)^{-2} \ldots . \tag{59}
\end{align*}
\]

From these formulae and the values given above for \(k \beta a\) the values of \(Q\) and \(Q^{\prime}\) for the first four notes may be easily calculated. The results are given in the following table:-

\section*{Table II.}

Talues of \(Q\) and \((Q\).
\begin{tabular}{lccc}
\(\quad\) Note (1) & Note (2) & Note (3) & Note (4) \\
\(Q=1.098\) & 1.038 & 1.020 & 1.0183 \\
\(Q^{\prime}=36.49\) & 8.533 & 154.91 & 243.74
\end{tabular}

A comparison of this table with Table III. Sect. II. will be found instructive.
§61. When the layer differs from the remainder only in density the curves showing the variation of \(\partial k / k\) with \(k \beta b\) are exactly the same as those which under corresponding conditions show the variation of \(\partial k / k\) with \(k \alpha b\) in the case of the radial vibrations. They are thus curve \(A\) or curve \(B\) of fig. 1 according as the layer is of given volume or given thickness.

When the layer is of given volume the positions in which it has most effect on the pitch of a given note coincide with the loop surfaces. The ratios of the first to the subsequent maxima changes of pitch in the case of a given note are the same as in the case of the radial vibrations, viz.
\[
1: 1485: \cdot 0620: 0342 . \ldots .
\]

The values of the first maxima are given for the first four notes in the following table:-
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Table III.
\[
\text { First maximum of }=\frac{\partial k}{k} \div \frac{\partial M I}{M} \text {. }
\]
\begin{tabular}{cccc} 
Note (1) & Note \((2)\) & Note (3) & Note (4) \\
2.014 & \(5+4: 3\) & 9.824 & 15457
\end{tabular}

The number of maxima is equal to the number of the note, and so all the maxima in the first four notes may be calculated from the ratios given above.

For notes above the fourth we obtain a close approximation to the first maximum by means of the following formula, in which \(i\) is the number of the note,
\[
\begin{equation*}
\frac{-\partial k}{k} \div \frac{\partial M}{M}=(i+1)^{2} \times \cdot 6259 . \tag{60}
\end{equation*}
\]

This formula is adapted from (68), Sect. II.
When the layer of altered density is of given thickness the positions in which it has most effect on the pitch of the note of frequency \(k / 2 \pi\) are obtained by equating \(k \beta b\) to the values supplied for kace for the value \(\cdot \dot{\beta}\) of \(\sigma\) in Table I. Sect. II.

These positions are given for the first four notes in the following table:-

Table IV.
Talues of blu when \(\underset{k}{-\partial k} \div\left(\frac{t}{c} \frac{\rho_{1}-\rho}{\rho}\right)\) is a maximum.
\begin{tabular}{cccc} 
Note (1) & Note (2) & Note (3) & Note (4) \\
\(\cdot 4760\) & \(: 3017\) & .2226 & \(\cdot 1768\) \\
& 6725 & \(\cdot 4964\) & .3942 \\
& & .7560 & .6005 \\
& & & .5048
\end{tabular}

The ratios of the first to the subseruent maxima changes of pitch tre the same as in the corresponding case in the radial vibrations, viz.
\[
1: 908: 895: 890 \ldots . .
\]

The first maxima for the first form notes are as follows:-

\section*{Table V.}
\[
\text { First maximum of } \frac{-\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right) \text {. }
\]
\begin{tabular}{cccc} 
Note (1) & Note (2) & Note (3) & Note (4) \\
1.242 & 1.173 & 1.153 & 1.144
\end{tabular}

From these results and the ratios already given all the maxima may be found for these notes.

As the number of the note increases the formula
\[
-\bar{c} k_{k} \div\left(\begin{array}{c}
t  \tag{i1}\\
{ }_{c} \\
\frac{\rho_{1}-\rho}{\rho}
\end{array}\right)=1 \cdot 130
\]
applies with continually increasing exactness to the first maximum.
For any maximum of high number in the case of one of the higher notes a close approximation is supplied by
\[
\begin{equation*}
\frac{-\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)=1 \cdot 00 . \tag{62}
\end{equation*}
\]
§ 62. When the layer differs from the remainder only in elasticity, the change of pitch depends ouly on the alteration of rigidity. In this case we see from ( \(57 a\) ) or ( 576 ) that the change of pitch of a note vanishes when the layer coincides with a no-stress surface, and that for all other positions of the layer the pitch is raised or lowered according as the rigidity is increased or diminished. For a given numerical alteration of rigidity the effect on the pitch is greater when the rigidity is diminished than when it is increased.

When the layer of altered rigidity is of given volume the curve showing the rariation of \(\partial k / k\) with \(k \beta b, \equiv x\), is
\[
\begin{equation*}
y=\left\{x^{-1} \sin x-3 x^{-2}\left(x^{-1} \sin x-\cos x\right)\right\}^{2}=f_{13}(x) . \tag{63}
\end{equation*}
\]

The first segment of this curve appears as curve \(A\) in fig. 5 , and the corresponding function of \(x\) is tabulated in Table VII. Sect. II.

The second and subsequent segments of this curve would lie extremely close to the third and subsequent segments of the curve \(A\) of fig. 2. The first segment answers apparently to the first two segments of the curves of fig. 2.

The abscissae supplying the maxima ordinates of curve A, fig. 5 , are the roots of the equation
\[
1-9 x^{-2}-x^{-1}\left(4-9 x^{-2}\right) \tan x=0
\]
and the lengths of the maxima ordinates are found by substituting the roots of this equation for \(x\) in the expression
\[
\begin{equation*}
y=r^{-2}\left\{1-2 u^{-2}+9 x^{-4}+81 u^{-5}\right\}^{-1} \tag{6.5}
\end{equation*}
\]

For the first root and the corresponding maximum ordinate I find approximately
\[
x=1.0638 \pi, \quad y=\cdot 09412 .
\]

From these results with the assistance of Table II. and the values of \(k \beta a\) I have calculated the corresponding positions of the layer and the values of the corresponding maximum change of pitch in the first four notes. They are as follows:-
\[
27-2
\]

Table VI.
First maximum of \(\frac{\hat{k}}{k} \div\left(\begin{array}{cc}a V & n_{1}-川 \\ V^{r} & n_{1}\end{array}\right)\) and comesponding position of layer.

In passing it may be noticed that the prositions of the layer in this table coincide with the first muximum-stress surfuce, i.e the surface of least radius where the transverse stress \(W^{\circ}\), is a maximum.

From the consideration that when \(i\) is greater than \(: 3\) or 4 the value of \(Q^{\prime}\) for note (i) is approximately \((i+1)^{2} \pi^{2}\), we obtain as a pretty close approximation to the first maximm in the case of oue of the higher notes of number (i)
\[
\begin{equation*}
\frac{\partial k}{k} \div \frac{\partial V}{V} n_{1}-n=(i+1)^{2} \times 310 \tag{66}
\end{equation*}
\]

The first maxima given in the table are considerably the largest for the respective notes.

S(i3). When the layer of altered rigidity is of given thickness the equation to the curve showing the variation of \(\partial k ; \%\) with \(k i \beta b, \equiv x\), is
\[
\begin{equation*}
y=x^{2} j_{13}^{\prime}(x)=f_{12}(x) \tag{67}
\end{equation*}
\]

The first segment of this curve appears as curve \(B\) in fig. \(\overline{3}\) and the corresponding function of \(x\) is tabulated in Table VII. Sect. II.

The second and subsequent segments would lie very close to the third and subsequent segments of curves \(B\) in fig. 4 , and like them continually approach, as \(x\) increases, to coincidence with curve \(B\), fig. 2 .

The abscissae supplying the maxima ordinates of curve \(B\), fig. \(\overline{5}\), are the roots of the equation
\[
\begin{equation*}
1-6 x^{-2}-3 x^{-1}\left(1-2 x^{-2}\right) \tan x=0 \tag{68}
\end{equation*}
\]
and the lengths of the maxima ordinates are found by substituting the roots of this equation for \(d\) in the expression
\[
\begin{equation*}
y=\left(1-3 x^{-2}+36 x^{-6}\right)^{-1} . \tag{69}
\end{equation*}
\]

For the first rout and the corresponding maximum ordinate I find approximately
\[
x=1 \cdot 2: 319 \pi, \quad y=1 \cdot 2339
\]

From these results with the assistance of Table II. and the valnes of liku I have calculated the corresponding positions of the layer and the values of the corresponding maximum change of pitch in the first four motes, and give them in the following table:-

\section*{Table VII.}

First maximum of \(\frac{\partial k}{k} \div\left(\frac{t}{\tau} \frac{n_{1}-n}{n_{1}}\right)\) and corresponding position of layer.
for
\[
\begin{aligned}
& \text { Note (1) Note (2) Note (3) Note (4) } \\
& \frac{2 k}{k} \div\binom{\frac{t}{c} n_{2}-\mu}{n_{1}}=1.355 \quad 1.280 \quad 1.2 .59 \quad 1.249 \\
& b^{\prime} u=\cdot 6715 \\
& \because 255 \\
& \cdot 3141 \\
& \text {-2494 }
\end{aligned}
\]

As the value of \(Q\) continually approaches unity as the number of the note increases, the first maximum in one of the higher notes is given more and more correctly the higher the number of the note by
\[
\begin{equation*}
\frac{\hat{c} k}{\hat{k}} \div\left(\frac{t}{a} \frac{n_{1}-n}{n_{1}}\right)=1 \cdot 2: 34 . \tag{70}
\end{equation*}
\]

It is obvious from (69) that the first maximum ordinate is decidedly the largest, the length of the others approaching more and more nearly to 1 the larger the corresponding value of \(x\). In the case of the higher notes all but the first two or three maxima changes of pitch are given very approximately by
\[
\begin{equation*}
\frac{\partial k}{k} \div\left(\frac{t}{\epsilon} \frac{u_{1}-n}{u_{1}}\right)=1 \cdot 00 \tag{71}
\end{equation*}
\]
and the corresponding positions of the layer are in the immediate neighbourhood of the node surfaces.

\section*{sECTION IV.}

\section*{Radial Vibratioxs in Solid Cylinder.}
\(\S 64\). If \(J_{1}(k x), Y_{1}(k x)\) represent the two solutions of the Bessel's equation
\[
\begin{equation*}
\frac{d^{2} u}{d x^{2}}+\frac{1}{x} \frac{d u}{d x}+u\left(k^{u}-\frac{\mathbf{1}}{x^{2}}\right)=0 . \tag{1}
\end{equation*}
\]
then the type of vibration in a cylindrical shell of material ( \(\rho, m, n\) ) performing radial vibrations of frequency \(k, 2 \pi\) is
\[
u=\cos k t\left\{A J_{1}(l i z r)+B Y_{1}(k \alpha r)\right\}
\]

Here, as usual, \(A\) and \(B\) represent arbitrary constants, and
\[
\begin{equation*}
x^{2}=p /(m+n) . \tag{3}
\end{equation*}
\]

The displacements in a compound solid cylinder \(\left(0, \alpha \cdot c, a_{1}, b, \alpha \cdot \alpha\right)\), where \(b-c\) is small, are as follows:

In the core
\[
\begin{equation*}
u / \cos k \cdot t=A_{1} J_{1}(k ; x) . \tag{4}
\end{equation*}
\]

In the thin layer
\[
\begin{equation*}
u / \cos k t=A_{1} J_{1}\left(k \alpha_{1} v\right)+B_{1} Y_{1}\left(k \alpha_{1} v\right) \tag{5}
\end{equation*}
\]

Outside the layer \(\quad u / \cos k \cdot t=(A+\partial A) J_{1}\left(k^{\prime} \alpha r^{\prime}\right)+\partial B Y_{1}\left(k^{\prime} \alpha \cdot\right)\)
We shall suppose terms in \((b-c)^{2}\), and so in \((\partial A / A)^{2}\) and \((\partial B / A)^{2}\), negligible.
Let us for shortness put
\[
\left.\begin{array}{r}
J_{1}^{\prime}(k \alpha r)=\frac{1}{k \alpha} \frac{d}{d r} J_{1}(k \alpha r), \\
Y_{1}^{\prime}\left(k \alpha r^{\prime}\right)=\frac{1}{k \alpha} \frac{d}{d r} V_{1}\left(k \alpha r^{\prime}\right)
\end{array}\right\} \ldots \ldots \ldots \ldots \ldots
\]

We then find for the relations comnecting the arbitrary constants and supplying the frequency equation:
\[
\begin{align*}
& A \cdot J_{1}(l / \alpha c)=A_{1} J_{1}\left(l / \alpha_{1} C\right)+B_{1} I_{1}\left(l / \alpha_{1} c\right)  \tag{9}\\
& A F(c . \alpha)=A_{1} F\left(c \cdot \alpha_{1}\right)+B_{1} F_{1}\left(c \cdot \alpha_{1}\right)  \tag{10}\\
& (A+\hat{c} A) J_{1}(k a b)+\bar{c} B Y_{1}(k \alpha b)=A_{1} J_{1}\left(k \alpha_{1} b\right)+B_{1} F_{1}\left(k \alpha_{1} b\right) .  \tag{11}\\
& (A+\partial A) F(b \cdot \alpha)+\partial B F_{1}(b \cdot \alpha)=A_{1} F^{\prime}\left(b \cdot \alpha_{1}\right)+B_{1} F_{1}\left(b \cdot \alpha_{1}\right) .  \tag{12}\\
& (A+\partial A) F(u, \alpha)+\partial B F_{1}(a, \alpha)=0 . \tag{13}
\end{align*}
\]

The process of obtaining the frequency equation having been already illustrated in the case of the sphere, no difficulty should be encomntered in carrying it out when an eye is kept on the expression
\[
\begin{equation*}
\Delta\left(b, \alpha_{1}, b^{\prime}\right) \equiv J_{1}\left(k \alpha_{1} b\right) I_{2}^{\prime}\left(k \alpha_{1} b\right)-Y_{1}\left(k \alpha_{1} b\right) J_{1}^{\prime}\left(k \alpha_{1} b\right) . \tag{14}
\end{equation*}
\]
which cuts out in the final equations determining \(\partial A / A\) and \(\partial B / A\). The results \(I\) find are as follows:
\[
\begin{align*}
& -{ }_{A}^{A} A(m+u) k a b \Delta\left(b, \alpha \cdot b^{\prime}\right) \div \frac{b-c}{b} \\
& =\left\{(m+n) k^{n} \alpha^{2} l^{n}-\left(m n_{1}+n_{1}\right) k^{2} \alpha_{1}^{2} l^{m}-\frac{4 m n}{m+n}+\frac{4 m n_{1} n_{1}}{m n_{1}+n_{1}}\right\} J_{1}(k \alpha b) I_{1}(k \alpha b) \\
& +\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) F(b . \alpha) F_{1}(b . \alpha)+2\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right)\left\{J_{1}(k \alpha b) F_{1}(b . \alpha)+\Gamma_{2}^{F}(k \alpha b) F(b . \alpha)\right\} \ldots  \tag{15}\\
& \frac{\partial B}{A}(m+n) l a b \Delta\left(b \cdot \alpha \cdot b^{\prime}\right) \div \frac{b-c}{b} \\
& =\left\{(m+n) k^{2} \alpha^{2} b^{2}-\left(m m_{1}+n_{1}\right) k^{2} \alpha_{1}^{2} b^{2}-\frac{4 m n}{m+n}+\frac{4 m n_{1} n_{1}}{m n_{1}+n_{1}}\right\}\left\{J_{1}(k ; z b)\right\}^{2} \\
& +\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right)\left\{F(b, \alpha)_{i}^{?}+4\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right) J_{1}(k \alpha b) F^{\prime}(b . \alpha)\right. \tag{16}
\end{align*}
\]

It is important to notice that
\[
\begin{equation*}
k a b \Delta\left(b \cdot \alpha \cdot b^{\prime}\right)=-C \tag{17}
\end{equation*}
\]
where \(C\) is a constant iudependent of \(k, \alpha\) or \(b\), determined entirely by the definition given of the Bessel's function.

If the layer did not exist the frequency equation would be obtained by putting 0 for \(\partial A / A\) and \(\partial B / A\) in (13), whence
\[
\begin{equation*}
f(0 . \alpha \cdot u) \equiv F(\iota . \alpha)=0 \tag{18}
\end{equation*}
\]

In consequence of the existeuce of the thin layer, \(f(0, \alpha \cdot a)\) is no longer zero but is of order \(b-c\). Thus neglecting \(\partial A\) in (13), we find for the frequency equation in the compound cylinder
\[
\begin{equation*}
F(c, \alpha)+\frac{\partial B}{A} F_{1}(c, \alpha)=0 . \tag{19}
\end{equation*}
\]

As terms in \((b-c)^{2}\) are negligible, we may transform the coefficient of \(\partial B / A\) in (19) by any substitution which supposes (18) exactly true. We thus are enabled to replace (19) by
\[
\begin{equation*}
F(\mu, \alpha)+\frac{\partial B}{A} \frac{(m+n) k \alpha\left(a \Delta\left(u \cdot \alpha \cdot a^{\prime}\right)\right.}{J_{1}(k \alpha(l)}=0 . \tag{20}
\end{equation*}
\]

If the presence of the thin layer has raised the frequency by \(\partial k / 2 \pi\) then \(k-\partial k\) must satisfy (18), whence, neglecting terms in \(\partial h^{2}\), we find
\[
\begin{equation*}
F(u, \alpha)-\partial k \frac{l}{d k} F(u, \alpha)=0 . \tag{21}
\end{equation*}
\]

Now \(k \alpha u \frac{d}{k \alpha d a} F(a, \alpha)=-(m+n)\left(k^{2} \alpha^{2} \omega^{2}-1\right) J_{1}(k \alpha \alpha)+(m-n) k \alpha u J_{1}^{\prime}(k \alpha a)\).
As this occurs in the coefficient of \(\partial k\) we may substitute for \(J_{1}^{\prime}(k \alpha u)\) as if (18) were exactly true. Doing so, we get
\[
\begin{equation*}
k \alpha a \frac{d}{k \alpha d a} F(a \cdot \alpha)=-(m+n)\left\{k^{2} \alpha^{2} \alpha^{2}-\frac{4 m n}{(m+n)^{2}}\right\} J_{1}(k \alpha(1) . \tag{22}
\end{equation*}
\]

Substituting this in (21), and then noticing that (19) and (21) must be identical, we find
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{\partial B}{A} \frac{k \alpha u \Delta\left(a \cdot \alpha \cdot a^{\prime}\right)}{\sqrt{h^{2} \alpha^{2} \alpha^{2}-\operatorname{4mn}(m+n)^{-u} \mid\left\{J_{1}(k \alpha \epsilon)\right\}^{2}}} . \tag{23}
\end{equation*}
\]

Let \(\frac{1}{2 \pi} K_{(a, a)}\) denote the frequency of free radial vibrations in an infinitely thin shell of material ( \(\rho, m, n\) ) and radins \(a\), then
\[
\begin{equation*}
K^{2}{ }_{(\alpha, a)} u^{2}=\frac{4 m n}{(m+n)^{2} \alpha^{2}}=\frac{4 m n}{(m+n) \rho} \ldots \ldots \ldots \tag{24}
\end{equation*}
\]

\footnotetext{
* Transactions, l. c. p. 356, equations (43) and (43 a). Cf. also (22) above.
}

Also let
\[
\begin{align*}
& u_{r}=J_{1}\left(1 ; x v^{\circ}\right)  \tag{25}\\
& L_{,}^{\prime}=\frac{1}{r^{\prime}} F(r \cdot \alpha)=\frac{1}{r}(m+n) k \alpha r^{\prime} J_{1}^{\prime}(k \alpha r)+(m-n) J_{1}\left(k \alpha r^{r}\right) \tag{26}
\end{align*}
\]
so that \(u_{\text {, cos }}\) ht represents a displacement in a simple cylinder performing radial vibrations of frequency \(k / 2 \pi\) and \(U_{r} \cos k t\) the corresponding radial stress, both quantities refering to points at distance \(r\) from the axis.

Employing these substitutions in the value of \(\partial B / A\) given by (16), ant then substituting in (23) and employing (17), we find
\[
\begin{aligned}
& \left.+\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) \frac{l^{*}}{u^{2} \rho\left(h^{2}-K_{(a,(1)}^{*}\right)}\left(\frac{U_{b}}{u_{a}}\right)^{n}+4\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right) \frac{b}{l^{2} \rho\left(h^{2}-K_{(a, a)}\right)} \frac{u_{b} U_{b}}{u_{n}^{2}}\right] \ldots(27) .
\end{aligned}
\]

In (27), as in (2s), Sect. II., we notice the existence of three distinct terms, the first depending on the squave of the displacement of the altered layer, the second on the square of the radial stress, and the third on the product of the displacement and radial stress. The first term alone exists if the layer differ from the remainder of the cylinder only in density, or if it coincide with any no-stress surface. If the layer occur at a pode surface then the second term alone exists. The signs of these two terms are independent of the radius of the layer.

The third term ranishes if \(m_{2} / n_{1}=m / n\); otherwise its sign as well as its magnitude varies with the position of the layer.
8. 65. In the core there is no change of type due to the existence of the layer other than a displacement of any node, loop, or no-stress surface originally of radius \(r\) according to the law
\[
\begin{equation*}
-\partial r / v^{*}=\partial k / k \tag{28}
\end{equation*}
\]

Outside the layer we find by substituting in (6) the values of \(\partial A / A\) and \(\partial B / A\) from (15) and (16), and reducing
\(u^{\prime} A \cos k t=J_{1}\left(k \alpha r^{\prime}\right)\)
\[
\begin{align*}
& \left.+2\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right)\left(b^{-1} u_{k} f\left(b, \alpha_{0} \bar{r}\right)+U_{b} f(b, \alpha, \bar{r})\right\}\right] . \tag{29}
\end{align*}
\]
where, with our usual notation,
\[
\begin{align*}
& f(b, \alpha \cdot i)=J_{1}(k a r) V_{1}^{+}(k a b)-Y_{1}\left(k a z^{\prime}\right) J_{1}(k a b), 1 \\
& f(b, \alpha \cdot \bar{i})=J_{1}\left(h \alpha r^{\prime}\right) F_{1}(b, \alpha)-I_{1}(k \alpha r) F^{\prime}(b, \alpha) 广
\end{align*}
\]

The loci where \(f(b, \alpha, \bar{r})\) vanishes and changes sign are what would be the node surfaces of a simple shell of material \((p, m, n)\) whose immer surface \(r=b\) is fixed and whose frequency of vibration is \(k / 2 \pi\). Similarly the loci where \(f(b . a . \bar{r})\) vanishes answer
to the node surfaces in the vibration of frequency \(k / 2 \pi\) in a simple shell of material ( \(\rho, m, n\) ) whose inner surface \(r=b\) is free.

We notice the existence of three terms in the coefficient of \(b-c\) in (29) answering to the three terms in (27). The first two terms in (27) and (29) vanish together. The third term however in (27) vanishes when the layer coincides either with a node or a no-stress surface, whereas unless \(m_{1} / n_{1}=m / n\) the third term in (29) can ranish only for special values of \(r\) wherever the layer may be situated.

Noticing that \(\quad f(\bar{b}, \alpha, \bar{b})=0\), and \(f(b, \alpha . \bar{b})=-(m+n) C \ldots\)
we find from (29) for the displacement just outside the layer
\[
\begin{equation*}
u=A \cos k t\left[u_{b}-(b-c)\left\{\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) U_{b}+2\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right) b^{-1} u_{b}\right\}\right] \ldots \ldots \tag{32}
\end{equation*}
\]

From (32) we may deduce the following expression for the displacement throughout the layer itself:
\(u / A \cos k t=J_{1}(k \alpha b)-k \alpha(b-r) J_{1}^{\prime}(k \alpha b)\)
\[
\begin{equation*}
-(r-c)\left\{\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) U_{b}+2\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right) b^{-u_{u_{b}}}\right\} \ldots \ldots \tag{33}
\end{equation*}
\]

Thus, precisely as in the radial vibrations of a sphere, no change of type manifests itself as we cross the layer if it differ from the remainder only in density, or if while differing in elasticity it coincide with a no-stress surface and the relation \(n_{1} / n_{1}=n / m\) hold.
§ 66. For a discussion of (27) we require to know the characteristics of radial vibrations in a simple cylinder.

The type of the displacement is shown in (25). Thus there are a series of node surfaces whose radii, \(r\), for the note of frequency \(k / 2 \pi\) are found by equating \(k a r\) to the successive roots of
\[
\begin{equation*}
J_{1}(x)=0 \tag{34}
\end{equation*}
\]
viz.
\[
0, \quad 3832, \quad 7 \cdot 016, \quad 10 \cdot 173, \quad 13 \cdot 323 \ldots . .
\]
the higher roots being of course only approximate.
The radii of the loop surfaces, where the displacement is a maximum, are found by equating lar to the roots of
\[
\begin{equation*}
J_{1}^{\prime}(x)=0 . \tag{35}
\end{equation*}
\]
whose approximate values are \(1 \cdot 841,5.331,8 \cdot 536,11 \cdot 706 \ldots \ldots\)
The radii of the no-stress surfaces are obtained by equating kar to the roots of
\[
(m+n) x J_{1}^{\prime}(x)+(m-n) J_{1}(x)=0 .
\]
while by equating \(k \alpha a\) to these roots we obtain the frequencies of the several notes the cylinder can produce.

Vol. XV. Part II.

The form of (36) depends on \(\sigma\). Thus when \(\sigma=0\) it is identical with (35). When \(\sigma=2\) it becomes
\[
\begin{equation*}
3 x J_{1}^{\prime}(x)+J_{1}(x)=0 . \tag{37}
\end{equation*}
\]
whose roots, excluding zero, are approximately 2.069 , \(5 \cdot 396,8576,11735 . . .\).
Finally when \(\sigma=5\) it becomes
\[
J_{0}(x)=0
\]
whose roots are approximately \(2404,5320,8654,11792 \ldots .\).
For the roots of (34) and (38) I am indebted to Lord Rayleigh's Theory of Sound, Vol. I. Table B, p, \(\mathbf{2 7 4 . ~ T h ~}^{2}\) The roots of (35) and (37) I have calculated from the tables in Lommel's Studien über die Bessel'schen Functionen.

Since the roots of (34) and (35) are independent of \(\sigma\) the ratio of the radii of any two node or loop surfaces of given numbers in a given cylinder performing a given note is the same whatever be the number of the note or the value of \(\sigma\).

The values of kau, however, being the roots of (36), vary with the value of \(\sigma\); thus the ratios of the radii of the node or loop surfaces to the radius of the cylinder vary with the material. Still in the case of the second and higher notes the value of \(\sigma\) has only a small effect on the absolute positions of the several node and loop surfaces in a cylinder of given radius.

The roots of (36) exceed the corresponding roots of (35) for all values of \(\sigma\) greater than 0 . Thus the loop surfaces, while coinciding with the no-stress surfaces when \(\sigma=0\), lie inside them for all other kinds of isotropic material.

In the case of all three equations (34), (35) and (36) the successive higher roots come to differ almost exactly by \(\pi\), and the corresponding higher roots of (35) and (36) are for all values of \(\sigma\) nearly equal and are approximately half-way between successive roots of (34).

Thus between successive higher notes there is a nearly constant difference of pitch, and between consecutive surfaces of higher number of the same kind-whether node, loop or ino-stress surfaces-a nearly coustant difference of radius. Also the node surfaces of higher number lie nearly half-way between consecutive loop surfaces.

The positions of the node, loop and no-stress surfaces for the values \(0,{ }^{\circ} 25\) and 5 of \(\sigma\) in the four lowest notes are given in the following table to three places of decimals:-

Table I.
Values of r/a over node, loop, and no-stress surfaces.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{Number of note (1)} & \multicolumn{2}{|r|}{\(\sigma=0\)} & \multicolumn{3}{|c|}{\(\sigma=25\)} & \multicolumn{3}{|c|}{\(\sigma=\cdot 0\)} \\
\hline & Node surfaces 0 & \[
\underbrace{}_{\substack{\text { Loop and no- } \\ \text { stress surfaces } \\ 1.0}}
\] & Node surfaces 0 & \[
\begin{aligned}
& \text { Loop } \\
& \text { surfaces } \\
& 890
\end{aligned}
\] & \[
\begin{aligned}
& \text { No-stress } \\
& \text { surfaces } \\
& 10
\end{aligned}
\] & Node surfaces 0 & Loop
surfaces
.766 & \[
\begin{aligned}
& \text { No-stress } \\
& \text { surfaces } \\
& 10
\end{aligned}
\] \\
\hline \multirow[b]{2}{*}{(2)} & 10 & . 345 & 0 & -341 & -384 & 0 & -384 & -43.) \\
\hline & \(\{\cdot 719\) & \(1 \cdot 0\) & \(\cdot 710\) & -988 & 1.0 & -694 & -966 & 1.0 \\
\hline \multirow{3}{*}{(3)} & 10 & \(\cdot 216\) & 0 & -215 & -241 & 0 & -213 & -278 \\
\hline & \(\cdot 449\) & -625 & -447 & -622 & -629 & -443 & -616 & -638 \\
\hline & ( 822 & \(1 \cdot 0\) & -818 & -995 & \(1 \cdot 0\) & - 811 & - 986 & 1.0 \\
\hline \multirow{4}{*}{(4)} & \()^{0}\) & -157 & 0 & -157 & -176 & 0 & \(\cdot 156\) & 204 \\
\hline & \(\{327\) & -455 & \(\cdot 327\) & - 454 & - 460 & -325 & 452 & - 468 \\
\hline & \(\left\{{ }^{5} 99\right.\) & .729 & -598 & -797 & \(\cdot 731\) & -995 & -724 & .734 \\
\hline & ( 869 & 1.0 & -867 & -998 & 1.0 & -863 & \(\cdot 993\) & 1.0 \\
\hline
\end{tabular}

A comparison should be made of the above results with those of Table II. Sect. II.
In the table the axis is counted as a node and the surface of the cylinder as a no-stress surface, and under all circumstances the number of node, loop, or no-stress surfaces is equal to the number of the note.

I shall refer to any such surface by its number, regarding the surface of the same kind of least radius as number (1).
§67. In all the expressions for the change of pitch there occurs one or other of the two following quantities:
\[
\begin{align*}
Q & \equiv \frac{\operatorname{la\alpha }\left\{J_{1}(k \alpha a)\right\}^{-2}}{k^{2} \alpha^{2}\left(Q^{2}-4 m n(m+n)^{-2}\right.},  \tag{39}\\
\frac{1}{2} Q^{\prime} & \equiv \frac{1}{2} k \alpha a Q
\end{align*}
\]

Employing the results already recorded for the roots of the frequency equation, I have calculated from Lommel's tables the following approximate values for \(Q\) and \(Q^{\prime}\) : -

\section*{Table II.}

Values of \(Q\) and \(Q^{\prime}\).


In the higher notes the influence of \(\sigma\) on the value of \(Q\) is small and continually diminishes as the number of the note increases. In notes (3) and (4) the rariation in
the value of ' \(Q\) ' wh the value of \(\sigma\) is practically insensible. The numbers entered in the table in the two last columus are scarcely to be relied on in the last decimal place. The thind decimal place is retained in these columns mainly with the view of showing how remarkably small the intluence of the value of \(\sigma\) is.

The following considerations enable pretty close approximations to be found for the values of \(Q\) and \(Q^{\prime}\) in the higher notes.

From the general formula for the approximate values of Bessel's functions for large values of the argument, we may when \(x\) is large put
\[
J_{1}(x)=\sqrt{\frac{2^{-}}{\pi x}} \cos \left(\begin{array}{c}
3 \pi \\
4
\end{array}-x\right)
\]
approximately, employing the usual definition of the Bessel.
From the above expression we conclude that for large values of \(x\) the maxima values of \(x\left\{J_{1}(x)\right\}^{2}\) are all nearly equal, while the maxima of \(\left\{J_{1}(x)\right\}^{2}\) vary approximately as the reciprocals of the corresponding values of \(x\). Also the larger values of \(x\) supplying the maxima whether of \(x\left\{J_{3}(x)\right\}^{2}\) or \(\left\{J_{1}(x)\right\}^{2}\) increase very approximately in an arithmetical prugression with a common difference \(\pi\).

If now we write the frequency equation (36) in the form
\[
J_{1}^{\prime}(x)+\frac{m-n}{m+n} x^{-1} J_{1}(x)=0,
\]
we see that its higher roots, whatever be the value of \(\sigma\), must be nearly identical with the higher roots of \(J_{1}^{\prime}(x)=0\), i.e. of (35). This is in fact the exact form of the frequency: equation when \(\sigma=0\), and the difference betwreen the secoud root even of (35) and those of (37) and (38)-the frequency equations for the values 0 and 5 of \(\sigma\)-is, it will be noticed, far from conspicuous.

Thus whatever be the value of \(\sigma\) the values of \(k \boldsymbol{\alpha} a\) for the higher notes are nearly identical with those values of \(x\) which make \(\left(J_{1}(x)\right)^{2}\) a maximum.

Now for notes above the fourth the value of kac is not less than 148 , and so \(4 m n(m+n)^{-2}\) is very small compared to \(h^{2} \alpha^{n} a^{2}\).

Thus we see from (39) that for notes above the fourth a close approximation to the value of \(Q\), whatever be the value of \(\sigma\), is obtained by equating \(Q\) to \(1 \div\left\{x^{\frac{1}{2}} J_{1}(x)\right\}^{2}\), where \(x\) is one of the higher numbers which make \(\left\{J_{1}(x)\right\}^{2}\) a maximum. It immediately follows from our recent investigation that for notes above the fourth the value of \(Q\) is approximately constant and independent of \(\sigma\). No serious error will arise by ascribing to it the value \(\pi / 2\).

In the same way we find as an approximation for notes above the fourth
\[
Q^{\prime}=1 /\left\{J_{1}(x)\right)^{2},
\]
where \(x\) is one of the higher numbers which make \(\left\{J_{1}(x)\right\}^{2}\) a maximum. Consequently ' \(\ell\) ' varies approximately as these values of \(x\). But we saw that these values of \(x\) increase
approximately in an arithmetical progression with common difference \(\pi\), and so the successive values of \(Q^{\prime}\) increase approximately in arithmetical progression with a common difference \(\frac{\pi^{2}}{2}\).

This conclusion is strongly supported by the numbers given in Table II. We are thus entitled to assume that the value of \(Q^{\prime}\) for any note of number (i) greater than 4 is very approximately given for all values of \(\sigma\) by
\[
\begin{equation*}
Q^{\prime}=18.51+(i-4) \times(4.935) . \tag{40}
\end{equation*}
\]
\(\S 68\). As in previous sections I shall, before discussing the general application of the frequency equation, consider briefly two special cases.

In the first of these the material \(\left(\rho_{1}, m_{1}, n_{1}\right)\) occurs at or close to the axis. By supposing \(b / a\) very small, but \((b-c) / b\) still smaller, we pass to the case of a very thin layer close to the axis of the cylinder. This we shall call the axial layer.

Writing \(\quad(b-c) b / l^{2}=\frac{1}{2} \partial V / V\),
we obtain the value of \(\partial k / k\) in this case by retaining only the lowest powers of \(b / \pi\) occurring in (27). We easily find, distinguishing this case by the suffix \(l\),
\[
\begin{equation*}
\frac{1}{k} \partial k_{l}=\frac{\partial V}{V} Q_{2}^{2} \frac{\left(m_{1}-m\right)\left(m+n_{1}\right)}{(m+n)\left(m_{1}+n_{1}\right)} . \tag{l}
\end{equation*}
\]

If the material \(\left(\rho_{1}, m_{1}, n_{1}\right)\) form a thin core we must proceed by considering the form taken by the frequency equation \(f\left(0, \alpha_{1}, b, \alpha, a\right)=0\) when \(b / a\) is very small.

The application of the method of Sect. I. to this case presents no difficulty when the following data are kept in view.

From the usual formula for the Bessel's functions we obtain at once wheu \(x\) is very small the approximate values
\[
J_{1}(x)=x / 2, \quad J_{1}^{\prime}(x)=1 / 2
\]

Now for the other solution of the Bessel's equation we have
\[
Y_{1}(x)=-x^{-1} J_{0}(x)+\log (x) J_{1}(x)-J_{1}(x)+\text { powers of } x \text { above the first }{ }^{*} \text {. }
\]

But when \(x\) is very small approximate values are
\[
J_{0}(x)=1, \quad \log (x) J_{1}(x)=0
\]
and we have as first approximations
\[
Y_{1}^{\prime}(x)=-x^{-1}, \quad Y_{1}^{\prime}(x)=x^{-2}
\]

The numerical value of the constant \(C\) of (17) is also required in this case. We may determine it very simply by noticing that when \(x\) is very small
\[
-U^{\prime} \equiv x\left\{J_{1}(x) Y_{1}^{\prime}(x)-I_{1}^{\prime}(x) Y_{1}(x)\right\}=x \cdot\left\{\frac{x}{2} \cdot x^{-2}-\frac{1}{2}\left(-x^{-1}\right)\right\}=1
\]

\footnotetext{
* See Neumann's Theorie der Bessel'schen Functionen, p. 52, equations (13), (14), and (15).
}

Supposing the core of radius \(b\) and rolume \(\partial V\) per unit of length, so that
\[
b^{2}, a^{2}=\partial V / V,
\]

I find, distinguishing this case by the suftix \(c\),
\[
\begin{equation*}
\frac{1}{k} \partial k_{c}=\frac{\partial V}{V} \frac{Q^{\prime}}{2} \frac{m_{1}-m}{m_{1}+n} \tag{c}
\end{equation*}
\]

The formulae \(\left(\$ 1_{l}\right)\) and \(\left(\$ 1_{c}\right)\) are not in general identical. When howerer the alteration in elasticity is small they both reduce to
\[
\frac{\partial k}{k}=\frac{\partial V}{V^{\prime}} \frac{Q^{\prime}}{2} \frac{m_{1}-m}{m+n} .
\]

From \(\left(41_{l}\right)\) and \(\left(41_{c}\right)\) it follows that to the present degree of approximation an alteration only in density does not affect the pitch of any radial note when it occurs at or close to the axis.

In the case of the core the change of pitch depends entirely on the alteration of the elastic constant \(m\), and in the case of the axial layer the sign of the change of pitch depends entirely on the sign of \(m_{1}-m\) and its magnitude for any ordinary alteration of material would not be greatly modified by the alteration in \(n\).

If the elastic constant \(m\) alone is altered, then the formula \(\left(4_{l}\right)\) for the axial layer becomes identical with the general formula \(\left(41_{c}\right)\) for the core.

If both elastic constants are altered in the same proportion according to the law
\[
\begin{equation*}
m_{1} / m=n_{1} / n=1+p . \tag{42}
\end{equation*}
\]
the changes of pitch are given by
\[
\begin{align*}
& \frac{1}{k} \delta k_{l}=\frac{p}{1+p} \frac{\partial V}{V} \frac{Q^{\prime}}{2} \frac{m}{(m+n)}\left\{1+p \frac{n}{m+n}\right\}  \tag{l}\\
& \frac{1}{k} \partial k_{c}=p \frac{\partial V}{V} \frac{Q^{\prime}}{2} \frac{m}{(m+n)}\left\{1+p \frac{m}{m+n}\right\}^{-1} \cdots \tag{c}
\end{align*}
\]

For any alteration whatsoever of elasticity at or close to the axis the pitch is raised or lowered according as the elastic constant \(m\) is increased or diminished. Thus \(m\) takes the place that the bulk modulus occupies in the corresponding case in the sphere.
§69. Next suppose the alteration of material to take place throughout a surface layer of thickness \(t\). Then, remembering that \(U_{a}\) is zero, we easily obtain from (27)
\[
\begin{equation*}
\frac{\partial k}{k} \div \frac{t}{a}=-\frac{l^{2} \alpha^{2} \alpha^{2} \frac{\rho_{1}-\rho}{\rho}-\frac{4 m n}{(m+n)^{2}}\left(\frac{m^{-1}}{m_{1}^{-1}+n^{-1}}+n_{1}^{-1}-1\right)}{l^{2} \alpha^{2} u^{2}-(m+n+n)^{2}} \tag{44}
\end{equation*}
\]

The valnes of \(\partial k i k\), when the density at the surface alone is altered, are shown in the following table for the first four notes answering to the values 0,25 and 5 of \(\sigma\) :-

Table III.
\[
\begin{aligned}
& \text { Value of } \frac{-\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right) \text { for a surface layer. } \\
& \text { Number of note } \\
& \hline \sigma=\left\{\begin{array}{l|llll}
0 & 1.418 & 1.036 & 1.014 & 1.007 \\
25 & 1.262 & 1.031 & 1.012 & 1.006 \\
.5 & 1.0 & 1.0 & 1.0 & 1.0
\end{array}\right.
\end{aligned}
\]

If in (44) we suppose
\[
\begin{equation*}
\frac{m^{-1}+n^{-1}}{m_{1}^{-1}+n_{1}^{-1}}-1=\frac{\rho_{1}}{\rho}-1=q . \tag{45}
\end{equation*}
\]
then it at once reduces to
\[
\begin{equation*}
\frac{\partial k}{k}=-\frac{t}{a} q \ldots \tag{46}
\end{equation*}
\]

Thus we derive at once from Table III. the following results for the change of pitch due to a surface alteration of elasticity alone:-

Table IV.
Value of \(\frac{\partial k}{k} \div\left\{\frac{t}{a}\left(\frac{m^{-1}+n^{-1}}{m_{1}^{-1}+n_{1}^{-1}}-1\right)\right\}\) for a surface layer.
\begin{tabular}{|c|c|c|c|c|}
\hline Number & (1) & (2) & (3) & (4) \\
\hline 10 & 418 & .036 & -014 & . 007 \\
\hline -25 & '262 & .031 & \(\cdot 012\) & -006 \\
\hline \% & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}

A comparison of Tables III. and IV. leads to many interesting results as to the relative importance of surface alterations of density and elasticity in changing the pitch of the fundamental and higher notes.

The most important of these results is that if a thin surface layer of an isotropic cylinder be altered in any way consistent with its remaining isotropic, then the ratios of the frequencies of all the higher notes can ouly be slightly affected; but, unless the value of \(\sigma\) for the unaltered material be near the limiting value \({ }^{\circ}\), or else both density and elasticity be altered in such a way as approximately to satisfy (45), the ratio of the frequency of the fundamental note to that of any of the higher notes may be seusibly disturbed.
§ 70. It will be necessary to restrict our discussion of (27) to some special forms of alteration of material. We may in every case modify the function of \(k \alpha a\) that appears in the expression for \(\partial k\) by any substitution that supposes (18) to be exactly true.
(1) Suppose the layer to differ from the remainder only in density. We have already seen that the change of pitch is then always zero when the layer is axial. We may thus employ without restriction a formula in which the alteration of mass per unit length of cylinder is represented by
\[
\partial_{M} M=2 \pi b(b-c)\left(\rho_{1}-\rho\right) .
\]

Denoting by \(t\) the thickness \(b-c\) of the layer, and by \(M\) the original mass \(\pi a^{2} \rho\) of the cylinder per unit length, we find from (27)
\[
\begin{equation*}
\frac{\partial k}{k}=-\frac{t}{c} \frac{\rho_{1}-\rho}{\rho} Q k \alpha b\left\{J_{1}(k \alpha b)\right\}^{2}=-\frac{\partial_{1} M}{M} \frac{Q^{\prime}}{2}\left\{J_{1}(k \alpha b)\right\}^{2} . \tag{47}
\end{equation*}
\]
(2) Sumper the layer to differ from the remainder only in the value of \(m\). Employing the well-kuown relations between successive Bessel's functions, we obtain from (27)
\[
\underset{k}{c k}=\frac{t}{a} m_{1}-m Q k \alpha b\left\{J_{0}(k \alpha b)\right\}^{2}=\frac{\partial V}{V} \frac{m_{1}-m}{m_{1}+n} Q_{2}^{\prime}\left\{J_{0}(k \alpha b)\right\}^{\prime 2} .
\]
where
\[
V=\pi c^{2}, \quad \partial V=2 \pi(b-c) b .
\]

This formula it will be remembered happens to apply for an axial core as well as an axial layer.
(3) Suppose the layer to differ only in the value of \(n\). We find
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{t}{u} n_{1}-n, Q k a b\left\{n_{2}(k \alpha b)\right\}^{2}=\frac{\partial V}{V} \frac{n_{1}-n}{m+n_{1}} \frac{Q^{\prime}}{2}\left\{J_{2}(k \alpha b)\right\}^{2} . \tag{49}
\end{equation*}
\]

This vanishes for an axial layer.
(4) Suppose both elastic constants to be altered in the same proportion according to \((42)\), then by (27) for any true layer
\[
\frac{\partial k}{k}=\frac{t}{a} 1+p \text { p } Q k a b\left[\left\{J_{1}^{\prime}(k \alpha b)+\begin{array}{cc}
m-n & J_{1}(k \alpha b)  \tag{50}\\
m+n & k \alpha b
\end{array}\right\}^{*}+\frac{4 m n}{(m+n)^{2}}(1+p)\left\{\begin{array}{c}
\left.J_{1}(k \alpha b)\right\}^{2} \\
\left.\left.\frac{k \alpha b}{}\right\}^{2}\right] \ldots .
\end{array}\right.\right.
\]

An alternative formula applicable under the usual restriction may be obtained by the substitution
\[
\frac{t}{a} Q k a b=\frac{\partial V}{V} \frac{Q^{\prime}}{2} .
\]
\(\S\) 71. Comparing the expressions (47), (48), (49) and (50), we notice that each is a product of three factors of the usual kind.

Except in the case of ( 50 ), where the third factor is a function of \(\sigma\) and of the magnitude of the alteration of material, we may very easily construct curves*, whose abscissae are the values of \(x, \equiv k \alpha b\), to represent the variation in the magnitude of \(\partial k / k\) with the position of the layer.

The equations to these simple curves are
\[
\begin{align*}
& y=x\left\{J_{1}(x)\right\}^{2}=f_{5}(x) . \\
& y=\left\{J_{1}(x)\right\}^{2}=f_{3}(x) .  \tag{52}\\
& y=x\left\{J_{0}(x)\right\}^{2}=f_{2}(x) .  \tag{53}\\
& y=\left\{J_{0}(x)\right\}^{2}=f_{1}(x) .  \tag{54}\\
& \left.y=x J_{2}(x)\right)^{2}=f_{y}(x) .  \tag{5.5}\\
& \left.y=J_{y}(x)\right)^{2}=f_{z}(x) .
\end{align*}
\]

These curves apply whatever be the value of \(\sigma\) in the material. Full information as to their use is recorded in the following table:-

\footnotetext{
- On account of the difference in the values of \(Q\) for the ephere and cylinder, the ordinates of the curves of

Plate \(V\). should be increased in the ratio \(\pi: 2\) for com. parison with Plate IV.
}

Taple V.
\begin{tabular}{|c|c|c|c|c|}
\hline Function of \(x\). & Property of material altered & Layer of given & Figure where curve drawn & Letter attached to curve \\
\hline \(f_{3}(x)\) & \(\rho\) & volume & 6 & A \\
\hline \(f_{4}(x)\) & \(\rho\) & thickness & 6 & B \\
\hline \(f_{1}(x)\) & \(m\) & volume & 7 & A \\
\hline \(f_{2}(x)\) & \(m\) & thickness & 7 & B \\
\hline \(f_{7}(x)\) & \(n\) & volume & 8 & A \\
\hline \(f_{\varepsilon}(x)\) & \(n\) & thickness & 8 & B \\
\hline
\end{tabular}

After the long discussion of the corresponding curves in the case of a sphere, it is hardly necessary to say more than that the use of the present curves is exactly the same as that of the previous. Each of the curves of Table V. applies to all materials and notes. The ratios of its successive maxima ordinates are the ratios of the several maxima changes of pitch due to the given assigned alteration of material.

Since the factor by which the ordinates of all the curves \(B\) are to be multiplied to get the numerical magnitude of the change of pitch is \(Q\), the curves supply us immediately, supposing them drawn on the same scale, with a comparison of the changes of pitch, of any given note in any given cylinder, accompanying independent alterations of material throughout a layer of given thickness such that
\[
\left(\rho_{1}-\rho\right) / \rho=\left(m_{1}-m\right)^{\prime}\left(m_{1}+n\right)=\left(n_{1}-n\right) /\left(m+n_{1}\right) .
\]

Again for the higher notes the values of \(Q\) are nearly constant and independent of \(\sigma\); thus in any one of the three cases when \(\rho\) alone is altered, when \(m\) alone is altered, or when \(n\) alone is altered throughout a layer of given thickness, the maxima percentage changes of frequency of any given number are approximately the same for all the higher notes and for all isotropic materials.

In the case of all the \(A\) curves the factor is \(Q^{\prime} / 2\), thus the curves, if drawn on the same scale, supply at once a comparison of the changes of pitch of any given note in any given cylinder accompanying independent alterations of material, satisfying (57), throughout a layer of given volume.

Also since the higher values of \(Q^{\prime}\) increase approximately in arithmetical progression and are practically independent of \(\sigma\), it follows that when \(\rho\) alone is altered, when \(m\) alone is altered, or when \(n\) alone is altered throughout a layer of given volume, the maximum percentage change of pitch of any number ( \(j\) ) in a note of number (i), which is greater than 2, exceeds the maximum percentage change of pitch of number ( \(j\) ) in the note of number \((i-1)\) in the same cylinder by a quantity which is practically independent of \(i\) or of \(\sigma\) and may be regarded as depending only on \(j\).
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The factors, viz the reciprocals of lia, by which an abscissa \(x\) must be multiplied to supply the corresponding value of b/a are given in the following table:-

\section*{Table Vi.}

Values of \(1 / k a c\).
\begin{tabular}{|c|c|c|c|c|}
\hline Number of note & (1) & (2) & (3) & (4) \\
\hline 10 & -5431 & \(\cdot 1876\) & \(\cdot 1171\) & -0854 \\
\hline \(=25\) & -4832 & \(\cdot 18.53\) & -1166 & -0852 \\
\hline -5 & - 4160 & \(\cdot 1812\) & -1156 & -0848 \\
\hline
\end{tabular}

Approximate values of these multipliers in any of the higher notes may be easily derived from the consideration that their reciprocals \(k \alpha a\) are nearly independent of \(\sigma\) and increase approximately in an arithmetical progression with a common difference \(\pi\).
§ 72. The functions of Table \(V_{\text {., }}\) and several others whose occurence will subsequently be explained, are tabulated in Table VII. For the data necessary in making the calculations I am indebted to the tables of \(J_{0}(x)\) and \(J_{1}(x)\) in Lommel's work. I have in no case gone beyond the value 15 of \(x\). The necessity of carrying the calculations further may in general be avoided, as the following considerations show.

We have already seen in \(\S 67\) that the maxima of \(\left\{J_{1}(x)\right\}^{2}\) when \(x\) becomes large vary approximately as the reciprocals of the corresponding values of \(x\), and so tend to become small; while the maxima of \(x\left\{J_{1}(x)\right\}^{2}\) tend to approach a finite constant value. Now the same results may be proved in a similar way for any Bessel's function \(J_{i}(x)\).

Thus a glance at equations ( 51 )-( 56 ) suffices to show that the successive maxima ordinates of any one of the curves \(A\) of Table \(V\). diminish rapidly as the radii of the corresponding positions of the layer increase, while the successive maxima of any one of the curves \(B\) continually approach to equality. Consequently unless very great accuracy is required it is unnecessary to draw either set of curves for large values of \(x\).

The other functions occurring in Table VII. present themselves in the treatment of (50). The form of \(f_{5}(x)\) is given by (77), of \(f_{6}(x)\) by (78), of \(f_{9}(x)\) by (79) with \(\sigma=0\), of \(f_{10}(x)\) by (80) with \(\sigma=0\), of \(f_{11}(x)\) by (81), and of \(f_{12}(x)\) by (82).

This last group of functions are also represented by curves, but these must be combined in pairs so as to form compound curves, or else apply only for special values of \(\sigma\). The ordinates of these curves have to be multiplied by \(Q\) or \(Q^{\prime} / 2\), and their abscissae by the factors given in Table VI. according to circumstances.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{13}{|l|}{Table VII.} \\
\hline \({ }^{x}\) & \(f_{1}(x)\) & \(f_{2}(x)\) & \(f_{3}(x)\) & \(f_{4}(x)\) & \(f_{5}(x)\) & \(f_{6}(x)\) & \(f_{7}(x)\) & \(f_{8}(x)\) & \(f_{9}(x)\) & \(f_{10}(x)\) & \(f_{11}(x)\) & \(f_{12}(x)\) \\
\hline 0 & 1 & 0 & 0 & 0 & \(\cdot 25\) & 0 & 0 & 0 & \(\cdot 25\) & 0 & 6 6 & 0 \\
\hline \(\cdot 1\) & .9950 & -0995 & -0025 & \(\cdot 0002\) & & & & & & & -6633 & \(\cdot 0663\) \\
\hline \(\cdot 2\) & .9801 & -1960 & -0099 & -0020 & -2475 & \(\cdot 0495\) & \(\cdot 00002\) & \(\cdot 000005\) & -2426 & .0485 & -6534 & -1307 \\
\hline -4 & -9224 & \(\cdot 3689\) & . 03884 & -0154 & & & . 00038 & -00016 & \(\cdot 2212\) & .0885 & . 6150 & -2460 \\
\hline \(\cdot 6\) & & & -0422 & \(\cdot 0493\) & - 2283 & -1370 & -0019 & . 0011 & & & & \\
\hline -8 & \(\cdot 7162\) & \(\because 730\) & & & & & \(\cdot 0057\) & . 0046 & \(\cdot 1484\) & \(\cdot 1187\) & \(\cdot 4794\) & \(\cdot 3835\) \\
\hline \(\cdot 9\) & -6521 & -5869 & & & & & & & & & - 4377 & \(\cdot 3939\) \\
\hline 1.0 & - 8.55 & \(\bigcirc 8.55\) & \(\cdot 1936\) & \(\cdot 1936\) & -1936 & \(\cdot 1936\) & \(\cdot 0132\) & -0132 & \(\cdot 1057\) & \(\cdot 1057\) & \(\cdot 3948\) & \(\cdot 3948\) \\
\hline \(\cdots\) & 4504 & -5405 & & & & & -0254 & -0305 & \(\cdot 0655\) & \(\cdot 0786\) & \(\cdot 3087\) & \(\cdot 3705\) \\
\hline -4 & & & & & & & \(\cdot 0430\) & .0602 & & & & \\
\hline '(i) & -2074 & \(\cdot 3318\) & -3248 & .5196 & -1269 & -2030 & -0660 & -1056 & .0098 & \(\cdot 0158\) & \(\cdot 1603\) & . 2564 \\
\hline - 8 & & & -3382 & \(\cdot 6087\) & \(\cdot 1044\) & -1879 & . 0937 & -1687 & & & & \\
\hline \(2 \cdot 0\) & -0501 & -1002 & -3326 & -6652 & .05:32 & -166:3 & -124.5 & -2490 & \(\cdot 0042\) & \(\cdot 0083\) & \(\cdot 0749\) & - 1498 \\
\hline \(\cdot 2\) & -0122 & \(\cdot 0268\) & -3091 & -6800 & -06:39 & -1405 & & & & & \(\cdot 0601\) & -1323 \\
\hline 4 & \(\cdot 00001\) & .00002 & \(\cdot 2706\) & . 6494 & \(\cdot 0470\) & \(\cdot 1127\) & \(\cdot 1857\) & \(\cdot 4458\) & . 0455 & \(\cdot 1102\) & \(\cdot 0619\) & -1486 \\
\hline 'f & .0094 & -0244 & & & & & & & & & \(\cdot 0765\) & -1988 \\
\hline - & \(\cdot 0342\) & . 0959 & & & & & & & \(\cdot 1098\) & -3074 & \(\cdot 0989\) & \(\cdot 2769\) \\
\hline \(3 \cdot 0\) & & & \(\cdot 1150\) & \(\cdot 3449\) & . 0128 & \(\cdot 0383\) & -2363 & \(\cdot 7088\) & & & & \\
\hline -2 & \(\cdot 1025\) & \(\cdot 3281\) & & & & & \(\cdot 2338\) & \(\cdot 7482\) & \(\cdot 1615\) & \(\cdot 5168\) & \(\cdot 1463\) & -4681 \\
\hline 4 & & & \(\cdot 0321\) & \(\cdot 1092\) & \(\cdot 0028\) & \(\cdot 0094\) & . 2206 & \(\cdot 7502\) & \(\cdot 1739\) & -5912 & & \\
\hline '6 & - 1385 & -3525 & \(\cdot 0091\) & .0328 & \(\cdot 0007\) & . 0025 & \(\cdot 1979\) & \(\cdot 7123\) & -1750 & -6299 & -1683 & -6058 \\
\hline - & -1621 & -615 & & & & & & & \(\cdot 1648\) & -6262 & \(\cdot 1639\) & \(\cdot 6227\) \\
\hline !) & -161.) & -6297 & & & & & & & & & -1578 & \(\cdot 6154\) \\
\hline 4.0 & \(\cdot 1577\) & . 6309 & \(\cdot 0044\) & . 0174 & \(\cdot 00027\) & -00109 & -1326 & -304 & \(\cdot 1449\) & . 79.5 & -1493 & \(\because 974\) \\
\hline \(\cdot 4\) & \(\cdot 1171\) & \(\because 154\) & -0411 & -1809 & & -00934 & -0625 & .2752 & \(\cdot 0877\) & \(\cdot 3860\) & \(\cdot 0989\) & -4353 \\
\hline - & \(\cdot 0.78\) & .2775 & . 0891 & \(\cdot 4277\) & & -018.76 & . 0135 & \(\cdot 0646\) & \(\cdot 0318\) & \(\cdot 1525\) & \(\cdot 0430\) & \(\cdot 2065\) \\
\hline
\end{tabular}
(






\(\underbrace{-}_{i}\)





\(f_{12}(x)\)
\(f_{11}(x)\)
\(f_{10}(x)\)
会

Table VII. continued.
\(\begin{array}{llllll}f_{2}(x) & f_{3}(x) \\ -6320 & f_{4}(x) & f_{5}(x) & f_{6}(x) & f_{7}(x) \\ \end{array}\)

 .6368
.6367
.5991
\(\cdot 4049\)

\(\cdot 1589\)
\(\cdot 0643\)
\(\cdot 0097\)

.0327
.0124
\(\cdot 0049\)
\(\cdot 0007\)

.0231
.0273
.2081
.4558
.6198
.6338
.212
.2838
\(\cdot 0672\)
\(\cdot 0109\)



S 73. We may now examine the four special cases in detail.
When the layer differs from the remainder only in density the change of pitch is given by ( 47 ). The law of variation of \(\pi k / k\) with the position of the layer is thus independent of the magnitude of the alteration of density.

The positions of the layer when the pitch of a given note is unaffected coincide with the mode surfaces for that note. When the layer is in any other position the pitch is raised or lowered according as the density is diminished or increased.

When the layer of altered density is of given volume the curve showing the dependence of the change of pitch on the value of lab is \(A\) fig. 6 , whose equation is (52). The maxima ordinates answer to positions of the layer coincident with the loop surfaces.

The first maximum ordinate is much the largest. For the ratios it bears to the succeeding maxima ordinates, and so for the ratios of the first to the succeeding maxima changes of pitch I find
\[
1: 3539: 2206: 1608 . . . .
\]

Employing these ratios, all the maxima in the case of the first four notes can be calculated from the numerical magnitudes of the first maxima which are given in the following table:-

\section*{Table VIII.}

First maximum of \(-\frac{\partial k}{k} \div \frac{\partial M}{M}\).
\begin{tabular}{|c|c|c|c|c|c|}
\hline Value of \(\sigma\) & Number of note & (1) & (2) & (3) & ( 4 ) \\
\hline 0 & & .709 & 1.465 & \(2 \cdot 298\) & 3-13:3 \\
\hline -25 & & -6.5) & 1.463 & 2-298 & 3.133 \\
\hline \(\bigcirc\) & & \(\cdot 628\) & 1.462 & 2.297 & \(3 \cdot 133\) \\
\hline
\end{tabular}

For any of the higher notes approximations to the numerical magnitude of the first maximum change of pitch can easily be obtained by the consideration that these numbers increase approximately in an arithmetical progression with the number of the note. Thus for any note of number (i), greater than 4 , a close approximation to the first maximum is given for any value of \(\sigma\) by
\[
\begin{equation*}
-\frac{\partial k}{k} \div \frac{\partial M}{M}=3 \cdot 133+(i-4) \times 835 . \tag{58}
\end{equation*}
\]

In these higher notes the next three maxima changes of pitch can be obtained from the ratios alrearly given in this paragraph. The maxima of higher number can be obtainerl to a less close degree of approximation from the consideration that the reciprocals of the successive maxima changes of pitch in a given note are approximately in arithmetical progression. Thus from the values for the ratios of successive maxima already given in this paragraph we find as a fairly close approximation to the maximum change of pitch of number ( \(j\) ) in the mote of number ( \(i\) ), supposing \(i\) and \(j\) both greater than 4 ,
\[
\begin{equation*}
-\frac{\partial k}{k} \div \frac{\partial M}{M}=\frac{331833+(i-4) \times 835}{6 \cdot 22+(j-4) \times 1.67} \tag{.59}
\end{equation*}
\]
§ 74. When the layer of altered density is of given thickness the mode of variation of \(\partial k / k\) with \(k a b\) is shown by curve \(B\) fig. 6 , whose equation is ( 51 ).

The abscissae supplying the maxima ordinates are the roots greater than zero of
\[
\begin{equation*}
2 x J_{1}^{\prime}(x)+J_{1}(x)=0 . \tag{60}
\end{equation*}
\]

Their approximate values are \(2 \cdot 166,2 \cdot 427,8 \cdot 595,11 \cdot 749 \ldots\)
When \(\sigma=3\) the equations (60) and (36) are identical, and so the pnsitions of the layer supplying the maxima changes of pitch are coincident with the no-stress surfaces. For other materials these positions lie outside or inside the no-stress surfaces according as \(\sigma\) is less or greater than 3 . For all values of \(\sigma\) they lie outside the loop surfaces.

When \(\sigma=\dot{3}\) one of the positions supplying a maximum of \(\partial k / k\) coincides with the cylindrical surface, and for this and all larger values of \(\sigma\) the number of maxima is equal to the number of the note. For values of \(\sigma\) less than 3 the number of maxima is less by 1 than the number of the note. Thus in note (1) there is no true maximum, the value of \(\partial k / k\) increasing continually as the layer moves out from the axis to the surface.

The following table gives the positions of the layer corresponding to all the maxima in the case of the first four notes for the values \(0,{ }^{\circ} 5\) and \({ }^{5} 5\) of \(\sigma\) :-

\section*{Table IX.}

Values of \(b / a\) supplying maxima of \(-\frac{\partial h}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)\).


The blanks are intended to draw attention to the absence of true maxima. A comparison with Table I. will be found instructive.

For the ratios of the first to the successive maxima ordinates of curve \(B\), and so of the first to the subsequent maxima changes of pitch, I find
\[
1: 947: 940: 938 \ldots
\]
\(\because 26\) Mr C. Chree, on some compound Vibrating systems.
The absolute values of the first and largest maxima are given in the following table for the first four notes:-

Tabile X .
First maximum of \(-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)\).


Asterisks are attached to the entries for the values 0 and 25 of \(\sigma\) under note (1) to show that they are not true maxima. They do not answer to the first maximum ordinate of curve \(B\) fig. 6 , but to positions of the layer at the surface of the cylinder.

From the results already obtained as to the values of \(Q\) in the higher notes and as to the maxima of \(x\left\{J_{1}(x)\right\}_{j}^{2}\) answering to large values of \(x\), we are enabled to conclude that, for any note whose number exceeds 4 and for any value of \(\sigma\), a close approximation to the first maximum of \(-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)\) is 1.07 , and to any maximum whose number exceeds 3 a pretty close approximation is 1.00 .
§ 75. In the case when the layer differs from the remainder only in the value of \(m\) the change of pitch is given by (48). From this it appears that the law of variation of \(\partial k / k\) with the position of the layer is independent of the magnitude of the alteration of elasticity.

The positions of the layer when the change of pitch vanishes are found by equating kal to the roots of (38). They thus coincide with the no-stress surfaces when \(\sigma=5\), and for all other values of \(\sigma\) they lie outside of the no-stress surfaces though very close to all except the first.

When the layer is of given volume the curve showing the variation of the change of pitch with kab is A fig. 7, the equation to which is ( 54 ).

The ordinate at the origin is, much the largest in the curve. Thus the change of pitch which arises when the altered material forms an axial layer is far the largest maximum.

The magnitude of the change of pitch due to any assigned alteration of elasticity throughout an axial layer has been already determined in \(\S 68\), the necessary formula in the present case coinciding with (41c). The numerical magnitude is obtained at once by dividing by 2 the values supplied for \(Q^{\prime}\) in Table II. and altering the heading from \(Q^{\prime}\) to \(\frac{1}{k} \partial k \div\left(\frac{\partial V m_{1}-m}{V m_{1}+n}\right)\). For a note of number (i) above the fourth we obtain from (40) as an approximate formula
\[
\begin{equation*}
\frac{i k}{k} \div\binom{\partial V m_{1}-m}{V m_{1}+n}=\frac{1}{2}\{18.51+(i-4) \times 4.935\} \ldots \tag{61}
\end{equation*}
\]

The abscissae supplying the subsequent maxima ordinates are the roots of (34). Thus the corresponding positions of the layer coincide with the node surfaces. For the ratios of the first to the subsequent maxima ordinates, and so for the ratios of the first to the subsequent maxima changes of pitch, I find
\[
1: \cdot 162: \cdot 090: \cdot 062 \ldots
\]

From considerations as to the values of those maxima of \(\left\{J_{0}(x)\right\}^{2}\) which answer to large values of \(x\), of an exactly analogons nature to those discussed in \(\S 67\), it may be proved that a fairly close approximation to the maximum change of pitch of number ( \(j\) ) in the note of number ( \(i\) ), \(i\) and \(j\) being both greater than 4 , is supplied by
\[
\begin{equation*}
\frac{\partial k}{k} \div\left(\frac{\partial V}{V} \frac{m_{1}-m}{m_{1}+n}\right)=\frac{18 \cdot 51+(i-4) \times 4 \cdot 935}{32 \cdot 08+(j-4) \times 9 \cdot 87} . \tag{62}
\end{equation*}
\]

In this formula \(j\) may equal but cannot exceed \(i\), as the number of maxima, being equal to the number of node surfaces, including the axis, is equal to the number of the note.
\(\S 76\). When the layer whose \(m\) differs from that of the remainder is of given thickness the curve showing the variation of the change of pitch with kab is \(B\) fig. 7, the equation to which is (53).

The abscissae supplying the maxima ordinates are the roots greater than zero of
\[
\begin{equation*}
\left(2 x^{2}-1\right) J_{1}(x)-x J_{1}^{\prime}(x)=0 . \tag{63}
\end{equation*}
\]

For the first two roots I find approximately "9408 and 399594 .
It is easily proved that the positions of the layer answering to the maxima changes of pitch whose numbers exceed 2 lie outside of but very close to the corresponding node surfaces. The positions of the layer answering to the first two maxima are given in the following table for the first four notes and the usual values of \(\sigma\) :-

\section*{Table XI.}

Values of \(b / a\) where \(\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{m_{1}-m}{m_{1}+n}\right)\) is a maximum.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Note (1)} & \multicolumn{3}{|c|}{Note (2)} & \multicolumn{3}{|c|}{Note (3)} & \multicolumn{3}{|c|}{Note (4)} \\
\hline \(\sigma=0\) & -25 & -5 & 0 & -25 & \({ }_{5}\) & 0 & 25 & \(\cdot 5\) & 0 & \(\checkmark 5\) & 5 \\
\hline 011 & -455 & 391 & \(\cdot 176\) & \(\cdot 174\) & 170 & \(\cdot 110\) & \(\cdot 110\) & -109 & .0804 & \(\cdot 0802\) & . 0798 \\
\hline & & & \(\cdot 743\) & \(\cdot 734\) & \(\cdot 717\) & -464 & \(\cdot 462\) & -458 & . 338 & \(\cdot 337\) & 336 \\
\hline
\end{tabular}

As the second maximum ordinate is very uearly equal to all the subsequent maxima, and is decidedly greater than the first, I have included in the following table the first two maxima changes of pitch. For note (1) of course there is only one maximum.
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\section*{Table NII.}
\[
\text { Maxima values of } \frac{\partial k}{k} \div\left(\frac{t}{a} \frac{m_{2}-m}{m_{1}+n}\right) \text {. }
\]


The number of maxima is always equal to the number of the note so that the table gives all the maxima only for the first two notes.

In the higher notes for all values of \(\sigma\) pretty close approximations are
\[
\begin{equation*}
\frac{\partial k}{k} \div\left(\frac{t}{a} m_{1}-m\right)=924 \tag{64}
\end{equation*}
\]
for the first maximum change of pitch, and
\[
\begin{equation*}
\frac{\partial k}{k} \div\left(\frac{t}{c} \frac{m_{1}-m}{m_{1}+n}\right)=1 \cdot 00 . \tag{65}
\end{equation*}
\]
for the second and all subsequent maxima.
§ 77. In the third special case, when the layer differs from the remainder only in rigidity, the change of pitch is given by (49). This shows that the law of variation of \(\partial k / k\) with the position of the layer is independent of the magnitude of the alteration of rigidity.

The positions of the layer when the change of pitch vanishes are found by equating lab to the roots of
\[
\begin{equation*}
I_{2}(x)=0 . \tag{66}
\end{equation*}
\]
viz.* \(0,5185,8417,11620 \ldots\).
The higher roots are of course only approximate. The root \(x=0\) applies whether the layer be of given volume or of given thickness, so that the axis is always one of the positions where an alteration in rigidity does not affect the pitch.

Whatever be the value of \(\sigma\), the second and higher roots of the frequency equation (36) are slightly larger than the second and higher roots of (66). Thus counting the axis, the number of positions of the layer for which \(\partial k\) vanishes is always equal to the number of the note. Also these positions commencing with the second are close to but inside of the successive no-stress surfaces commencing with the second. It seems unnecessary to determine these positions more precisely. All the data necessary in the case of the first four notes and the usual values of \(\sigma\) are given above.
- See Lord Rayleigh's Theory of Sound, Vol. i. p. 274.

When the layer of altered rigidity is of given volume the curve showing the variation of the change of pitch with the position of the layer is \(A\) fig. 8 , the equation to which is ( 56 ).

There is, it will be noticed, a very close resemblance both in magnitude and position between the segments of this curve which are most remote from the origin and the segments of curve \(A\) fig. 7. The first segment however of the present curve would seem to answer to the whole of curve \(A\) fig. 7 between the origin and the second zero ordinate.

The abscissae supplying the maxima ordinates of the present curve are the roots greater than zero of
\[
\begin{equation*}
\left(x^{2}-2\right) J_{1}(x)+2 x J_{1}^{\prime}(x)=0 . \tag{67}
\end{equation*}
\]

For their approximate values I find \(3.0 .54,6706,9.9695,13 \cdot 170 \ldots\).
When \(i\) is greater than 2 the \((i-1)^{\text {th }}\) root of ( 67 ), omitting zero, is near but always less than the \(i^{\text {th }}\) root of (34), the equation which determines the position of the node surfaces. The first root of (67) is however noticeably less than the second root of (34). The number of true maxima being one less than the number of node surfaces is one less than the number of the note. In particular there is no true maximum for note (1). The following table gives the positions of the layer supplying the true maxima in the first four notes for the values 0 and 25 of \(\sigma:-\)

\section*{Table XIII.}

Values of \(b / a\) where \(\frac{\partial k}{k} \div\left(\frac{\partial V}{V} \frac{n_{1}-n}{m+n_{1}}\right)\) is a maximum.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & Note (2) & \multicolumn{2}{|r|}{Note (3)} & \multicolumn{3}{|c|}{Note (4)} \\
\hline & \(\cdot 573\) & 358 & 786 & 261 & \(\cdot 573\) & . 852 \\
\hline \(\sigma=\{25\) & -566 & -356 & 782 & \(\cdot 260\) & -572 & - 850 \\
\hline
\end{tabular}

For the ratios of the first to the subsequent maxima ordinates, and so for the ratios of the first to the subsequent true maxima changes of pitch, I find approximately
\[
1: 415:-274: \cdot 206 \ldots \ldots
\]

The numerical values of the first maxima in notes (2), (3) and (4), and of the greatest possible change of pitch in the case of note (1) are given by the following table for the values 0 and \({ }^{25}\) of \(\sigma\) :-

Table NIV.
First maximum of \(\frac{\partial k}{k} \div\left(\begin{array}{cc}\partial V & n_{1}-n \\ V & m+n_{1}\end{array}\right)\).
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|c|}{Note (1)} & \multicolumn{2}{|c|}{Note (2)} & \multicolumn{2}{|r|}{Note (3)} & \multicolumn{2}{|r|}{Note (4)} \\
\hline \(\sigma=0\) & 25 & 0 & 25 & 0 & 25 & 0 & 25 \\
\hline \(209 *\) & \(\underline{-2 *}\) & 1.024 & 1.02 .3 & \(1 \cdot 606\) & \(1 \cdot 606\) & 2.190 & \(2 \cdot 190\) \\
\hline
\end{tabular}

The asterisks are intended to draw attention to the fact that the entries under note (1) are not true maxima. The influence of \(\sigma\) in the case of the higher notes is practically nil.

As fairly approximate values for the first and for the \(j^{\text {th }}\) maximum respectively in note ( \(i\), supposing \(i\) and \(j\) both greater than 4 , we may take
\[
\begin{align*}
& \frac{\partial k}{\hbar} \div\left(\frac{\partial V}{V} \frac{n_{1}-n}{m+n_{1}}\right)=2 \cdot 190+(i-4) \times .584 .  \tag{68}\\
& \frac{\partial k}{k} \div\left(\frac{\partial V}{V} \frac{n_{1}-n}{m+n_{1}}\right)=\frac{2 \cdot 190+(i-4) \times 584}{4 \cdot 85+(j-4) \times 1 \cdot 20} . \tag{69}
\end{align*}
\]

These equations hold for all values of \(\sigma\). For values of \(j\) less than \(\&\) the ratios given above should be used.
§ 78. When the layer of altered rigidity is of given thickness the curve showing the variation of \(\partial k / k\) with the value of \(k \alpha b\) is \(B\) fig. 8 , the equation to which is (ăa).

In general we see that when \(i\) is greater than 2 the \((i-1)^{\text {th }}\) segment of curve \(B\) fig. 8 corresponds pretty closely in position and magnitude of ordinates to the \(i^{\text {rh }}\) segment of curve \(B\) fig. 7 .

The abscissae supplying the maxima ordinates of curve \(B\) fig. 8 are the roots greater than zero of
\[
\begin{equation*}
\left(2 v^{2}-3\right) J_{1}(x)+3 r_{1}^{\prime}(x)=0 . \tag{70}
\end{equation*}
\]

For their approximate values I find \(3311,6787,100215,13209 \ldots\) These roots are intermediate between those of (34) and (67).

For note (1) there is no true maximum, as the number of maxima is one less than the number of the note. The positions of the layer supplying all the maxima in notes (2), (3) and (4) for the values 0 and \({ }^{5} 5\) of \(\sigma\) are shown in the following table:-

\section*{Table XV.}

Values of \(b / a\) where \(\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{n_{1}-n}{m+n_{1}}\right)\) is a maximum.
\[
\begin{aligned}
& \text { Note (2) } \\
& \sigma=\left\{\begin{array}{l}
0 \\
-2 .
\end{array}\right.
\end{aligned}
\]

For the ratios of the first to the two next maxima ordinates, and so of the first to the two next maxima changes of pitch, I find
\[
1: 880: 860 .
\]

The fourth and subsequent maxima are only very slightly less than the third.
In the following table are given the numerical magnitudes of the first maxima for notes (2), (3) and (4), and of the greatest possible change of pitch in the case of note (1).

\section*{Table XVI.}

First maximum of \(\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{n_{1}-n}{m+n_{1}}\right)\).


The asterisks under note (1) indicate as usual that the entries are not true maxima.
From the table, with the assistance of the ratios given above, all the maxima in the notes (2), (3) and (4) may be calculated.

In notes above the fourth a pretty close approximation to the first maximum will be given for all values of \(\sigma\) by
\[
\frac{\partial k}{k} \div\left(\begin{array}{cc}
t & n_{1}-n  \tag{71}\\
a & \frac{n}{n}+n_{1}
\end{array}\right)=1 \cdot 185
\]

From this and the ratios given above, the values of the two next maxima may be found. For maxima of number greater than (3) in these higher notes we may take approximately
\[
\begin{equation*}
\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{n_{1}-n}{m+n_{1}}\right)=1 \cdot 00 \tag{72}
\end{equation*}
\]
§ 79. In the fourth special case the change of pitch is given by (50). For the limiting value 5 of \(\sigma\) this assumes the simple form
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{t}{a} \frac{p}{1+p} Q x\left\{J_{0}(x)\right\}^{2}=\frac{\partial V}{V} \frac{p}{1+p} \frac{Q^{\prime}}{2}\left\{J_{0}(x)\right\}^{2} . \tag{73}
\end{equation*}
\]
writing \(x\) for \(k a b\).
This becomes identical with (48) when the factor \(\left(m_{1}-m\right) /\left(n_{1}+n\right)\) of that equation is replaced by \(p /(1+p)\). Thus the conclusions already come to in the case when \(m\) alone is altered apply also to the present case for \(\sigma=5\) with merely a change in phraseology.

Except in this extreme case the expression ( 50 ) for the change of pitch is the sum of two squares, which cannot simultaneously vanish unless \(b / a=0\). Further we see from \(\S 68\) that when an alteration of material of this kind takes place throughout an axial layer of given volume the signs of \(\partial k\) and \(p\) are the same. Thus an alteration of both elastic
constants in the same proportion throughout a layer of given volume necessarily affects the pitch wherever it occurs, and the pitch is raised or lowered according as the clasticity of the layer is increased or diminished.

In considering (50) it will be convenient to consider separately the two squares by writing
\[
\begin{equation*}
\partial k=\partial k_{1}+\partial k_{2} \tag{74}
\end{equation*}
\]
where, \(\sigma\) denoting as usual Poisson's matio,
\[
\begin{align*}
& \underset{k}{\partial k_{1}}=\frac{t}{a} p Q \frac{1-2 \sigma}{(1-\sigma)^{2}} \frac{1}{k \cdot \alpha b}\left\{J_{1}(k \alpha b)\right\}^{2} .  \tag{75}\\
& \frac{\partial k_{2}}{k}=\frac{t}{c t} \frac{p}{1+p} Q k \alpha b\left\{J_{1}^{\prime}(k a b)+\frac{\sigma}{1-\sigma} \quad J_{1}(k \alpha b b)\right\}^{2}
\end{align*}
\]

The numerical magnitude of \(\partial k_{1}\) is independent of the sign of \(p\), whereas \(\partial k_{2}\) is numerically greater for a given negative value of \(p\) than for an equal positive value.

Again \(2 k_{1}\) depends on the square of the displacement and so vanishes when the altered layer is at a node surface. The more remote positions of the layer supplying the maxima of \(\partial k_{1}\) in the case of the higher notes are inside of but close to the loop surfaces of higher number whether the layer be of given volume or of given thickness. On the wther hand \(\partial k_{2}\) depends on the square of the radial stress. It thus vanishes when the altered layer is at a no-stress surface, and when the layer is of given volume it has its maxima when the layer coincides with those surfaces over which the radial stress is a maximum.

Further the law of variation of \(\partial k_{1}\) with \(k a b\) is independent of the value of \(\sigma\), but the maxima of \(\partial k_{1}\) diminish rapidly and become insignificant as \(\sigma\) approaches near to its limiting value '5. On the other hand so long as kab is small the law of variation of \(\partial k_{2}\) with \(k a b\) depends largely on the value of \(\sigma\).

In the case of notes (1) and (2), or for positions of the layer inside the third node surface in the case of the higher notes, the contribution of \(\partial k_{1}\) to the change of pitch cannot in general be neglected. For more remote positions of the layer, however, in the case of the higher notes \(\partial k_{1} / \partial k_{2}\) is always insignificant, except in the immediate neighbourhood of the no-stress surfaces where \(\partial k_{2}\) vanishes. Thus so far as the maxima changes of pitch are concerned the error introduced by neglecting \(\partial h_{1}\) is very triffing when the layer lies outside of the third node surface in the case of the higher notes.

It may also be proved from (76) that the value of \(\sigma\) has very little influence on the maxima of \(c k_{2}\) of number higher than 2.

We thus conclude that for practical purposes the change of pitch due to the alteration of elasticity of the kind under discussion is given to a very fair degree of approximation by (73) for all values of \(\sigma\), provided the layer lie outside of the third node surface of the note considered.
§ 80. When the change of pitch is wanted for positions of the layer answering to small values of kab , it will in general be best to construct separately curves showing the variation of \(\partial k_{1} / k\) and \(\partial k_{2} / k\), and then derive from them compound curves.

For the variation of \(\partial k_{1} / k\) we have the curves
or
\[
\begin{align*}
& y=x^{-2}\left\{J_{1}(x)\right\}^{2}=f_{5}(x) .  \tag{77}\\
& y=x^{-1}\left\{J_{1}(x)\right\}^{2}=f_{6}(x) .
\end{align*}
\]
according as the layer is of given volume or given thickness. These curves are those styled \(C\) and \(D\) respectively in fig. 6.

Between the origin and the next zero ordinate of curve \(D\),-which answer to positions of the layer at the first and second node surfaces respectively-the ordinates of both curves are far from insignificant compared to the ordinates of the other curves.

Beyond the third zero ordinate-which answers to a position of the layer at the third node surface-I have not drawn the curve \(D\). Its successive segments become rapidly flatter, as may be seen at once from the consideration that in fig. 6 the ordinate of curve \(A\) is the geometric mean of the ordinates of curves \(B\) and \(D\).

The curve \(C\) is drawn only as far as its first zero ordinate, answering to the second node surface. An idea of the extreme flatness of the other segments is easily derived from the consideration that the ordinate of curve \(D\) is the geometric mean of the ordinates of curves \(A\) and \(C\).

For the variation of \(\partial k_{2} / k\) we have the curves
\[
\begin{align*}
& y=\left\{J_{1}^{\prime}(x)+\frac{\sigma}{1-\sigma} \frac{J_{1}(x)}{x}\right\}^{2}=f_{9}(x) .  \tag{79}\\
& y=x f_{9}(x)=f_{10}(x) \ldots \ldots \ldots \ldots \ldots \ldots \tag{80}
\end{align*}
\]
according as the layer is of given volume or given thickness.
These curves are drawn for the special value 0 of \(\sigma\) in fig. 9 and are styled respectively \(A\) and \(B\). Both have zero ordinates answering to positions of the layer at all the loop surfaces. At the origin the ordinate of curve \(A\) is precisely equal to that of curve \(C\), fig. 6 , and for all other values of \(x\) less than 2 the ordinates of the latter curve are the larger. In fact the ordinates of curve \(A\) do not markedly predominate over those of curve \(C\), fig. 6 , until the layer has passed well outside of the first loop surface.

Curve \(B\) fig. 9 has a zero ordinate at the origin, and the first segment lies completely inside the first segment of curve \(D\) fig. 6. The great predominance, however, of the second and subsequent maxima ordinates of curve \(B\) over the second and subsequent maxima ordinates of curve \(D\) fig. 6 is a complete justification of what has been said of the general insignificance of \(\partial k_{1} / \partial k_{2}\) for positions of the layer outside the third or even the second node surface.

In the case just considered when \(\sigma=0\), the compound curve is constructed, according as the layer is of given volume or of given thickness, by adding the ordinate of
curve \(C\) fig. 6 multiplied by \(1+p\) to the ordinate of curve \(A\) fig. 9 , or by adding the ordinate of curve \(D\) fig. 6 multiplied by \(1+p\) to the ordinate of curve \(B\) fig. 9 . The quantities represented by these compound curves are respectively
\[
\frac{\partial k}{k} \div\left(\begin{array}{ccc}
\partial V & p & Q^{\prime} \\
V & 1+p & 2
\end{array}\right) \text { and } \begin{gathered}
\partial k \\
k
\end{gathered} \div\left(\frac{t}{a} \frac{p}{1+p} Q\right)
\]
§ 81. As a complete graphical representation of the law of variation of \(\partial k / k\) with small values of \(k a b\) for some one case when the elastic constants are altered in the same proportion seems desirable, I have considered the most important special case, viz. when \(p\) is so small that \(p^{2}\) is negligible and \(\sigma\) has the value " 25 .

In this case for layers of constant volume and of constant thickness respectively, the curves are
\[
\begin{align*}
& y=\left\{J_{0}(x)\right)^{2}-\frac{4}{3} x^{-1} J_{1}(x) J_{1}^{\prime}(x)=f_{12}(x)  \tag{81}\\
& y=x f_{31}(x)=f_{12}(x) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{82}
\end{align*}
\]

These are styled \(A\) and \(B\) respectively in fig. 10, and the quantities they represent are
\[
\frac{\partial k}{k} \div\left(\frac{\partial V}{V} p \frac{Q^{\prime}}{2}\right) \text { and } \frac{\partial k}{k} \div\left(\frac{t}{a} p Q\right)
\]

The marked differences between the earlier portions of these curves and the corresponding portions of the curves \(A\) and \(B\) of fig. 9 are well worthy of notice.
§ 82. There is still one point worthy of explicit reference. As we have already pointed out, \(x^{-1} J_{1}(x)\) when \(x\) is large is in general negligible compared to \(J_{1}^{\prime}(x)\). Now if we neglect \(x^{-1} J_{1}(x)\) compared to \(J_{1}^{\prime}(x)\) and suppose the layer to differ from the remainder only in elasticity, we may throw (27) into the simple form
\[
\begin{equation*}
\frac{\partial k}{k}=\frac{t}{a}\left(1-\frac{m+n}{m_{1}+n_{1}}\right) Q k a b\left\{J_{1}^{\prime}(k \alpha b)\right\}^{2} . \tag{83}
\end{equation*}
\]
a formula which is exact for positions of the layer coincident with any node surface.
Thus when the layer is outside the third or even the second node surface in the case of one of the higher notes, the change of pitch due to an alteration in clasticity alone may be regarded, when of practical importance, as due very approximately to the alteration in a single elastic quantity, viz. \(m+n\). This result should be compared with that found for the radial vibrations of a sphere in \(\S 48\) Sect. II.

\section*{Note to Section IV.}

The ultimate practical coincidence of the corresponding curves of figs. 7 and 8, and the fact that their maxima and zero ordinates ultimately almost coincide in position with the zero and maxima ordinates respectively of the curves of fig. 6 are of course entirely due to the relations between
\[
J_{0}(x), \quad J_{1}(x) \text { and } J_{2}(x)
\]

We have already pointed out that the successive values of \(x\), when large, which make any given Bessel zero increase very approximately by \(\pi\), and each is very nearly equidistant from two consecutive values of \(x\) which make the square of the Bessel in question a maximum.

Now from the relations between consecutive Bessel's we have
\[
-J_{0}^{\prime}(x)=J_{1}(x)=\frac{x}{2}\left\{J_{0}(x)+J_{2}(x)\right\}, \quad 2 J_{1}^{\prime}(x)=J_{0}(x)-J_{2}(x)
\]

Thus when \(J_{1}(x)\) vanishes \(\left\{J_{0}(x)\right\}^{2}\) is a maximum, and when \(\left\{J_{1}(x)\right\}^{2}\) has either its maxima or its zero values we have \(\left\{J_{0}(x)\right\}^{2}=\left\{J_{2}(x)\right\}^{2}\).

Thus the higher values of \(x\) which make \(\left\{J_{0}(x)\right\}^{2}\) and \(\left\{J_{2}(x)\right\}^{2}\) maxima, and the higher values which make them zero, respectively coincide with or are very close to those higher values of \(x\) which make \(\left\{J_{1}(x)\right\}^{2}\) vanish, and those which make it a maximum. Also corresponding maxima of \(\left\{J_{0}(x)\right\}^{2}\) and \(\left\{J_{2}(x)\right\}^{2}\), except the first one or two, are nearly equal.
[November 14, 1891. If while \(n\) is altered the bulk modulus \(m-n / 3\) remains unaltered, the change of pitch is given, writing \(x\) for \(k a b\), by
\[
\frac{\partial k}{k}=\frac{b-c}{a} \frac{m_{1}-n}{m_{1}+n_{1}} Q_{3}^{4} x\left[\left\{J_{1}^{\prime}(x)-\frac{1}{2} x^{-1} J_{1}(x)\right\}^{2}+\frac{3}{4} \frac{m_{1}+n_{1}}{m+n}\left\{x^{-1} J_{1}(x)\right\}^{2}\right] .
\]

It has obviously always the same sign as \(n_{2}-n_{\text {. }}\) ]

\section*{SECTION V.}

\section*{Transverse Vibrations in Solid Cylinder.}
\(\S 83\). In this form of vibration the displacement is at any point at right angles to the plane which contains the point and the axis of the cylinder. Employing \(J_{1}(x)\) and \(Y_{1}(x)\) for the two solutions of
\[
\frac{d^{2} y}{d x^{2}}+\frac{1}{x} \frac{d y}{d x}+y\left(1-\frac{1}{x^{2}}\right)=0
\]
we obtain for the displacement in the typical vibration in a shell
\[
\begin{array}{r}
v / \cos k t=A J_{1}(k \beta r)+B Y_{1}(k \beta r) . \\
\beta^{2}=p / n \ldots \ldots \ldots \ldots \ldots \tag{2}
\end{array}
\]
where
and \(A\) and \(B\) are constants.
In a compound solid cylinder \(\left(0, \beta \cdot c, \beta_{1}, b, \beta, a\right)\) where \(b-c\) is small, the typical displacements are as follows:-

In the core
\[
\begin{equation*}
v / \cos k t=A J_{1}(k \beta r) \tag{3}
\end{equation*}
\]

In the layer
\(v / \cos k \cdot t=A_{1} J_{1}\left(k \beta_{1} r\right)+B_{1} Y_{1}\left(k \beta_{1} r\right)\).
Outside the layer \(\quad v / \cos k t=(A+\partial A) J_{1}(k \beta r)+\partial B Y_{1}(k \beta r)\).
Terms in \((b-c)^{2}\), and so those of order \((\partial A / A)^{2}\) or \((\partial B / A)^{2}\), are as usual neglected.
* Transactions, Vol. xIv. Equation (44), p. 356.
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If for shortness we put
\[
\left.\begin{array}{rl}
F^{\prime}(r, \beta) & =n\left\{k \beta r J_{1}^{\prime}(k \beta r)-J_{1}(k \beta r)\right\},  \tag{6}\\
k_{1}^{\prime}(r \cdot \beta) & =n\left\{k \beta r Y_{1}^{\prime}(k \beta r)-Y_{1}^{\prime}(k \beta r)\right\}
\end{array}\right\} .
\]
then the relations connecting the arbitrary coustants and leading to the frequency equation are-
\[
\left.\begin{array}{rl}
A J_{1}(k \cdot \beta c) & =A_{1} J_{1}\left(k \cdot \beta_{1} c\right)+B_{1} Y_{1}\left(k \cdot \beta_{1} c\right), \\
A F^{\prime}(c \cdot \beta) & =A_{1} F\left(c \cdot \beta_{2}\right)+B_{1} F_{1}\left(c \cdot \beta_{1}\right), \\
(A+\partial A) J_{1}(k \beta b)+\partial B Y_{1}(k \beta b) & =A_{1} J_{1}\left(k \beta_{1} b\right)+B_{1} Y_{1}\left(k \beta_{1} b\right), \\
(A+\lambda A) F(b \cdot \beta)+\partial B F_{1}(b \cdot \beta) & =A_{1} F\left(b \cdot \beta_{1}\right)+B_{1} F_{1}\left(b \cdot \beta_{1}\right), \\
(A+\partial A) F\left((a \cdot \beta)+\partial B F_{1}((, \beta)\right. & =0
\end{array}\right\}
\]

Referring now to the radial vibrations of a solid cylinder in Sect. IV., we see that the transverse type of displacement differs from the radial only in being a function of \(k \cdot \beta\) r instead of \(k x y\). Also all the surface conditions in the transverse vibrations can be deduced from those holding for the radial vibrations by simply writing \(\beta\) for a and supposing \(m\) to ranish. We may thus at once deduce all the results we require for the transverse vibrations by making \(m\) zero and writing \(\beta\) for \(\alpha\) in the results already obtained for the radial vibrations.

The frequency of transverse vibrations in in infinitely thin shell vanishes, and thus (27) Sect. IV. transforms into
\[
\begin{equation*}
\frac{\partial k}{b}=\frac{b-c}{b}\left[-\frac{\rho_{1}-\rho}{\rho}\left(\frac{b}{a}\right)^{2}\left(\frac{v_{b}}{v_{a}}\right)^{2}+\left(\frac{1}{n}-\frac{1}{n_{1}}\right) \frac{b^{2}}{l^{2} \rho\left(l^{2}\right.}\left(\frac{V_{b}}{v_{a}}\right)^{2}\right] . \tag{8}
\end{equation*}
\]
where
\[
\begin{align*}
& v_{b}=J_{1}(k ; \beta b),  \tag{9}\\
& \left.V_{b}=n b^{-1}\left\{k \beta b J_{1}^{\prime}(k ; \beta b)-J_{1}(k \beta b)\right\}=-n k \beta J_{n}(k \beta b)\right\}
\end{align*}
\]

Obviously \(c^{\prime} \cos ^{\cos }\) represents a displacement during a vibration of frequency \(k / 2 \pi\) in a solid cylinder and \(V_{b} \cos k t\) the corresponding transverse stress.
§ 84. In the core the only change in the type due to the existence of the layer consists as usual of a displacement of all the node, loop and no-stress surfaces according to the law
\[
\begin{equation*}
-\partial r / r=\partial k / k \tag{10}
\end{equation*}
\]

From (29) Sect. IV. we find for the displacement outside the layer
\[
v / A \cos k t=J_{1}(k \beta r)+\begin{gather*}
b-c  \tag{11}\\
n \bar{C}
\end{gather*}\left\{-\left(\rho_{1}-\rho\right) k^{2} b v_{b} f(b \cdot \beta \cdot \bar{r})+\left(\frac{1}{n}-\frac{1}{n_{1}}\right) V_{b} f(b \cdot \beta \cdot \bar{r})\right\} \ldots \ldots
\]
where (f has the same meaning as in (17) Sect. IV., and with our usual notation
\[
\begin{align*}
& \left.f(b, \beta \cdot \bar{r})=J_{1}(k \beta r) Y_{1}(k \beta b)-Y_{1}(k \beta r) J_{1}(k \beta b),\right\}  \tag{12}\\
& f(b, \beta \cdot \bar{r})=J_{1}(k \beta r) F_{2}^{\prime}(b, \beta)-Y_{1}(k \beta r) F^{\prime}(b, \beta)
\end{align*}
\]

In the layer itself the displacement is given by
\[
\begin{equation*}
v / A \cos k t=J_{1}(k \beta b)-k \beta(b-r) J_{1}^{\prime}(k \beta b)-(r-c)\left(\frac{1}{n}-\frac{1}{n_{1}}\right) V_{b} \tag{13}
\end{equation*}
\]

The change of type outside the layer, i.e. the coefficient of \(b-c\) in (11), consists like the expression (8) for the change of pitch of two terms only. There is an exact correspondence between the terms in the two equations. The first terms in each depend only on the alteration of density, and simultaneously vanish when the layer is at a node surface. The second terms depend only on the alteration of rigidity, and simultanenusly vanish when the layer is at a no-stress surface.

The change of type in the layer itself is the last term of (13). Thus if there be an alteration only in density, or an alteratiou in rigidity occurring at a no-stress surface, then no progressive change of type manifests itself as we cross the layer, i.e. the layer vibrates as if it were of the same structure as the core.
§ 80. For a discussion of (8) we require to know the characteristics of the transverse vibrations in a simple cylinder.

Taking (3) as the type of vibration, we see that the node surfaces are obtained by equating \(k \beta b\) to the roots of
\[
J_{1}(x)=0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . .
\]

This is the same as (34) Sect. IV., and its roots are thus already recorded.
The radii of the loop surfaces are found by equating \(k \beta b\) to the roots of
\[
J_{1}^{\prime}(x)=0 .
\]

This is the same as (35) Sect. IV., whose roots have been already given.
The radii of the no-stress surfaces are found by equating \(k \beta b\) to the roots of
\[
\begin{equation*}
x^{-1} J_{1}(x)-J_{1}^{\prime}(x) \equiv J_{2}(x)=0 . \tag{16}
\end{equation*}
\]

This is the same as (66) Sect. IV., whose roots have been already giveu. Writing \(k \beta a\) for \(x\) in (16) we get the frequency equation.

Since the equations (14), (15) and (16) do not contain \(\sigma\) explicitly, it follows that, for any note of given number, the ratios borne by the radii of the several node, loop and no-stress surfaces to the radius of the cylinder are the same for all isotropic materials. Also the ratio of the radii of any two surfaces of given numbers, whether node, loop or no-stress surfaces, in a given cylinder performing a given note is the same whatever be the value of \(\sigma\) or the number of the note.

Since (14) and (15) are the same as (34) and (35) Sect. IV., it follows that the ratios subsisting between the radii of the several node and loop surfaces in a cylinder performing one of its transverse vibrations are precisely the same as those subsisting between the radii of the several node and loop surfaces in a cylinder performing one of its radial vibrations.

Since, however, the frequency equation (16) would agree with the frequency equation (36) Sect. IV. only when the physically impossible relation \(m / n=0\) was supposed to exist, it follows that the ratios borne by the radii of the node and loop surfaces to the radius of the cylinder cannot in any isotropic material be the same for a radial and
for a transverse vibration. The ratios also between the frequencies of the several notes which are prodnced by a cylinder vibrating radially cannot possibly be identical with the ratios subsisting between the frequencies of the several notes produced by a cylinder vibrating transversely. These latter ratios, it will be observed, are independent of the value of \(\sigma_{0}\) and so the same for all isotropic materials.

Comparing (16) with (36) Sect. IV. we see that when \(x\) is large they both approach the form
\[
J_{1}^{\prime}(x)=0
\]

Thus the higher roots of the frequency equations, both transversal and radial, approach more and more nearly the larger they are to the roots of (15). Thus the higher notes of the two modes of vibration in a given cylinder correspond to one another in pairs, such that the two sets of node and loop surfaces become nearly coincident, and the frequency of the transverse vibration is to that of the radial upproximately in the constant ratio
\[
\sqrt{n}: \sqrt{m+n}
\]

A similar result, it will be remembered, was found in the case of the sphere.
The positions of the several node, loop and no-stress surfaces for the first four notes are given in the following table. It applies to all values of \(\sigma\).

\section*{Table I.}

Values of \(r / a\) over node, loop and no-stress surfaces.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Note (1)} & \multicolumn{3}{|c|}{Note (2)} & \multicolumn{3}{|c|}{Note (3)} & \multicolumn{3}{|c|}{Note (4)} \\
\hline \[
\begin{gathered}
\text { Node } \\
\text { Nufaces }
\end{gathered}
\] & \[
\begin{aligned}
& \text { So-stress } \\
& \text { surfaces }
\end{aligned}
\] & \[
\underset{\substack{\text { Loop } \\ \text { surfaces }}}{\text { in }}
\] & \[
\overbrace{\begin{array}{c}
\text { Node } \\
\text { surfaces }
\end{array}}
\] & \[
\begin{aligned}
& \text { No-stress } \\
& \text { surfaces }
\end{aligned}
\] & \[
\underbrace{\text { Loop }}_{\text {surfaces }}
\] & \[
\begin{aligned}
& \text { Node } \\
& \text { surfaces }
\end{aligned}
\] & No-stress surfaces & \[
\begin{aligned}
& \text { Loop } \\
& \text { surfaces }
\end{aligned}
\] & \[
\begin{gathered}
\text { Node } \\
\text { surfaces }
\end{gathered}
\] & No-stress surfaces & \[
\underset{\substack{\text { Loop } \\ \text { surfaces }}}{ }
\] \\
\hline 0 & 0 & . 359 & 0 & 0 & -219 & 0 & 0 & 158 & 0 & 0 & -124 \\
\hline T46 & \(1 \cdot 0\) & & -45.5 & \(\cdot 610\) & . 633 & \(\cdot 330\) & 442 & 4.59 & 2.99 & 347 & 360 \\
\hline & & & -834 & 1.0 & & -604 & 724 & 7\%3.5 & +74 & -569 & \(\bigcirc 77\) \\
\hline & & & & & & 875 & 1.0 & & '688 & 785 & \(\cdot 791\) \\
\hline & & & & & & & & & \(\cdot 900\) & 1.0 & \\
\hline
\end{tabular}

It will be observed that the number of loop surfaces always equals the number of the note, and is one leas than the number of node or of no-stress surfaces. Also the loop surfaces, preciscly as in the rotatory vibrations of a sphere, lie outside of the corresponding no-stress surfaces, and not inside them as in the case of radial vibrations both in spheres and cylinders.

The axis has the curious property of being at once a node and a no-stress surface.
In comparing the transverse and radial vibrations it will be found that note ( \(i-1\) ) of the former class corresponds to note (i) of the latter.
86. I shall consider first two special positions of the layer.

Supposing in (8) \(b / a\) very small, while \((b-c) / b\) is also very small, we obtain the change of frequency due to the presence of a thin axial layer differing from the rest of the material. It will be found that \(\partial k\) vanishes under all conditions. The same result may independently be proved for a core of small radius. Thus, to the present degree of approximation, no change in pitch follows any alteration of material throughout a thin axial layer or core.
§87. Putting \(b=a\) and \(V_{b}=0\) in (8) we pass to the case of an alteration of material throughout a surface layer of small thickness \(t \equiv b-c\). For the change in frequency we get the simple result
\[
\begin{equation*}
-\frac{\partial k}{k}=\frac{t}{a} \frac{\rho_{1}-\rho}{\rho} \tag{17}
\end{equation*}
\]

A surface alteration in elasticity has thus no effect on the pitch of any note, and a surface alteration in density alters the pitch of all the notes in the proportion of their original frequeucies, and so leaves their ratios unaffected.
§ 88. Let us now consider the general case when the density alone is altered. As the change of pitch vanishes for an altered core we may without restriction put
\[
\begin{aligned}
b(b-c) / a^{2} & =\frac{1}{3} \partial V / V \\
b(b-c)\left(\rho_{1}-\rho\right) / \epsilon^{2} \rho & =\frac{1}{2} \partial 1 H / M .
\end{aligned}
\]

From (8) we find for the change of pitch
\[
-\frac{\partial k}{k}=\frac{t}{a} \frac{\rho_{1}-\rho}{\rho} \frac{k \beta b}{k \beta a}\left\{\begin{array}{l}
J_{1}(k \beta b) \\
J_{1}(k \beta a)
\end{array}\right\}^{2}=\frac{\partial M}{M} \frac{1}{2}\left\{\begin{array}{l}
J_{1}(k \beta b) \\
J_{1}(k \beta a)
\end{array}\right\}^{2} .
\]

The change of pitch vanishes when the layer of altered density coincides with a node surface.

When the layer is of given volume, the curve showing the law of variation of \(d k / k\) with \(k \beta b\) is
\[
\begin{equation*}
y=J_{1}(x)_{j}^{2} . \tag{19}
\end{equation*}
\]

This is the same curve that applies in the corresponding case of the radial vibrations. It appears as curve \(A\) in fig. 6. The function of \(x\) appears as \(f_{3}(x)\) in Table VII., Sect. IV.

This curve has been already discussed in \(\S 73\) and the ratios of its successive maxima ordinates recorded.

The positions of the layer supplying the maxima, are coincident with the loop surfaces. The first and largest maxima, answering to positions of the layer at the first loop surfaces, are given in the following table for the first four notes:

Table II.
First maximum of \(-\frac{\partial k}{k} \div \frac{\partial M}{M}\).
\begin{tabular}{cccc} 
Note (1) & Note (2) & Note (3) & Note (4) \\
1.468 & 2.299 & 3.133 & 3.968
\end{tabular}

The number of maxima is equal to the number of the note.
The first maximum for the \((i-1)^{\text {th }}\) transverse note is practically identical with that for the \(i^{\text {th }}\) radial note. Also the ratios of the first to the subsequent maxima are the same in the two cases. Thus from (58) and (59) Sect. IV. we find as pretty close approximations to the first maximum in note (i) and to the \(j^{\text {th }}\) maximum in the same note respectively, \(i\) and \(j\) being both greater than \(t\),
\[
\begin{align*}
& -\frac{\partial k}{k} \div \frac{\partial M I}{M}=3.968+(i-4) \times 835  \tag{20}\\
& -\frac{\partial k}{k} \div \frac{\partial M}{M}=\frac{3.968+(i-4) \times 835}{6.22+(j-4) \times 1.67}
\end{align*}
\]

Maxima of number less than (5) can be obtained by means of the ratios given in S 73 for any note in which the first maximum is known.
§ 89 . When the layer of altered density is of given thickness the curve showing the law of variation of \(\partial k / k\) with \(k \alpha b\) is
\[
\begin{equation*}
y=x^{\prime}\left(J_{1}(x)\right)^{2} \tag{22}
\end{equation*}
\]

This is the same curve that applies in the corresponding case in the radial vibrations. It appears as curve \(B\) in fig. 6 , and the corresponding function of \(x\) appears as \(f_{s}(x)\) in Table VII., Sect. IV.

This curve has been already discussed in \(\S 74\), Sect. IV.
The number of maxima is always equal to the number of the note, and the positions corresponding to the maxima in the first four notes are all shown in the following table:

\section*{Table III.}


The magnitudes of the first and largest maxima, answering to the positions nearest the axis in the above table, are as follows:

Table IV.
First maximum of \(-\frac{\partial k}{k} \div\left(\frac{t}{a} \frac{\rho_{1}-\rho}{\rho}\right)\).
\begin{tabular}{cccc} 
Note (1) & Note (2) & Note (3) & Note (4) \\
1.149 & 1.098 & 1.084 & 1.078
\end{tabular}

As in the case of the radial vibrations we find that in the higher notes a close approximation to the first maximum of \(-\frac{\partial k}{k} \div\left(\begin{array}{cc}\frac{t}{\epsilon} & \rho_{1}-\rho \\ \rho\end{array}\right)\) is 107 , and to any maximum whose number exceeds (4) a close approximation is 100 . Maxima of number less than (a) can be obtained by means of the ratios given in \(\S 74\) for any note in which the first maximum is known.
\(\S 90\). When the elasticity alone is altered, we find from (8) for the change of pitch
\[
\begin{equation*}
\frac{\partial k}{\bar{k}}=\frac{t}{a} \frac{n_{1}-n}{n_{1}} k \beta b\left\{\frac{J_{2}(k \beta b)}{J_{1}(k ; \beta a)}\right\}^{2}=\frac{\partial V}{V} \frac{n_{1}-n}{n_{1}} \frac{1}{2}\left\{\frac{J_{2}(k ; \beta b)}{J_{1}(k \beta a)}\right\}^{2} . \tag{2:3}
\end{equation*}
\]

The chauge of pitch thus depends solely on the alteration of rigidity. It vanishes when the layer is at any no-stress surface, and has for all other positions of the layer the same sign as \(n_{1}-n\). Its law of variation with the position of the layer is independent of the magnitude of the alteration in rigidity.

When the layer is of given volume the curve showing the law of variation of \(\partial k / h\) with loab is
\[
\begin{equation*}
\left.y=\int_{2}(x)\right\}^{2} \tag{24}
\end{equation*}
\]

This is the same curve that applies in the case of the radial vibrations when an alteration in rigidity alone takes place throughout a layer of given volume. It appears as curve \(A\) in fig. 8, and the corresponding function of \(x\) appears as \(f_{7}(x)\) in Table VII., Sect. IV.

This curve has been already discussed in § 77, Sect. IV.
All the positions of the layer supplying maxima in the first four notes are given by the following table. They coincide with those surfaces over which the transverse stress is a maximum.

Table V.
Values of \(b / a\) where \(\frac{\partial k}{\bar{k}} \div\left(\frac{\partial V}{V} \frac{n_{1}-n}{n_{1}}\right)\) is a maximum.
\begin{tabular}{cccc} 
Note (1) & Note (2) & Note (3) & Note (4) \\
.395 & .363 & .263 & 206 \\
& 797 & .577 & .453 \\
& & .858 & .674 \\
& & & .890
\end{tabular}

The first and largest maxima in the case of these notes are as follows:

Table Vit.
\[
\begin{gathered}
\text { First maximum of } \frac{\partial k}{h} \div\left(\frac{\partial V}{V} \frac{n_{1}-n}{n_{1}}\right) \\
\text { Note (1) } \\
\text { Note (2) } \\
1.0 \cdots 6
\end{gathered}
\]

The first maximum of \(\hat{o} k / h\) in the \((i-1)^{\text {th }}\) transverse note in the present case is practically identical with the first maximum of \(\partial k / k\) in the \(i^{\text {th }}\) radial note in the case when the rigidity alone is altered throughout a given volume, and the ratios of the first fo the subsequent maxima are the same in the two cases. We thus find, as fairly close approximations for the first and \(j^{\text {th }}\) maxima respectively in note ( \(i\) ), supposing \(i\) and \(j\) both greater than 4 ,
\[
\begin{align*}
& \frac{\partial k}{k} \div\binom{\frac{\partial V}{V} n_{1}-n}{n_{1}}=2.774+(i-4) \times 584  \tag{25}\\
& \frac{\partial k}{k} \div\binom{\frac{\partial V}{V} n_{1}-n}{n_{1}}=\frac{2.774+(i-4) \times 584}{4.85+(j-4) \times 1 \cdot 20 .} \tag{26}
\end{align*}
\]

Naxima of number less than (5) can be obtained by means of the ratios given in S. 77 for any note in which the first maximum is known.
§ 91. When the layer of altered rigidity is of given thickness the curve showing the law of variation of \(\partial k / k\) with \(k a b\) is
\[
y=x\left\{J_{2}(x)\right\}^{2}
\]

This is the same curve that applies in the case of the radial vibrations when an alteration in rigidity alone takes place throughout a layer of given thickness. It appears as curve \(B\) in fig. 8 , and the corresponding function of \(x\) appears as \(f_{8}(x)\) in Table VII., Sect. IV.

This curve has been already discussed in \(\S 78\), Sect. IV.
All the positions of the layer supplying maxima in the first four notes are recorded in the following table:

\section*{Table VII.}

Values of \(b / a\) where \(\frac{\partial k}{k} \div\left(\begin{array}{cc}t & n_{1}-n \\ a & n_{1}\end{array}\right)\) is a maximum.
\begin{tabular}{cccc} 
Note (1) & Note (2) & Note (3) & Note (4) \\
.645 & .393 & .285 & .224 \\
& .806 & .584 & .459 \\
& & .862 & .677 \\
& & & .893
\end{tabular}

The first and largest maxima in the case of these notes are as follows:

\section*{Table VIII.}
\[
\text { First maximum of } \frac{\partial k}{h} \div\left(\begin{array}{c}
t \frac{n_{1}-n}{a} \frac{n_{1}}{c}
\end{array}\right) \text {. }
\]
\begin{tabular}{cccc} 
Note (1) & Note (2) & Note (3) & Note ( \(\mathbf{4}\) ) \\
\(\mathbf{1 . 2 7 3}\) & \(\mathbf{1 . 2 1 7}\) & 1.201 & 1.195
\end{tabular}

For all notes of higher number a fairly close approximation to the first maximum change of pitch is given by
\[
\begin{equation*}
\frac{\partial k}{\bar{h}} \div\left(\frac{t}{c} \frac{n_{1}-n}{n_{1}}\right)=1 \cdot 19 . \tag{28}
\end{equation*}
\]

For all maxima of number greater than (4) we may take as a close approximation
\[
\begin{equation*}
\frac{\partial k}{k} \div\left(\frac{t}{c} \frac{n_{1}-n}{n_{1}}\right)=1 \cdot 00 . \tag{29}
\end{equation*}
\]

Maxima of number less than (4) can be obtained by means of the ratios given in \(\S 78\) for any note in which the first maximum is known.

\section*{SECTION VI.}

\section*{Radial Vibrations in Spherical Shell.}
§ 92. I now proceed to apply the method of Sect. I. to determine the frequency of vibration in compound shells.

I shall first consider the radial vibrations of spherical shells.
The type of vibration and of the radial stress in a simple shell are shown in (1) and (3) of Sect. II. From these expressions we may select the following as the values to be assigned to the \(F, F_{1}, G, G_{1}\) of (1) and (2), Sect. I.:
\[
\begin{align*}
& F(a \cdot \alpha)=(m+n) k \alpha a \sin k \alpha a\left(-4 n\left(\frac{\sin k \alpha t t}{k \alpha a}-\cos k \alpha \omega\right)\right.  \tag{1}\\
& F_{1}(a \cdot \alpha)=(m+n) k \alpha u \cos k i \alpha u-4 n\left(\frac{\cos k \alpha u}{k \alpha a}+\sin k \alpha u\right)  \tag{}\\
& A\left(1(\alpha)=\frac{\sin k \alpha \epsilon}{k \alpha a}-\cos k \alpha a\right.  \tag{3}\\
& G_{1}(l, \alpha)={ }_{k x(1}^{\cos k \alpha a}+\sin k \alpha \|
\end{align*}
\]

The form of the frequency equations in a simple sholl (b.a. ot) of the types free-free, fixed-free, free-fixed and fixel-fixed are given in equations (3), (4), (可) and (6), Sect. I. For the present case these lead to:
\[
\begin{align*}
& f^{2}(b, \alpha \cdot u) \equiv \sin k x(u-b)\left[(m+n)^{2} h^{2} \alpha^{2} u b-4 n(m+n) \frac{u^{2}+b^{2}}{a b}+16 n^{2}\left\{1+\left(k^{2} \alpha^{2} a b\right)^{-1}\right\}\right] \\
& -k \alpha(a-b) \cos h \alpha(a-b) .4 n\left\{m+n+4 n\left(h^{n} \alpha^{2} a b\right)^{-1}\right\}=0 . .  \tag{.5}\\
& \left.f(b \cdot \alpha \cdot u) \equiv(m+n): k \alpha u \cos k \alpha(a-b)+a b^{-1} \sin k \alpha(a-b)\right\} \\
& -\ln \left(k^{3} x^{2} u b\right)^{-1}\left(1+k^{n} a^{n}(a b) \sin k x(a-b)-k x(a-b) \cos k \alpha(a-b)\right\}=0  \tag{6}\\
& f(b \cdot \alpha \cdot \bar{i}) \equiv(m+n) \cdot b t^{-1} \sin k \alpha((t-b)-k \alpha b \cos k \alpha(u-b)\} \\
& \left.-\operatorname{tn}\left(k^{2} \alpha^{3}(\downarrow)\right)^{-1}:\left(1+k^{2} \alpha^{3} a b\right) \sin k x(a-b)-k \alpha(a-b) \cos k \alpha(a-b)\right\}=0  \tag{7}\\
& f f^{\prime}(\dot{b} \cdot \alpha, \bar{l}) \equiv \sin k \alpha(a-b)\left\{1+\left(h^{2} \alpha^{2}(a b)^{-1}\right\}-k \alpha(a-b)\left(k^{*} \alpha^{*}(c b)^{-1} \cos k \alpha(a-b)=0\right.\right. \tag{8}
\end{align*}
\]

The above expressions are the exact forms of \(f(b . \alpha . a)\) etc. and are not reduced by division or multiplication by any factor.

If the shell be su thin that terms in \((a-b)^{2}\) may be neglected the expressions become:
\[
\begin{align*}
& f^{\prime}\left(b . \alpha \cdot(t)=k \alpha(u-b)(m+n)\left\{(m+n) l^{2} \alpha^{2} a^{2}-4 n(3 m-n)(m+n)^{-1}\right\} \ldots \ldots \ldots \ldots \ldots\left(9_{a}\right),\right. \\
& =k \alpha(a-b)(m+n) p a^{2}\left(k^{2}-K_{\left(a, a^{\prime}\right.}^{2}\right)  \tag{b}\\
& f(\bar{b} \cdot \alpha \cdot a)=(m+n) k \boldsymbol{\alpha} u+k \boldsymbol{x}(a-b)(m-3 n)  \tag{10}\\
& f(b, \alpha \cdot \bar{j})=-(m+n) \operatorname{li} \alpha a+2 k x(a-b)(m-n)  \tag{11}\\
& f(\bar{b} \cdot \alpha \cdot \overline{1})=k x(1 t-b)
\end{align*}
\]

The meaning of \(K_{(a, a)}\), etc. is the same as in Sect. II. In the coefficient of \(a-b\) we may of course replace a by b.

Equating the coefticient of \(a-b\) in \(\left(9_{a}\right)\) to zero we get the frequency equation for a frec-free vibration. None of the three other types has in a thin shell a vibration of finite period.

By supposing in (6) and (7) \(b\) absolutely equal to \(t\), we find
\[
\begin{align*}
& f(k, \alpha, u) \equiv F^{\prime}(u, \alpha) G_{1}(u, \alpha)-k_{1}^{\prime}(u, \alpha) G(u, \alpha)=(m+n) k x u . .  \tag{1:3}\\
& f(u, \alpha \cdot u) \equiv G(u, \alpha) F_{1}^{\prime}(u, \alpha)-G_{1}(u, \alpha) F^{\prime}(u, \alpha)=-(m+n) k \alpha u \tag{14}
\end{align*}
\]

These quantitics cannot ramish unless \(k\), \(\alpha\), or a vanishes, and thus the occurrence of either as a factor in: it frequency equation does not supply a note of possible frequency: This proves for the present case the truth of a statement made in \(\S 9\), Sect. I.

Employing the redation (13) in equation (30) Sect. I., we find
\[
\begin{equation*}
f\left(e, \alpha \cdot c \cdot \alpha \cdot b \cdot \alpha \cdot(l)=(m+n)^{\prime \prime} l^{n} \alpha^{n} b c f(e, \alpha,(l) \cdot .\right. \tag{1.5}
\end{equation*}
\]

We also require the value of \(k \frac{l}{d k} f(e, \alpha, a)\) under the condition that \(k / 2 \pi\) is the frequency of a free-free vibration in a simple shell (e, \(\alpha,(\ell)\).

Looking on liae and lixu as independent variables, we may put
\[
k \frac{d}{d k} f(e, \alpha \cdot a)=\left[\begin{array}{cc}
k \cdot \alpha e-\frac{d}{d \cdot k \alpha e}+k \alpha u & \frac{d}{d \cdot k \alpha a} \tag{16}
\end{array}\right] f(e, \alpha \cdot a)
\]

A form of \(f(e . \alpha \cdot a)\) may be got by writing \(e\) for \(b\) in (5). It is simpler however in obtaining the above differentials to deal with the unreduced form obtained by the immediate substitution in (3) Sect. I. of the expressions (1) and (2) for \(F\) and \(F_{1}\).

It will suffice to give the work in one case. Thus
\[
\begin{align*}
& f(e . \alpha \cdot a)=F(u . \alpha)\left\{(m+n) k x e \cos k \alpha e-4 n\left(\frac{\cos k \alpha e}{k \alpha e}+\sin k \alpha e\right)\right\} \\
& -F_{1}(a \cdot \alpha)\left\{(m+n) k x e \sin k \alpha e-4 n\left(\frac{\sin k \alpha e}{k \cdot \alpha e}-\cos k \alpha e\right)\right\} \text {; } \\
& \therefore \text { kiae } \frac{d}{d . k \alpha e} f(e . \alpha . a) \\
& =F(a . \alpha)\left[\left(\begin{array}{c}
\cos k \alpha e \\
k \alpha e
\end{array}+\sin k \alpha e\right)\left\{-(m+n) k^{2} \alpha^{2} e^{2}+4 n\right\}+2(m-n) k \alpha e \cos k \alpha e\right] \\
& \left.-F_{1}(a . \alpha)\left[\begin{array}{c}
\sin k a e \\
k \alpha e
\end{array}-\cos k \alpha e\right)\left\{-(m+n) h^{2} \alpha^{2} e^{2}+4 n\right\}+2(m-n) k \alpha e \text { sin } k \alpha e\right] \text {, } \\
& \left.=i-(m+n) h^{2} \alpha^{2} e^{2}+4 n\right\}\left\{F(a \cdot \alpha)\left(\frac{\cos k \alpha e}{k \alpha e}+\sin k u e\right)-F_{1}(a \cdot \alpha)\left(\frac{\sin k \alpha e}{k \alpha e}-\cos k \alpha e\right)\right\} \\
& +2(m-n) k x e\left\{F(\epsilon, \alpha) \cos k \alpha e-F_{1}(c, \alpha) \sin k z e\right\} . \tag{17}
\end{align*}
\]

Remembering that \(f(e, a \cdot(t)\) is supposed equal zero, and employing the expressions supplied by (1) and (2) for \(F^{\prime}(e, \alpha)\) and \(F_{1}(e, \alpha)\), we find
\[
\begin{aligned}
& F(u . \alpha) \cos k \alpha e-F_{1}^{\prime}(u, \alpha) \sin k \alpha e \\
&=\frac{4 n}{m+n} \frac{1}{k \alpha e}\left\{F(u . \alpha)\left(\frac{\cos k u e}{k \alpha e}+\sin k \alpha e\right)-F_{1}(u . \alpha)\left(\frac{\sin k \alpha e}{k \alpha e}-\cos k \alpha e\right)\right\} .
\end{aligned}
\]

Substituting thence in the coefficient of \(m-n\) in (17) and putting the terms together, we find
\[
\begin{align*}
& \text { lae } \frac{d}{d \cdot l i \alpha e} f(e \cdot \alpha \cdot \alpha)=-(m+n)\left\{l^{2} \alpha^{2} e^{2}-\frac{4 n(3 m-n)}{(m+n)^{2}}\right\} \\
& \quad \times\left\{F^{\prime}(u \cdot \alpha)\left(\frac{\cos l i \alpha e}{k \alpha e}+\sin k \alpha e\right)-F_{1}(u \cdot x)\left(\begin{array}{c}
\sin k x e \\
k \alpha e
\end{array}-\cos k \alpha e\right)\right\} . \tag{18}
\end{align*}
\]

Finally noticing the forms of \(G\) and \(\left(G_{1}\right.\) in (3) and (4), the expression for \(f(\bar{e} . \alpha \cdot a)\) supplied by ( \(\mathbf{4}\) ) Sect. I., and the expression (25) Sect. II. for the frequency of radial vibrations in an infinitely thin shell, we obtain
\[
\begin{equation*}
\text { lize } \frac{d}{d \cdot l \cdot x e} f(e, \alpha \cdot a)=-p e^{2}\left(k^{2}-M^{2}{ }_{(\alpha, e)}\right) f(\bar{e}, x \cdot a) \tag{19}
\end{equation*}
\]

In an exactly similar manner it may be proved that

Thus
\(\qquad\)
where after differentiation \(k\) is treated as a root of the frequency equation \(f(e, \alpha \cdot \alpha)=0\).
The results (19) and (20) are particular cases of the general theorem treated in \(\S 10\), Nect. I.
§ 93. We now possess all the data necessary for determining the change of pitch in the radial ribrations of a spherical shell due to the existence of a thin layer differing from the rest of the material. Supposing the shell to be (e.a.c. \(\left.\boldsymbol{\alpha}_{1}, b, \alpha, a\right)\), we have from the general result (23) in Sect. I.
\[
\begin{align*}
f\left(e, \alpha, c, \alpha_{1}, b, \alpha, a\right) & =f(\bar{b}, \alpha, a)\left\{f(e, \alpha, c) f\left(\bar{c}, \alpha_{1}, b\right)-f(e, \alpha, \bar{c}) f\left(c, \alpha_{1}, b\right)\right\} \\
& -f(b, \alpha, a)!f(e, \alpha \cdot c) f\left(r, \alpha_{1}, \bar{b}\right)-f(e, \alpha, c) f\left(c, \alpha_{1}, \bar{b}\right) \tag{20}
\end{align*}
\]

Now supposing the layer \(\left(c, \alpha_{1} . b\right)\) so thin that terms in \((b-c)^{2}\) are negligible, let us employ the relations \(\left(9_{a}\right)\)-(12) for a thin shell. Then, replacing \(c\) by \(b\) in the coefficient of \(b-c\), we find for the frequency equation
\[
\begin{aligned}
& \frac{f\left(e \cdot \alpha \cdot c \cdot \alpha_{1} \cdot b \cdot \alpha \cdot(l)\right.}{\left(m_{1}+n_{1}\right) k \alpha_{1} b}=f(e \cdot \alpha \cdot c) f(b \cdot \alpha \cdot(l)-f(e \cdot \alpha \cdot(c) f(b \cdot \alpha \cdot(1) \\
& +\begin{array}{c}
b-c \\
b
\end{array}\binom{1}{m_{1}+n_{1}}\left\{\left(m_{1}-: 3 n_{1}\right) f(\rho \cdot \alpha \cdot b) f(b \cdot \alpha \cdot a)+2\left(m_{1}-m_{1}\right), f(e \cdot \alpha \cdot \bar{b}) f(b, \alpha \cdot a)\right\} \\
& -\frac{b-c}{b} \rho_{1} l^{2}\left(h_{2}-K^{\left.r={ }_{(a, ~}, b\right)}\right) f(e \cdot \alpha \cdot \bar{b}) f\left(\bar{b} \cdot \alpha \cdot(t)-\frac{b-c}{b} \frac{1}{m_{1}+n_{1}} f(e \cdot \alpha \cdot b) f(b \cdot \alpha \cdot t)=0 \ldots(23) .\right.
\end{aligned}
\]

Writing \(\alpha, m, u\) for \(\alpha_{1}, m_{1}, n_{1}\) respectively in (23), we get a similar expression for
\[
f(e \cdot \alpha \cdot c \cdot \alpha \cdot b \cdot \alpha \cdot a) \div\{(m+n) k \alpha b\} .
\]

Emploring this last expression in (23), we easily find for the frequency equation
\[
\begin{aligned}
& 0=\frac{f\left(e \cdot \alpha \cdot c \cdot \alpha_{1} \cdot b \cdot \alpha \cdot a\right)}{\left(m u_{1}+u_{1}\right) l \cdot \alpha_{1} b}=\frac{f(e \cdot \alpha \cdot c \cdot \alpha \cdot b \cdot \alpha \cdot a)}{(m+n) l \cdot \alpha b}
\end{aligned}
\]
\[
\begin{align*}
& +\left(\frac{m_{1}-3 m_{1}}{m_{1}+n_{1}}-\frac{m-3 n}{m+n}\right) f(e \cdot \alpha \cdot b) f\left(\bar{b} \cdot \alpha \cdot(1)+2\left(\frac{m_{1}-n_{1}}{m_{1}+n_{1}}-m-n+n\right) f(e, \alpha \cdot \bar{b}) f(b \cdot \alpha \cdot a)\right] \frac{b-c}{b} \ldots \tag{24}
\end{align*}
\]

Renembering (15) we may in (24) put
\[
\begin{equation*}
\frac{f(e \cdot \alpha \cdot c \cdot a \cdot b \cdot \alpha \cdot a)}{(m+n) k \cdot b}=(m+n) k a c f(e \cdot \alpha \cdot a) . . \tag{25}
\end{equation*}
\]

Suppose now that \(\partial k / 2 \pi\) is the increase in the frequency of a note due to the presence of the layer. Then \(k\) being supposed a root of \((24), k-\partial k\) must be a root of \(f(e, \boldsymbol{\alpha}, a)=0\). Thus assuming of of the order \(b-c\), the above equation (24) must be identical with
\[
f(e \cdot \boldsymbol{\alpha} \cdot a)-\frac{\partial k}{k} k \frac{d}{d k^{\prime}} f(e \cdot \boldsymbol{\alpha} \cdot a)=0
\]
i.e. with
\[
\begin{equation*}
f(e \cdot \boldsymbol{\alpha} \cdot \boldsymbol{a})+\frac{\partial k}{\bar{k}} \rho\left\{e^{2}\left(k^{2}-K^{2}{ }_{(a, e)}\right) f(\bar{e} \cdot \boldsymbol{\alpha} \cdot a)+a^{2}\left(R^{2}-K^{2}{ }_{(\alpha, a)}\right) f(e \cdot \alpha \cdot \bar{a})\right\}=0 . \tag{26}
\end{equation*}
\]

Making the substitution (25) in (24)-replacing \(c\) by \(b\) since \(f(e, \alpha, a)\) is of order \(b-c\)-and then comparing the identical equations (24) and (26), we find
\[
\begin{array}{r}
\frac{\partial k}{h^{2}}(m+n) k \alpha b \rho\left\{e^{2}\left(h^{2}-K^{2}{ }_{(a, c)}\right) f^{\prime}(\bar{e} \cdot \alpha \cdot a)+a^{2}\left(k^{2}-K^{2}{ }_{(a, a)}\right) f(e, \alpha \cdot \bar{a})\right\} \div \frac{b-c}{b} \\
=b^{2}\left\{p\left(k^{2}-K^{2}{ }_{(a, b)}\right)-\rho_{1}\left(h^{2}-K^{2}{ }_{\left(a_{1}, b, b\right)}\right)\right\} f(e \cdot \alpha \cdot b) f(b \cdot \alpha \cdot a) \\
+\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) f(e \cdot \alpha \cdot b) f(b \cdot \alpha \cdot a)+\left(\frac{m_{1}-3 n_{1}}{m_{1}+n_{1}}-\frac{m-3 n}{m+n}\right) f(e \cdot \alpha \cdot b) f(b \cdot \alpha \cdot a) \\
+2\left(\frac{m m_{1}-n_{1}}{m_{1}+n_{1}}-\frac{m-n}{m+n}\right) f(e \cdot \alpha \cdot \bar{b}) f(b \cdot \alpha \cdot a) \ldots \ldots \ldots \ldots \ldots \tag{27}
\end{array}
\]
\(\S\) 94. Now, as explained previously, the expression for \(\partial k / k\) as containing \(b-c\) may be modified by any substitution consistent with \(f(e \cdot \alpha \cdot(1)=0\) being exactly true. This enables us to put (27) into a form which brings out more clearly its physical significance.

From (1) to (4) combined with (1) and (3) of Sect. II., we may suppose the displacement \(u\) and radial stress \(U\) at a distance \(r\) from the centre of a simple shell (e. \(\alpha \cdot a)\), performing a free-free vibration of frequency \(k / 2 \pi\), to be given by
\[
\begin{align*}
& u r / \cos k t=r u_{v}=A G(r, \alpha)+B G_{1}(r, \alpha)  \tag{28}\\
& U r^{2} / \cos k t=r^{2} U_{r}=A F^{\prime}(r, \alpha)+B F_{1}(r, \alpha) . \tag{29}
\end{align*}
\]
where \(A\) and \(B\) are constants independent of \(r\) or \(t\).
In virtue of the surface conditions we have
\[
\begin{equation*}
A F^{\prime}(e, \alpha)+B F_{1}(e, \alpha)=0=A F(\alpha, \alpha)+B F_{1}((, \alpha) . \tag{30}
\end{equation*}
\]

Thence we get
\[
\begin{equation*}
A: B:: F_{1}(e, \alpha):-F(e, \alpha)::-F_{1}(a . \alpha): F(u, \alpha) \tag{31}
\end{equation*}
\]

Employing these ratios in (28) and (29), it is easy to prove
\[
\left.\begin{array}{l}
f(e \cdot \alpha \cdot b) \div f(e \cdot \alpha \cdot \bar{a})=b u_{b} \div a u_{a}, \\
f(\bar{b} \cdot \alpha \cdot a) \div f(\bar{e} \cdot \alpha \cdot a)=b u_{b} \div e u_{e},  \tag{32}\\
f(e \cdot \alpha \cdot b) \div f(e \cdot \alpha \cdot \bar{a})=b^{2} U_{b} \div a u_{n}, \\
f(b \cdot \alpha \cdot a) \div f(\bar{e} \cdot \alpha \cdot a)=b^{2} U_{b} \div e u_{e}
\end{array}\right) .
\]

We also easily prove
\[
\begin{align*}
f^{\prime}(\bar{e}, \alpha, u)=\left\{F(e, \alpha) G_{1}(e, \alpha)-F_{1}(e, \alpha) G(e, \alpha)\right\}\left[\begin{array}{l}
\{F(u, \alpha)\}^{2}+\left\{F_{1}(e, \alpha)\right\}^{2} \\
\left\{F^{\frac{1}{2}}(e, \alpha)\right)^{2}+\left\{F_{1}^{2}(e, \alpha)\right\}^{2}
\end{array}\right]^{1} \\
=(m+n) k \alpha e\left[\frac{\left\{( m + n ) k \alpha a \left(l-\left.4 n(k \alpha a)^{-1}\right|^{2}+16 n^{2}\right.\right.}{\left.(m+n) k \alpha e-4 n(k \alpha e)^{-1}\right\}^{2}+16 n^{2}}\right]^{\frac{1}{2}} . \tag{333}
\end{align*}
\]
and similarly
\[
\begin{equation*}
f(e, \alpha \cdot \bar{l})=-(m+n) k \cdot \alpha a\left[\frac{\left\{(m+n) k \alpha e-4 n(k \alpha e)^{-1}\right\}^{2}+16 n^{2}}{\left\{(m+n) k \alpha\left(l-4 n(k \alpha \alpha e)^{-1}\right\}^{2}+16 n^{2}\right.}\right]^{\frac{3}{2}} \tag{3+1}
\end{equation*}
\]

Thus
\[
\begin{equation*}
f^{\prime}(\bar{e}, \alpha \cdot a) \times f^{\prime}(e, \alpha \cdot \bar{i})=-(m+n) k^{2} \alpha^{2} e(t) \tag{3.5}
\end{equation*}
\]

Employing the results (32) and (35) in (27), we easily deduce
\[
\begin{aligned}
& \frac{\hat{k}}{k} \div{ }_{u}^{b-c}=\frac{-(m+n) k \alpha a}{\rho u_{e} u_{a}\left[e^{2}\left(k^{2}-K_{(\alpha, \sigma)}^{2}\right) f(\bar{b}, \alpha, a)+a^{2}\left(k^{2}-K^{2}(a, a)\right) f(\bar{e}, \alpha, \bar{a})\right]} \\
& \times\left[b^{2} \mu_{b^{2}}\left\{\rho\left(k^{2}-K_{(\alpha, b)}^{2}\right)-\rho_{1}\left(k^{2}-K_{\left(a_{1}, b\right)}^{2}\right)\right\}+b^{2} U_{b^{2}}\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right)\right. \\
& \left.+8 b u_{b} U_{b}\left(\begin{array}{c}
n \\
n+n \\
n
\end{array}-\frac{n_{1}}{m_{1}+n_{1}}\right)\right] \ldots(36)^{*} .
\end{aligned}
\]
§ 95. The deduction from (36) of the formula for the special case of a solid sphere requires careful treatment. Thus the term in the denominator containing
\[
e^{2} u_{e}\left(k^{e}-h^{* \prime \prime}(\alpha, \epsilon)\right) f(\bar{e}, \alpha, a)
\]
is easily seen to vanish with \(e\), but \(u_{e} f(e, \alpha, \bar{\ell})\) assumes the form \(0 \times 0\).
To avoid this difficulty we may by means of (35) replace the second of equations (32) by
\[
\begin{equation*}
u_{e} f(e, \alpha \cdot \bar{\pi})=-(m+n)^{2} k^{2} \alpha^{2} a b u_{b} \div f(b, \alpha \cdot a) \tag{37}
\end{equation*}
\]

Thence proceeding to the limit when \(e\) vanishes we casily find
\[
u_{0} f\left(e, \alpha_{0} \bar{u}\right)=-(m+n) k \alpha\left(u_{a}\right.
\]

This leads to the same result as was obtained in Sect. II.
§ 96. The right-hand side of (36) is the product of two factors of which the second alone is a function of \(b\). It contains \(u_{b}\) and \(U_{b}\) in the same way as does the righthand side of (28) Sect. II., and the physical significations of \(u_{b}\) and \(U_{b}\) are precisely the same as in the case of the solid sphere. The mathematical expressions for \(u_{b}\) and \(U_{1}\), are however, it must be remembered, different in the two cases, those for the shell being much the more complicated.

As the first factor on the right-hand side of (36) does not contain \(b\), it is for a given note the same in sign and in magnitude wherever the layer may be, or whatever be the nature of its difference from the rest of the material. The law of variation of Wh\% with the position of the layer in no way depends on it, but only the absolute magnitude and the sign of the change of pitch.

\footnotetext{
* See the note on p. 2 (\%)
}

For a solid sphere we found the first factor essentially positive. A purely mathematical demonstration that it is always positive in the case of a shell presents considerable difficulties, but is I believe rendered unnecessary by the following physical consideration.

Suppose the layer to differ from the remainder only in density, then we have
\[
\frac{\partial k}{k} \div{ }_{u}^{b-c}=[\text { first factor }] \times b^{*}\left(u_{b}\right)^{2}\left(\rho-\rho_{1}\right) l^{\prime \prime} .
\]

Thus, unless an increase of density occurring anywhere except at the nodes is to raise the pitch, the first factor must be positive. This consideration affords I think convincing proof that the first factor is essentially positive, and that such is the case will now be taken for granted.
\(\S\) 97. As (36) is in form so exactly analogous to (28) Sect. II. for the solid sphere, a brief discussion will suffice.

When an alteration of density occurs at a node surface of a particular note it does not affect its pitch, but in any other position it lowers the pitch when an increase and raises it when a decrease.

The percentage lowering of frequency due to a given increase of density throughout a given layer is always equal to the percentage rise of frequency due to an equal diminution of density throughout the same layer. The law of variation of the change of pitch, due to a given alteration of density, with the position of the layer is independent of the magnitude of the alteration of density. When the layer of altered density is of given volume the positions in which it has most effect on the pitch of a given note coincide with the loop surfaces for that particular note; when the layer is of given thickness its most effective positions lie slightly outside the loop surfaces.

If the layer differ from the remainder only in elasticity the change of pitch consists of three terms. Of these the first has the same sign as, and is proportional in magnitude to
\[
n_{1}\left(3 m_{1}-n_{1}\right)\left(m_{1}+n_{1}\right)^{-1}-n(3 m-n)(m+n)^{-1}
\]

It vanishes when the layer coincides with a node surface of the note in question.
The second term has the same sign as, and is proportional in magnitude to
\[
(m+n)^{-1}-\left(m_{1}+n_{1}\right)^{-1}
\]

It vanishes when the layer coincides with a no-stress surface.
The third term varies as
\[
u(m+n)^{-1}-n_{1}\left(m n_{1}+n_{1}\right)^{-1}
\]
but its sign depends also on the value of \(b\). It vanishes when the layer coincides either with a node or a no-stress surface. It likewise vanishes for all positions of the layer provided
\[
\begin{equation*}
m_{1} / m=n_{1} / n=1+p \tag{39}
\end{equation*}
\]

Thus if the uniconstant theory be true, or more generally if the relation (39) subsist, the sign of the change of pitch accompanying a given alteration in elasticity is independent of the position of the altered layer, and is the same as that of \(p\). If however the relation (39) do not hold, the sign of the change of pitch may for certain alterations of clasticity vary with the position of the layer.

The prositions of the layer whether of given thickness or given volume, when a given alteration of elasticity has most effect on the pitch of a given note would require to be separately determined for each possible alteration of elasticity. The first term-that depending on the alteration of \(n(3 m-n)(m+n)^{-1}\)-is largest when the layer, supposed of given thickness, coincides with a loop surface. The second term-that depending on the alteration of \((m+n)^{-1}\)-is largest when the layer, supposed of given volume, coincides with a surface where the radial stress is a maximum. As a function of \(b\) the first term varies as \(\left(u_{b}\right)^{\prime \prime}\), the second as \(\left(b U_{b}\right)^{2}\) and the third as \(u_{b}, b U_{b}\) when the layer is of given thickness. Now from equations (1)-(4) we see that when kab is large \(k^{\prime}(b, \alpha)\) and \(k_{1}^{\prime}(b, \alpha)\) are of the orders kabsin \(k a b\) and \(k \alpha b \cos k \alpha b\), while \(G(b, \alpha)\) and \(G_{1}(b, \alpha)\) are only of the orders \(\cos k \alpha b\) and \(\sin k \alpha b\). Thus it follows from (28) and (29) that when \(k a b\) is large \(u_{b} /\left(b U_{b}\right)\) is of the order \(1 / k \alpha b\) of small quantities and so is small. Consequently when kab is large the second term-that depending on the alteration of \((m+n)^{-1}-\) is much the most important, and the third term is next in importance.

Thus when the effect on the pitch of one of the higher notes due to an alteration of elasticity is being considered, we obtain in general-unless the alteration occur close to the inner surface and the radius of this surface be small-a close approximation to the value of che by neglecting altogether the first and third terms; and when the change of pitch of one of these higher notes is of practical importance it may be regarded as due approximately to the alteration of the single elastic quantity \((m+n)^{-1}\). The change of pitch is in such a case greatest when the alteration of elasticity occurs at or in the immediate neighbourhood of the surfaces of greatest radial stress.

In the case of the two or three lowest notes serious error might however arise from neglecting the first and third terms, especially when the alteration of elasticity occurs near a no-stress surface, more particularly the imer surface of the shell.
§ 98. I do not purpose an exhaustive investigation of (36), but one or two of the more interesting special cases may be considered without much analysis.

Thus let us suppose the layer to be at the outer surface, so that \(b=a\). Then by (10)
\[
f(\bar{b} \cdot \alpha \cdot a)=(m+n) k \alpha a,
\]
and so the second of equations (32) becomes
\[
\begin{equation*}
f^{\circ}(\bar{e} \cdot x \cdot a)=(m+n) \text { kauen } \mu_{\rho}\left(a u_{a}\right) . \tag{40}
\end{equation*}
\]

Hence by (35)
\[
\begin{equation*}
f(e, a \cdot \bar{\pi})=-(m+n) k x e\left(u u_{a} /\left(e u_{p}\right) .\right. \tag{+1}
\end{equation*}
\]

Again, owing to the surface conditions, \(U_{b} \equiv U_{c}=0\). Thus from (36), if the thickness of the layer be \(t_{1}\) and the change in pitch \(\partial k_{1}\),
\[
\begin{equation*}
\frac{\partial k_{1}}{\bar{k}}=\frac{t_{1}}{a} a^{3}\left(u_{a}\right)^{2}\left\{\rho\left(k^{2}-K_{(a, a)}^{3}\right)-\rho_{1}\left(k^{w}-K_{\left(a_{1}, a\right)}^{2}\right)\right\} \div \rho D \tag{42}
\end{equation*}
\]
where
\[
\begin{equation*}
D=a^{3} u_{a^{2}}{ }^{2}\left(k^{2}-K_{(\alpha, a)}^{2}\right)-e^{3} u_{e}^{a}\left(k^{2}-K_{(\alpha, e)}^{2}\right) \tag{43}
\end{equation*}
\]

Similarly if the layer, supposed of thickness \(t_{2}\) and material \(\left(\rho_{2}, \alpha_{2}\right)\), occur at the inner surface of the shell the change in pitch, \(\partial k_{2}\), is given by
\[
\begin{equation*}
\frac{\partial k_{2}}{k}=\frac{t_{2}}{e} e^{3}\left(u_{e}\right)^{2}\left\{\rho\left(k^{2}-K_{(a, e)}^{2}\right)-\rho_{2}\left(k^{2}-K_{\left(a_{2}, e\right)}^{2}\right)\right\} \div \rho D . \tag{44}
\end{equation*}
\]

If the layer differ from the remainder only in density, and the mass of the shell be increased by \(\partial M_{1}\) when the layer is at the outer surface, and by \(\partial M_{2}\) when the layer is at the inner surface, then putting
we get
\[
\begin{array}{ll}
M M_{1}=4 \pi a^{3} \rho / 3, & \partial M_{1}=4 \pi a^{2} t_{1}\left(\rho_{1}-\rho\right), \\
M_{2}=4 \pi e^{3} \rho / 3, & \partial M_{2}=4 \pi e^{2} t_{2}\left(\rho_{2}-\rho\right),
\end{array}
\]
where
\[
D^{\prime}=3\left\{M_{1}\left(u_{a}\right)^{2}\left(k^{2}-K^{2}{ }_{(\alpha, a)}\right)-M_{2}\left(u_{e}\right)^{2}\left(k^{2}-K_{(\alpha, e)}^{2}\right)\right\}
\]

The mass of the shell when of uniform density \(\rho\) is of course \(M_{1}-M_{2}\). From (45) we have the elegant relation
\[
\begin{equation*}
\partial k_{1}: \partial k_{2}:: \partial M_{1}\left(u_{a}\right)^{2}: \partial M_{2}\left(u_{e}\right)^{2} . \tag{47}
\end{equation*}
\]

Thus the changes in the pitch of a given note in a given shell when alterations of density occur at its surfaces are in the ratio of the consequent alterations of the mean values of the kinetic energies resident in the corresponding layers.

Supposing the altered surface layers to differ from the remainder only in elasticity, we find
\[
\left.\begin{array}{l}
\frac{\partial k_{1}}{k}=t_{1}\left(u_{a}\right)^{2}\left\{4 n_{1}\left(3 m_{1}-n_{1}\right)\left(m_{1}+n_{1}\right)^{-1}-4 n(3 m-n)(m+n)^{-1}\right\} \div \rho D,  \tag{48}\\
\frac{\partial k_{2}}{k_{2}}=t_{2}\left(u_{e}\right)^{2}\left\{4 n_{2}\left(3 m_{2}-n_{2}\right)\left(m_{2}+n_{2}\right)^{-1}-4 n(3 m-n)(m+n)^{-1}\right\} \div \rho D
\end{array}\right\}
\]
where \(D\) is given by (43).
Thus the change in pitch is proportional to the alteration in the elastic quantity \(n(3 m-n) /(m+n)\). We also notice that for equal alterations in the material at the two surfaces
\[
\begin{equation*}
\partial k_{1}: \partial k_{2}:: t_{1}\left(u_{\alpha}\right)^{2}: t_{2}\left(u_{e}\right)^{2} \tag{49}
\end{equation*}
\]
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Comparing (47) and (49) we see that the effect on the pitch of a given alteration in clasticity relative to that of a given alteration of density is always more important when the alterations oceur at the inner surface of a shell than when they occur at the outer.
S.99. Supposing the squares of \(\partial k_{1} / k, \partial k_{2} / k\) and \(\left(\partial k_{1}+\partial k_{2}\right) / k\) all negligible, we may take \(\left(\partial k_{1}+\lambda k_{2}\right) / k\) for the change in pitch due to alterations in the material existing simultaneonsly at both surfaces of the shell.

We can also obtain the effect on the pitch of a note of completely removing thin layes of the material from either or both of its surfaces by simply substituting 0 for \(\rho_{1}\) and \(\rho_{3}\) in (42) and (44) respectively. When layers of thicknesses \(t_{1}\) and \(t_{2}\) are simultanconsly removed we have

By supposing \(t_{1}\) or \(t_{2}\) negative we can obtain the change of pitch due to adding an additional layer of thickness \(t_{1}\) or \(t_{2}\) to the onter or inner surface respectively. This may be regarded as obvious, supposing it be admitted that the effects of adding and removing equal very thin layers at a surface must be equal and opposite.

As the immediately preceding deductions travel somewhat outside of strict elastic solid principles, the following substantiating evidence may give increased confidence in their validity:

In (50) let us suppose
and we get
\[
\begin{align*}
t_{2} e & =-t_{1} a .  \tag{51}\\
\partial k / k & =t_{1} / u
\end{align*}
\]

Thus our latest conclusions tell us that the effect of paring off a thickness \(t_{1}\) at the outer surface and adding a thickness \(t_{1} e / a\) at the inner surface raises the pitch in the ratio \(t_{1}: a\) : whereas an addition of thickness \(t_{1}\) at the outer surface and a paring off of thickness \(t_{1} e / a\) at the inner surface lowers the pitch in the same ratio. Now this is obviously a correct conclusion, because in the frequency equation of the simple shell (e.a.a), \(k\) presents itself solely in the combinations \(k \alpha a\) and \(k \alpha e\). Thus the frequency equation remains unchanged if
\[
\partial(k \alpha u)=0=\partial(k \alpha e) ;
\]
or, a being constant, if
\[
\begin{equation*}
\hat{r} k=-\bar{r} H, u=-\partial e e . \tag{5:3}
\end{equation*}
\]

Now a negative value of \(\partial u\) means a paring off of material at the outer surface, while a negative value of de means an addition of material at the inner surface. Thus equations (52) and (53) are identical.
§ 100. The case when the compound shell itself is very thin may be most easily treated independently: For instance let us consider the compound shell
\[
\left(a_{1}, \alpha_{1}, a_{2}, \alpha_{2}, a_{3}, \alpha_{3}, a_{4}\right)
\]
where \(a_{4}-a_{1}\) is so small that its square is negligible.

By (23) of Sect. I. the frequency equation is
\[
\begin{align*}
& f\left(a_{1}, \alpha_{1}, a_{2}\right) f\left(\bar{u}_{2}, a_{2}, a_{3}\right) f\left(\bar{u}_{3} \cdot \alpha_{3}, a_{4}\right)+f\left(u_{1}, \alpha_{1}, \bar{u}_{2}\right) f\left(a_{2}, a_{2}, \bar{u}_{3}\right) f\left(u_{3}, \alpha_{3} \cdot a_{4}\right) \\
&-f\left(\alpha_{1}, \alpha_{1}, \bar{u}_{2}\right) f\left(a_{2}, \alpha_{2}, u_{3}\right) f\left(\bar{u}_{3}, \alpha_{3} \cdot u_{4}\right)-f\left(a_{1}, \alpha_{1}, a_{2}\right) f\left(\bar{u}_{2}, \alpha_{2}, \bar{u}_{3}\right) f\left(u_{3}, \alpha_{3} \cdot a_{4}\right)=0 . \tag{54}
\end{align*}
\]

As \(a_{2}-u_{1}, a_{3}-a_{2}, u_{4}-a_{3}\) are all small, we may apply results answering to equations (9)-(12) for all these functions. Thus neglecting products such as \(\left(a_{2}-a_{1}\right)\left(a_{3}-a_{2}\right)\), we get
\[
\begin{align*}
l: \alpha_{1}\left(a_{2}-a_{1}\right)\left(m_{1}+n_{1}\right)\left\{\left(m_{1}+n_{1}\right) k \alpha_{1}^{2} a^{2}-4 n_{1}\left(3 m_{1}-n_{1}\right)\left(m_{1}+n_{1}\right)^{-1}\right\} & \times\left(m_{2}+n_{2}\right) k x_{2} \ell \times\left(m_{3}+n_{3}\right) l i x_{3} a \\
& + \text { three other terms }=0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(55) . \tag{55}
\end{align*}
\]

Here a may be regarded as the mean radius of the shell. The last term in ( 50 ), viz. that answering to the term in (54) which contains \(f\left(\bar{a}_{2}, \alpha_{2}, \bar{u}_{3}\right)\), is of order
\[
\left(a_{2}-a_{1}\right)\left(a_{3}-a_{2}\right)\left(a_{4}-a_{3}\right),
\]
and so completely negligible. The remaining terms are of the same type as the first, which alone is shown in (55).

Thus dividing out by the essentially positive quantity
\[
\left(m_{1}+n_{1}\right)\left(m_{2}+n_{2}\right)\left(m_{3}+n_{3}\right) h^{3} a_{1} x_{2} x_{3} a^{4},
\]
we obtain from ( 55 ) for the frequency equation
\[
\begin{equation*}
\left(a_{2}-a_{1}\right) \rho_{1}\left(k^{2}-K_{\left(a_{1}, a\right)}^{2}\right)+\left(a_{3}-a_{2}\right) \rho_{2}\left(h^{2}-K_{\left(a_{2}, a\right)}^{2}\right)+\left(\left(a_{4}-a_{3}\right) \rho_{3}\left(k^{2}-K_{\left(a_{3}, a\right)}^{v}\right)=0 .\right. \tag{a}
\end{equation*}
\]
where \(K_{(a, a)} / 2_{\pi}\) represents as usual the frequency of the radial vibrations in a thin shell of radius \(a\) and material \((\rho, m, n)\).

Supposing the layers of thicknesses \(t_{1}, t_{2}, t_{3}\) and of masses \(M_{3}, M_{2}, M_{3}\) respectively, we may write \(\left(5 \dot{j}_{a}\right)\) in either of the alternative forms
\[
\begin{align*}
& h^{o}=\left\{t_{1} \rho_{1} K^{v^{2}}{ }_{\left(a_{1}, a\right)}+t_{2} \rho_{2} K^{2}{ }_{\left(a_{2}, \alpha\right)}+t_{3} \rho_{3} K^{2}{ }_{\left(a_{3}, a\right\}}\right\} \div\left(t_{1} \rho_{1}+t_{2} \rho_{2}+t_{3} \rho_{3}\right) .  \tag{b}\\
& h^{2}=\left\{M_{1} K^{2}{ }_{\left(a_{1}, \alpha\right)}+M_{2} K^{2}{ }_{\left(a_{2}, a^{\prime}\right)}+M_{3} K^{T_{\left(a_{3}, a\right)}}\right\} \div\left(M_{1}+M_{2}+M_{3}\right)
\end{align*}
\]
\(\qquad\)
This result may be extended to a thin compound shell of any number of very thin layers, and thus in the limit to a thin shell whose material varies continuously or discontinuously with the distance from the centre. If \(M\) denote the entire mass of the shell, \(a_{1}\) and \(a_{2}\) the radii of its bounding surfaces, terms of order \(\left(1-a_{2} / a_{1}\right)^{2}\) being supposed negligible, and the elastic constants \(m, n\) be known functions of the distance \(r\) from the centre, we have for the frequency equation
\[
\begin{equation*}
k^{2}=\left\{\int_{a_{1}}^{a_{3}} 4 \pi \cdot 4 n(3 m-n)(m+n)^{-1} d r\right\} \div M \tag{57}
\end{equation*}
\]

This result for a thin compound shell could doubtless be easily-and probably in the opinion of most authorities satisfactorily-obtained without reference to the surface conditions by applying dynamical principles to some assumed type of vibration. Whether this has been already done or not I do not know.

\section*{SECTION VII.}

\section*{Transyerse Vibrations in Spherical Shell.}
§ 101. I pass next to a consideration of the transverse vibrations in a spherical shell.

Employing the notation of Sect. I. and the forms given in Sect. III. for the types of displacement and stress in this case, we have
\[
\left.\begin{array}{rl}
F(r, \beta) & =n\left\{k \cdot \beta r \cdot J_{i+\frac{1}{2}}^{\prime}\left(k \beta r^{r}\right)-\frac{3}{2} J_{i+\frac{1}{2}}(k \cdot \beta r)\right\}, \\
F_{1}(r \cdot \beta) & =n\left\{k \beta \cdot J_{-\left(i+\frac{1}{2}\right)}(k \beta r)-\frac{3}{2} J_{-\left(i+\frac{k}{2}\right)}(k \beta r)\right\},  \tag{1}\\
G(r, \beta) & =J_{i+\frac{1}{2}}(k \cdot \beta r), \\
G_{1}(r, \beta) & =J_{-\left(i+\frac{1}{2}\right)}(k \cdot \beta r)
\end{array}\right\}
\]

Putting for shortness
\[
\begin{align*}
& \Delta(a \cdot \beta \cdot b)=J_{i+\frac{3}{3}}(k \beta a) J_{-\left(i+\frac{1}{2}\right)}(k \beta b)-J_{-\left(i+\frac{1}{2}\right)}\left(k \beta a(t) J_{i+\frac{1}{1}}(k \beta b),\right) \\
& \Delta\left(\left(e^{\prime} \cdot \beta \cdot b\right)=J_{i+\frac{1}{2}}^{\prime}(k \beta u) J_{-\left(i+\frac{3}{2}\right)}(k \beta b)-J_{-\left(i+\frac{1}{2}\right)}^{\prime}(k \beta a) J_{i+\frac{1}{2}}(k \beta b),\right.  \tag{2}\\
& \Delta\left(a \cdot \beta \cdot b^{\prime}\right)=J_{i+\frac{3}{3}}(k \beta a) \cdot J_{-\left(i+\frac{1}{2}\right)}^{\prime}(k \beta b)-J_{-\left(i+\frac{1}{2}\right)}(k \beta a) J_{i+\frac{1}{2}}^{\prime}(k \beta b), \\
& \Delta\left(i^{\prime} \cdot \beta \cdot b^{\prime}\right)=J_{i+\frac{1}{\prime}}^{\prime}\left(k \beta(i) \cdot J_{-i+!!}^{\prime}(k \beta b)-J_{-i+\frac{1}{2}}^{\prime}(k \beta a) \cdot J_{i+\frac{1}{\prime}}^{\prime}(k \beta b)\right)
\end{align*}
\]
we find for the frequency equations of the four fundamental types in the simple shell ( \(b, \beta, a\) ):
\(f^{\prime}(b \cdot \beta \cdot a)=n^{2}\left\{k^{\prime} \beta^{\prime} a b \Delta\left(a^{\prime} \cdot \beta \cdot b^{\prime}\right)+\frac{9}{4} \Delta(a \cdot \beta \cdot b)-\frac{3}{2} k \beta a \Delta\left(a^{\prime} \cdot \beta \cdot b\right)-\frac{3}{3} k \beta b \Delta\left(a \cdot \beta \cdot b^{\prime}\right)\right\}=0\).
\(f(\bar{b} \cdot \beta \cdot a)=n\left\{k \beta a \Delta\left(a^{\prime} \cdot \beta \cdot b\right)-\frac{3}{2} \Delta(a \cdot \beta \cdot b)\right\}=0\)
\(f(b, \beta \cdot \bar{a})=n\left\{k \beta b \Delta\left(a \cdot \beta \cdot b^{\prime}\right)-\frac{3}{2} \Delta(a \cdot \beta \cdot b)\right\}=0\).
\(f(\bar{b}, \beta, \bar{a})=\Delta(a, \beta, b)=0\)
These forms of the frequency equations are easily obtained from the general formulae in Sect. I.

For a shell in which \(\{(a-b) / a\}^{2}\) is negligible the functions reduce to the following forms:-
\[
\begin{align*}
& f(b \cdot \beta \cdot a)=-\frac{a-b}{a} n^{2} k \beta a \Delta\left(a \cdot \beta \cdot a^{\prime}\right)\left\{k^{2} \beta^{2} a^{2}-(i-1)(i+2)\right\} .  \tag{7}\\
& f(b \cdot \beta \cdot a)=-n k \beta a \Delta\left(a \cdot \beta \cdot a^{\prime}\right)\left(1-\frac{3}{2} \frac{a-b}{a}\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots  \tag{8}\\
& f(b \cdot \beta \cdot \bar{a})=n k \beta a \Delta\left(a \cdot \beta \cdot a^{\prime}\right)\left(1+\frac{3}{2} \frac{a-b}{a}\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots  \tag{9}\\
& f(\bar{b} \cdot \beta \cdot \bar{a})=-\frac{a-b}{a} k \beta u \Delta\left(a \cdot \beta \cdot a^{\prime}\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{10}
\end{align*}
\]

It has been already pointed out that
\[
\begin{equation*}
k \beta u \Delta\left(a \cdot \beta \cdot a^{\prime}\right)=-C \tag{11}
\end{equation*}
\]
where \(C\) is a constant quantity independent of \(k, \beta\) or \(a\).

Equating the several functions to zero we get the frequency equations for the four fundamental types in a thin shell. The free-free vibration is, it will be observed, the only case in which the frequency equation has a finite root.

Supposing \(b\) absolutely equal to \(a\) we get
\[
\left.\begin{array}{l}
f(\bar{a} \cdot \beta \cdot a)=-f(a \cdot \beta \cdot \bar{a})=n C,  \tag{12}\\
f(a \cdot \beta \cdot a)=f(\bar{a} \cdot \beta \cdot \bar{a})=0
\end{array}\right\}
\]

Thus \(f(\bar{a}, \beta, a)\) and \(f(a, \beta, \bar{a})\) are quantities which cannot vanish, each being the product of \(n\) into an absolute constant.

Employing the result (12) in the general equation (30) of Sect. I., we find
\[
\begin{equation*}
f(e \cdot \beta \cdot c \cdot \beta \cdot b \cdot \beta \cdot a)=n^{2} C^{2} f(e \cdot \beta \cdot a) \tag{13}
\end{equation*}
\]

Another result we require is the value when \(f(e, \beta, a)=0\) of
\[
k: \frac{d}{d k} f(e \cdot \beta \cdot a) \equiv\left[k \beta a \frac{d}{d \cdot k \beta a}+k \beta e \frac{d}{d \cdot k \beta e}\right] f(e \cdot \beta \cdot a),
\]
where \(k \beta a\) and \(k \beta e\) are to be regarded as independent variables. By work exactly similar in its general outlines to that already indicated in the case of the radial vibrations it is not very difficult to prove
\[
\left.\begin{array}{l}
k b e \frac{d}{d \cdot k \beta e} f(e \cdot \beta, a)=-\rho e^{2}\left\{k^{2}-K^{2}{ }_{(\beta, 0)}\right\} f(\bar{e}, \beta \cdot a),  \tag{14}\\
k \beta a \frac{d}{d . k \beta a} f(e \cdot \beta \cdot a)=-\rho a^{2}\left\{k^{2}-K^{2}{ }_{(\beta, a)}\right\} f(e \cdot \beta \cdot \bar{a})
\end{array}\right\} .
\]
where \(\frac{1}{2 \pi} K_{(\beta, n)}\) is the frequency of free-free transverse vibrations in an infinitely thin shell of radius \(r\) and material \(\beta\).

Thus \(k \frac{d}{d k} f(e, \beta, a)=-\rho\left\{e^{2}\left(k^{2}-K^{2}{ }_{(\beta, e)}\right) f(\bar{e} \cdot \beta \cdot a)+a^{2}\left(k^{2}-K^{2}{ }_{(\beta, a)}\right) f(e \cdot \beta \cdot \bar{a})\right\} \ldots\)
§ 102. We have now all the necessary data for determining the frequency equation for the compound shell ( \(e \cdot \beta \cdot c \cdot \beta_{1} \cdot b, \beta \cdot a\) ), in which \(b-c\) is small.

From the general equation (23) in Sect. I. we have
\[
\begin{array}{r}
f\left(e \cdot \beta \cdot c \cdot \beta_{1} \cdot b \cdot \beta \cdot a\right)=f(\bar{b} \cdot \beta \cdot a)\left\{f(e \cdot \beta \cdot c) f\left(\bar{c} \cdot \beta_{1} \cdot b\right)-f(e \cdot \beta \cdot \bar{c}) f\left(c \cdot \beta_{1} \cdot b\right)\right\} \\
-f(b \cdot \beta \cdot a)\left\{f(e \cdot \beta \cdot c) f\left(\bar{c} \cdot \beta_{1} \cdot \bar{b}\right)-f(e \cdot \beta \cdot \bar{c}) f\left(c \cdot \beta_{1} \cdot \bar{b}\right)\right\}=0 \ldots \ldots . \tag{16}
\end{array}
\]

Now supposing terms in \(\{(b-c) / b\}^{2}\) negligible and employing the results corresponding to (7)-(10), we easily put (16) into the form
\[
\left.\begin{array}{rl}
\begin{array}{rl}
f\left(e \cdot \beta \cdot c \cdot \beta_{1} \cdot b \cdot \beta \cdot a\right) & =f(e \cdot \beta \cdot c) f(b \cdot \beta \cdot a)-f(e \cdot \beta \cdot c) f(b \cdot \beta \cdot a) \\
n_{1} C
\end{array} & -\frac{b-c}{b} \rho_{1} b^{2}\left(k^{2}-K^{2}{ }_{(\beta, b)}\right) f(e \cdot \beta \cdot b) f(\bar{b} \cdot \beta \cdot a) \\
-b-c \\
b
\end{array} \frac{1}{n_{1}} f(e \cdot \beta \cdot b) f(b \cdot \beta \cdot a)+\frac{3}{2} f(e \cdot \beta \cdot b) f(\bar{b} \cdot \beta \cdot a)+\frac{3}{2} f(e \cdot \beta \cdot \bar{b}) f(b \cdot \beta \cdot a)\right]=0 \ldots(17) .
\]

In the coefficient of \(b-c\) in accordance with the hypothesis that \((b-c)^{2}\) is negligible, \(c\) has always been replaced by \(b\).

Writing \(\beta, n\) for \(\beta_{1}, n_{1}\) respectively in (17) we obtain an expression for
\[
f(c, \beta, a, \beta, b, \beta, a),
\]
employing which we find for the frequency equation
\[
\begin{aligned}
& \underset{n_{1} C}{f\left(e \cdot \beta \cdot c \cdot \beta_{1} \cdot b \cdot \beta \cdot a\right)}
\end{aligned}
\]
\[
\begin{align*}
& +\begin{array}{c}
b-c \\
b
\end{array}\left(\frac{1}{n}-\frac{1}{n_{1}}\right) . f(e \cdot \beta \cdot b) f(b \cdot \beta \cdot a)=0 \tag{18}
\end{align*}
\]

But if \(\partial k\) be the increase in \(k\) due to the existence of the layer, this must be identical with
\[
\begin{equation*}
f(e \cdot \beta \cdot a)-\frac{\partial k}{k} \cdot k \frac{d}{d k} f(e \cdot \beta \cdot a)=0 \tag{19}
\end{equation*}
\]

Thus remembering (13) and (15), we find on comparing (18) and (19),
\[
\begin{align*}
& \frac{\partial k}{h^{2}} \cdot n C \rho\left\{e^{2}\left(h^{2}-K^{2}{ }_{(\beta, e)}\right) f(\bar{e} \cdot \beta \cdot a)+a^{2}\left(h^{a}-K^{2}{ }_{(\beta, a)}\right) f(e \cdot \beta \cdot \bar{a})\right\} \div \frac{b-c}{b} \\
& =b^{2}\left\{\rho\left(h^{2}-K^{2}{ }_{\left(\beta, b_{j}\right)}\right)-\rho_{1}\left(k^{2}-K^{2}{ }_{\left(\beta_{1}, b\right)}\right)\right\} f(e \cdot \beta \cdot \bar{b}) f(\bar{b} \cdot \beta \cdot a) \\
& +\left(\frac{1}{n}-\frac{1}{n_{1}}\right) f(e \cdot \beta \cdot b) f(b \cdot \beta \cdot a) \tag{20}
\end{align*}
\]

This formula can be transformed into another of greater physical significance. By methods precisely similar to those employed in the case of the radial vibrations I find when \(f(e, \beta, a)=0\) :
\[
\left.\begin{array}{l}
f(e \cdot \beta \cdot \bar{b}) \div f\left(e \cdot \beta \cdot(\bar{c})=(b / a)^{\frac{1}{2}} \times\left(w_{b} / w_{a}\right)_{,}\right. \\
f(\bar{b} \cdot \beta \cdot a) \div f(\bar{e} \cdot \beta \cdot a)=(b / e)^{\frac{1}{2}} \times\left(w_{b} / w_{c}\right), \\
f(e \cdot \beta \cdot b) \div f(e \cdot \beta \cdot \bar{a})=\left(b^{3} / a\right)^{\frac{1}{2}} \times\left(W_{b} / w_{a}\right), \\
f(b \cdot \beta \cdot a) \div f(\bar{e} \cdot \beta \cdot a)=\left(b^{3} / e\right)^{\frac{1}{2}} \times\left(W_{b} / w_{e}\right)
\end{array}\right\}
\]
where \(U\) is the quantity defined in (11), and \(w\) and \(W\) are the displacement and stress in a simple shell. The form of \(b^{\frac{1}{2}} w_{b}\) may be got by writing \(b\) for \(r\) and \(\beta\) for \(\beta_{1}\) on the right-hand side of (8), Sect. III., and \(W_{b}\) is the corresponding stress.
- Employing these relations we transform (20) into
\[
\begin{align*}
& \times\left[b^{2}\left(w_{b}\right)^{2}\left\{\rho\left(h^{2}-K^{2}{ }^{2}{ }^{(\beta, b)}\right)-\rho_{1}\left(h^{2}-K^{2}{ }_{\left(\boldsymbol{\beta}_{1}, b\right)}\right)\right\}+b^{2}\left(W_{b}\right)^{2}\left(\frac{1}{n}-\frac{1}{n_{1}}\right)\right] \tag{23}
\end{align*}
\]
§103. Passing to the limit when \(e\) vanishes it may be shown without much difficulty that
\[
\left.\begin{array}{l}
e^{\frac{1}{2}} w_{e} f(e \cdot \beta \cdot \bar{a})=-n C a^{\frac{1}{2}} w_{a},  \tag{24}\\
e^{\frac{5}{2}} w_{e} f(\bar{e} \cdot \beta \cdot a)=0
\end{array}\right\}
\]
* See the note on p. 266 .

When these values are substituted (23) becomes identical with the result obtained for the solid sphere, viz. (22) of Sect. III.
\(\S 104\). From the same consideration as was employed in the case of the radial vibrations we conclude that the first factor on the right-hand side of (23) is essentially a positive quantity.

The second factor on the right of (23), which alone varies with \(b\), is identical in form with the corresponding factor in (22) Sect. III., giving the change of frequency in a solid sphere, so a brief discussion of its general features will suffice.

When an alteration of density occurs at a node surface of a particular note it does not affect its pitch, but when it occurs elsewhere the pitch is invariably raised or lowered according as the density is diminished or increased. The numerical magnitude of the percentage change of pitch depends solely on the magnitude of the alteration of density aud not at all on its sign.

The law of variation with the position of the layer of the change of pitch due to a given alteration of density is independent of the magnitude of the alteration of density. When the layer of altered density is of given volume the positions in which it has most effect on the pitch of a given note coincide with the loop surfaces for that note; when the layer is of given thickness its most effective positions lie slightly outside the loop surfaces.

When the layer differs from the remainder only in elasticity the second factor on the right of (23) reduces to
\[
\left[u_{b^{2}}^{2}\left(\mu_{1}-n\right)(i-1)(i+2)+b^{2} W_{b^{2}}\left(\frac{1}{n}-\frac{1}{n_{1}}\right)\right] .
\]

The change of pitch thus depends solely on the alteration of rigidity. Unless in the case of the rotatory vibrations, for which \(i=1\), the above factor is the sum of two squares which camot simultaneously vanish except for \(b=0\). Thus excluding the case of a solid sphere, an alteration of rigidity throughout a thin layer situated anywhere necessarily affects the pitch of any transverse vibration other than one of the rotatory type, and the pitch is raised or lowered according as the rigidity is increased or diminished. In the case of a rotatory vibration the change of pitch when existent has always the same sign as the alteration of rigidity, but it vanishes when the altered layer coincides with a no-stress surface.

In the case of a rotatory vibration the positions in which the layer, when of given volume, has most effect on the pitch coincide with those surfaces over which the transverse stress is a maximum, but this is not exactly true of any other vibration of the transverse type.
§ 105. Some of the more interesting special cases call for a more detailed examination.

Thus suppose the altered layer to be found at the outer surface so that
\[
b=a, W_{b}=W_{a}^{\top}=0 .
\]

Remembering (12) we find from the second of equations (21)
\[
f(\bar{e}, \beta, a)=n C(e / a)^{\frac{1}{t}}\left(w_{e} / w_{a}\right),
\]
whence by (22)
\[
f(e \cdot \beta \cdot \bar{a})=-n C(\alpha / e)^{\frac{1}{z}}\left(w_{a} / w_{e}\right) .
\]

Thus from (23) if the thickness of the layer be \(t_{1}\) and the change of pitch \(\partial k_{1}\),
where
\[
\begin{array}{r}
\frac{\partial k_{1}}{k}=\frac{t_{1}}{a} \cdot a^{3}\left(w_{a}\right)^{2}\left\{\rho\left(h^{2}-K^{2}{ }_{(\beta, a)}\right)-p_{1}\left(k^{2}-K^{2}{ }_{\left(\beta_{1}, a\right)}\right)\right\} \div \rho D \\
D=a^{3}\left(w_{a}\right)^{2}\left(k^{2}-K^{2}{ }_{(\beta, a)}\right)-e^{3}\left(w_{e}\right)^{2}\left(h^{2}-K^{2}{ }_{(\beta, e)}\right) \ldots \ldots \tag{26}
\end{array}
\]

Similarly if \(\partial k_{z}\) be the change of pitch due to the existence of a layer of thickness \(t_{z}\) and material \(\left(\rho_{2}, n_{2}\right)\) at the inner surface of the shell, we find
\[
\begin{equation*}
\frac{\partial k_{2}}{k}=\frac{t_{2}}{e} \cdot e^{3}\left(w_{e}\right)^{2}\left\{\rho\left(h^{2}-K^{2}(\beta . e)\right)-\rho_{2}\left(h^{2}-K^{2^{2}}\left(\beta_{2}, e\right)\right)\right\} \div \rho D \tag{27}
\end{equation*}
\]

If the layer differ from the remainder only in density, and the mass of the shell be increased by \(\partial J I_{1}\) when the layer is at the imner surface and by \(\partial M_{2}\) when it is at the outer, then putting
\[
\begin{aligned}
& M_{1}=4 \pi a^{3} \rho / 3, \partial M_{1}=4 \pi a^{2} t_{1}\left(\rho_{1}-\rho\right), \\
& M_{2}=4 \pi e^{3} \rho / 3, \partial M_{2}=4 \pi e^{2} t_{2}\left(\rho_{2}-\rho\right),
\end{aligned}
\]
we find
where
\[
\left.\begin{array}{rl}
\frac{\partial k_{1}}{k^{\prime}} & =-\partial M_{1}\left(w_{a}\right)^{2} k^{2} \div D^{\prime}, \\
\frac{\partial k_{2}}{k} & =-\partial M_{2}\left(w_{e}\right)^{2} k^{2} \div D^{\prime} \tag{29}
\end{array}\right\} \cdots \ldots \ldots \ldots \ldots
\]

From (28) we get
\[
\partial k_{1}: \partial k_{z}:: \partial M_{1}\left(w_{a}\right)^{2}: \partial M_{2}\left(w_{e}\right)^{2} .
\]

If on the other hand the surface layers differ from the remainder only in elasticity, we find for the corresponding changes of pitch
\[
\left.\begin{array}{l}
\frac{\partial k_{1}}{k}=\left(n_{1}-n\right)(i-1)(i+2) t_{1}\left(w_{\alpha}\right)^{2} \div \rho D,  \tag{31}\\
\frac{\partial k_{2}}{k}=\left(n_{2}-n\right)(i-1)(i+2) t_{2}\left(w_{e}\right)^{2} \div \rho D
\end{array}\right\}
\]
where \(D\) is given by (26).
Thus for equal alterations of rigidity at the two surfaces
\[
\begin{equation*}
\partial k_{1}: \partial k_{z}:: t_{1}\left(w_{a}\right)^{2}: t_{z}\left(w_{e}\right)^{2} \tag{32}
\end{equation*}
\]

The results (30) and (32) are identical in import with the corresponding results for the radial vibrations, viz. (47) and (49) Sect. V1., and similar conclusions may be drawn.

An exception must however be made of the rotatory vibrations as their pitch is unaffected by an alteration of rigidity occurring at either surface.

On account of this peculiarity in the rotatory vibrations it seems worth while recording the special forms taken in their case by the expressions for the changes of pitch due to surface alterations of material, viz.
\[
\left.\begin{array}{l}
\frac{\partial k_{2}}{k}=-t_{1}\left(\rho_{1}-\rho\right) u^{2}\left(w_{a}\right)^{2} \div\left\{\rho \boldsymbol{c}^{3}\left(w_{a}\right)^{2}-\rho e^{3}\left(w_{e}\right)^{2}\right\},  \tag{33}\\
\frac{\partial k_{2}}{k}=-t_{2}\left(\rho_{2}-\rho\right) e^{2}\left(w_{e}\right)^{2} \div\left\{\rho a^{3}\left(w_{a}\right)^{2}-\rho e^{3}\left(w_{e}\right)^{2}\right\}
\end{array}\right\}
\]
\(\S\) 106. In the general case we may, provided \(\left(\partial k_{1} \pm \partial k_{2}\right) / k\) be small, suppose the alterations in the material at the surfaces to exist simultaneously. Also by supposing \(\rho_{1}\) and \(\rho_{2}\) to vanish we can obtain the effect on the pitch of removing thin layers from the surfaces. Thus when layers of thicknesses \(t_{1}\) and \(t_{2}\) are simultaneously removed the change of pitch is given by
\[
\begin{equation*}
\frac{\partial k}{k}=\left\{\frac{t_{1}}{\ell} \cdot a^{3}\left(w_{a}\right)^{3}\left(h^{3}-K_{(\beta, a)}^{2}\right)+\frac{t_{2}}{e} \cdot e^{3}\left(w_{e}\right)^{2}\left(k^{2}-K_{(\beta, e)}^{2}\right)\right\} \div D . \tag{34}
\end{equation*}
\]
where \(D\) is given by (26).
Further by writing \(-t_{1}\) for \(t_{1}\) and \(-t_{2}\) for \(t_{2}\) we find the effect of adding layers of thicknesses \(t_{1}\) and \(t_{2}\) and of the same material as the remainder to the outer and inner surfaces. A verification of these conclusions is supplied by putting in (34)
\[
\begin{aligned}
t_{2} / e & =-t_{1} / a, \\
\partial k / k & =t_{1} / a .
\end{aligned}
\]
§ 107. For a compound shell of three thin layers we have a frequency equation deducible from (54) Sect. VI. by writing \(\beta\) for \(\alpha\). This leads to a result deducible from \(\left(56_{b}\right)\) or \(\left(56_{c}\right)\) of that section by writing \(\beta\) for \(\alpha\). It may also be put in the specially neat form
\[
\begin{equation*}
k^{2}=(i-1)(i+2)\left(n_{1} t_{1}+n_{2} t_{2}+n_{3} t_{3}\right) \div\left\{\omega^{2}\left(\rho_{1} t_{1}+\rho_{2} t_{2}+\rho_{3} t_{3}\right)\right\} \tag{35}
\end{equation*}
\]

Here \(t_{1}\) etc. denote the thicknesses of the thin layers, \(\left(\rho_{1}, n_{1}\right)\) etc. their materials, and \(a\) the mean radius of the shell.

We may extend (35) to a thin compound shell of any number of layers, or to one in which the density and rigidity vary in any manner with the distance from the centre. The general formula applicable to all such cases is
\[
\begin{equation*}
h^{2}=(i-1)(i+2) \int_{a_{1}}^{a_{2}} 4 \pi n d r \div M \ldots \tag{36}
\end{equation*}
\]

Here \(M\) is the mass of the shell, \(a_{3}, a_{2}\) the radii of its bounding surfaces, \(\left(a_{2}-a_{1}\right) / t_{1}\) being so small its square is negligible, and \(n\) is supposed a known function of \(r\), continuous or discontinuous.

\section*{SECTION VIII.}

\section*{Radial Vibrations in Cyifidrical Shell.}
§ 10s. Employing the notation of Sects. I. and IV. we may take in the case of the radial vibrations of a cylindrical shell:
\[
\begin{align*}
& F^{\prime}(r \cdot \alpha)=(m+n) k \alpha \cdot \cdot J_{1}^{\prime}\left(k \alpha r^{\prime}\right)+(m-n) J_{1}(k a r), \\
& F_{1}(r, \alpha)=(m+n) k \alpha r Y_{1}^{\prime}\left(k \alpha r^{r}\right)+(m-n) V_{1}(k \alpha r), \\
& G(r, \alpha)=J_{1}\left(k \alpha r^{\prime}\right),  \tag{1}\\
& G_{1}(r \cdot \alpha)=Y_{1}\left(k \alpha r^{\prime}\right)
\end{align*}
\]

Putting for shortness
\[
\left.\begin{array}{l}
\Delta(a \cdot \alpha \cdot b)=J_{1}(k \alpha a) I_{1}^{\prime}(k \alpha b)-Y_{1}^{\prime}(k \alpha a) J_{1}(k \alpha b), \\
\Delta\left(a^{\prime} \cdot \alpha \cdot b\right)=J_{1}^{\prime}(k \alpha a) I_{1}^{\prime}(k \alpha b)-I_{1}^{\prime}(k \alpha a) J_{1}(k \alpha b), \\
\Delta \quad\left(a \cdot \alpha \cdot b^{\prime}\right)=J_{1}(k \alpha a) Y_{1}^{\prime}(k \alpha b)-Y_{2}^{\prime}(k \alpha a) J_{1}^{\prime}(k a b),  \tag{2}\\
\Delta\left(a^{\prime} \cdot \alpha \cdot b^{\prime}\right)=J_{1}^{\prime}(k \alpha a) Y_{1}^{\prime}(k \alpha b)-Y_{1}^{\prime}(k \alpha a) J_{1}^{\prime}(k a b)
\end{array}\right\}
\]
we find for the frequency equations of the four fundamental types in the simple thell (b.x.a):
\[
\begin{align*}
f^{\prime}\left(b \cdot \alpha \cdot(1)=(m+n)^{2} k^{2} \alpha^{2} \alpha b \Delta\left(a^{\prime} \cdot \alpha \cdot b^{\prime}\right)\right. & +(m-n)^{2} \Delta(a \cdot \alpha \cdot b) \\
& +\left(m^{2}-n^{2}\right)\left\{k \cdot \alpha \Delta\left(a^{\prime} \cdot \alpha \cdot b\right)+k \cdot \alpha \Delta\left(a \cdot \alpha \cdot b^{\prime}\right)\right\}=0 \tag{3}
\end{align*}
\]
\[
\begin{align*}
& f^{\prime}(\bar{b} \cdot \alpha \cdot a)=(m+n) k \alpha a \Delta\left(a^{\prime} \cdot \alpha \cdot b\right)+(m-n) \Delta(a \cdot \alpha \cdot b)=0 \\
& f^{\prime}(b \cdot \alpha \cdot \bar{d})=(m+n) k \alpha b \Delta\left(a \cdot \alpha \cdot b^{\prime}\right)+(m-n) \Delta(a \cdot \alpha \cdot b)=0 .  \tag{5}\\
& f^{\prime}(\bar{b} \cdot \alpha \cdot \bar{a})=\Delta(a \cdot \alpha \cdot b)=0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{align*}
\]

For a thin shell in which \(\{(a-b) / a\}^{2}\) is negligible the above functions assume the fimms:
where
\[
\begin{align*}
& f(b, \alpha \cdot a)=\frac{a-b}{a} C\left\{k^{n} \alpha^{2} \cdot l^{2}(m+n)^{2}-4 m n\right\} .  \tag{7}\\
& f(\bar{b} \cdot \alpha \cdot a)=C\left\{m+n+\frac{a-b}{a}(m-n)\right\} \ldots  \tag{}\\
& f(b \cdot \alpha \cdot \bar{a})=-C\left\{m+n-\frac{a-b}{a}(m-n)\right\} \ldots  \tag{9}\\
& f(\bar{b} \cdot \alpha \cdot \bar{a})=\frac{a-b}{a} C \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{10}
\end{align*}
\]
is an absolute constant, depending only on the definition of the Bessel.
The result
\[
\begin{equation*}
F^{\prime}(a . \alpha) G_{1}(a . \alpha)-F_{1}(a . \alpha) G(a . \alpha)=(m+n) C . \tag{12}
\end{equation*}
\]
will be fount usefinl in verifying the conclusions arrived at.

The method of obtaining the change of pitch due to the existence of the thin layer (c. \(\alpha_{1}, b\) ) in the shell (e.a.d) is precisely the same as that already illustrated in the case of the sphere. The relation
\[
\begin{equation*}
k \frac{d}{d k} f(e, \boldsymbol{\alpha}, a)=-\rho\left\{e^{2}\left(h^{2}-K^{2}{ }_{(a, e)}\right) f(\bar{e}, \boldsymbol{\alpha}, a)+a^{2}\left(h^{2}-K_{(a, a)}^{2}\right) f(e, \alpha, \bar{a})\right\} \tag{1:3}
\end{equation*}
\]
also applies as in the case of the sphere, though of course the actual forms of the functions are different, and the values of \(K_{(a, a)}\) and \(K_{(a, e)}\) are to be derived from (24) Sect. IV.

Thus it will suffice to record the result of the operations indicated, viz.,
\[
\begin{gather*}
\frac{\partial k}{k}(m+n) C \rho\left\{e^{2}\left(h^{2}-K^{2}{ }_{(\alpha, e)}\right) f\left(\bar{e} \cdot \alpha \cdot(l)+a^{2}\left(h^{2}-K^{2}{ }_{(a, a)}\right) f(e \cdot \alpha \cdot \bar{a})\right\} \div \frac{b-c}{b}\right. \\
=b^{2}\left\{\rho\left(h^{2}-K^{2^{2}}{ }_{(a, b)}\right)-\rho_{1}\left(k^{2}-K^{2}{ }_{\left(a_{1}, b\right)}\right)\right\} f(e \cdot \alpha \cdot \bar{b}) f(\bar{b} \cdot \alpha \cdot a)+\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right) f(e \cdot \alpha \cdot b) f(b \cdot \alpha \cdot a) \\
+\underline{2}\binom{n}{\left.m+\bar{n}-\frac{n_{1}}{m_{1}}+\overline{n_{1}}\right)} f(e \cdot \alpha \cdot b) f(\dot{b} \cdot \alpha \cdot a)+f(e \cdot \alpha \cdot \bar{b}) f(b, \alpha \cdot a)_{i}^{\prime} \ldots \ldots \ldots .(14) \tag{14}
\end{gather*}
\]

Denoting by \(u_{r} \cos k t\) the displacement, and by \(U_{r} \cos k t\) the corresponding radial stress at an axial distance \(r\), the following relations may be established in precisely the same way as the results (32) and (35) of Sect. VI., the relation \(f(e, \alpha, \alpha)=0\) being supposed to hold,
\[
\left.\begin{array}{l}
f(e, \alpha \cdot \bar{b}) \div f(e \cdot \boldsymbol{\alpha} \cdot \bar{a})=u_{b} / u_{a}, \\
f(\bar{b} \cdot \alpha \cdot a) \div f(\bar{e} \cdot \boldsymbol{\alpha} \cdot a)=u_{b}, u_{e}, \\
f(e \cdot \alpha \cdot b) \div f(e \cdot \boldsymbol{\alpha} \cdot \bar{a})=b U_{b} / u_{a}, \\
f(b \cdot \alpha \cdot a) \div f(\bar{e} \cdot \boldsymbol{\alpha} \cdot a)=b U_{b} / u_{e}
\end{array}\right\} \ldots
\]

Employing these results, remembering that in the coefficient of \(b-c\) we may suppose \(f(e, \alpha, a)\) to vanish, we transform (14) into
\[
\begin{align*}
& \frac{\partial k}{k} \div \frac{b-c}{a}=\frac{-(m+n) a C}{\rho u_{e} u_{a}\left\{e^{9}\left(k^{2}-K^{2}{ }_{(a, e)}\right) f(\bar{e}, \alpha, a)+a^{2}\left(k^{2}-K^{2^{2}}(a, a)\right) f(e, \alpha, \bar{a})\right\}} \\
& \times\left[b\left(u_{b}\right)^{2}\left\{\rho\left(k^{3}-K^{2}{ }_{(a, b)}\right)-\rho_{1}\left(h^{2}-K^{{ }^{2}}{ }_{(a, b, b}\right)\right\}+b\left(U_{b}\right)^{3}\left(\frac{1}{m+n}-\frac{1}{m_{1}+n_{1}}\right)\right. \\
& \left.+4 u_{b} U_{b}\left(\frac{n}{m+n}-\frac{n_{1}}{m_{1}+n_{1}}\right)\right] \tag{17}
\end{align*}
\]
§ 109. In the limiting case when \(e\) vanishes it may be shown that
\[
\left.\begin{array}{l}
u_{e} f\left(e \cdot \alpha \cdot(t)=-(m+n) C u_{a},\right.  \tag{18}\\
e^{2} u_{e}\left(k^{2}-K^{2}{ }_{(\alpha, e)}\right) f(\bar{e} \cdot \boldsymbol{\alpha} \cdot a)=0
\end{array}\right\} .
\]
and we thence obtain for the value of \(\partial k / k\) in a solid cylinder a result identical with (27) of Sect. IV.

\footnotetext{
* See the note on p. 266,
}

S 110. From the same consideration as before we conclude that the first factor on the right-hand side of (17), which is independent of \(b\), is essentially a positive quantity.

The form of the second factor on the right of (17) leads to the following general conclusions:-

When an alteration of density alone occurs at a node surface of a particular note it does not affect the pitch of that note, but when it occurs elsewhere the pitch is raised or lowered according as the density is diminished or increased. The numerical magnitude of the percentage change of pitch is independent of the sign of a given numerical alteration in density. The law of variation with the position of the layer of the change of pitch due to a given alteration of density is independent of the magnitude of the alteration. When the layer of altered density is of given volume, i.e. when \((b-c) b\) is constant, the positions in which it has most effect on the pitch of a given note coincide with the loop surfaces; when the layer is of given thickness the most effective positions lie slightly outside the loop surfaces.

When the layer differs from the remainder only in elasticity the expression for the change of pitch consists of three terms. Of these the first has the same sign as, and is proportional in magnitude to \(m_{1} n_{1}\left(m_{1}+n_{1}\right)^{-1}-m n(m+n)^{-1}\). It vanishes when the layer coincides with a node surface of the note in question.

The second term has the same sign as, and is proportional in magnitude to \((m+n)^{-1}-\left(m_{1}+n_{1}\right)^{-1}\). It vanishes when the layer coincides with a no-stress surface.

The third term varies as \(n(m+n)^{-1}-n_{1}\left(m_{1}+n_{1}\right)^{-1}\), but its sign depends also on the value of \(b\). It vanishes when the layer coincides either with a node or a no-stress surface. It vanishes for all positions of the layer provided
\[
\begin{equation*}
m_{1} / m=n_{1} / n=1+p \tag{19}
\end{equation*}
\]

Thus on the uniconstant theory, or more generally when (19) is true, the sign of the change of pitch following a given alteration of elasticity is the same as that of \(p\) and does not vary with the position of the layer. If however (19) do not hold, the sign of the change of pitch may vary for certain alterations of elasticity with the position of the layer.

From the form of the expressions for \(u_{b}\) and \(U_{b}\) it is easily proved that when kab is large the second term in the expression for the change of pitch due to an alteration in olasticity alone is much the most important, and that the third term is more important than the first. Thus in the case of the higher notes the effect of an alteration of elasticity, when of importance, especially when the alteration occurs near the maximum-stress surfaces (If greatest radius, depends almost entirely on the term containing \(U_{b^{2}}\); and the consequent change of pitch is a maximum when the alteration of elasticity occurs very close to the maximum-stress surfaces.
§ 111. Confining our further remarks to special cases, let us suppose the layer to
be at one or other of the bounding surfaces. Remembering that \(U\) vanishes at a free surface, we easily find for the two positions of the layer with our usual notation
where
\[
\left.\begin{array}{l}
\frac{\partial k_{1}}{k}=\frac{t_{1}}{\varepsilon} \cdot a^{2}\left(u_{a}\right)^{2}\left\{\rho\left(h^{2}-K^{2}{ }_{(a, a)}\right)-\rho_{1}\left(h^{2}-K^{2}{ }_{\left(a_{1}, a\right)}\right)\right\} \div \rho D, \\
\frac{\partial k_{2}}{k}=\frac{t_{2}}{e} \cdot e^{2}\left(u_{e}\right)^{2}\left\{\rho\left(h^{2}-K_{(a, e)}^{2}-\rho_{2}\left(h^{2}-K^{2}{ }_{\left(a_{2}, e\right)}\right)\right\} \div \rho D\right. \tag{21}
\end{array}\right\}
\]

When the layer differs from the remainder only in density, let us denote the masses per unit length of cylinders of radii \(a\) and \(e\) and of density \(\rho\) by \(M_{1}\) and \(M_{2}\) respectively, and let \(\partial M_{1}\) and \(\partial M_{2}\) denote the increases in the mass of the shell per unit length due to the existence of altered layers at its surfaces, so that
\[
\begin{array}{ll}
M_{1}=\pi a^{2} \rho, & \partial M_{1}=2 \pi a t_{1}\left(\rho_{1}-\rho\right), \\
M_{2}=\pi e^{2} \rho, & \partial M_{2}=2 \pi e t_{2}\left(\rho_{2}-\rho\right) .
\end{array}
\]

In this case (20) reduces to
\[
\left.\begin{array}{l}
\frac{\partial k_{1}}{k}=-\partial M_{1}\left(u_{a}\right)^{2} k^{2} \div D^{\prime},  \tag{22}\\
\frac{\partial k_{2}}{k}=-\partial M_{2}\left(u_{e}\right)^{2} k^{2} \div D^{\prime}
\end{array}\right\}
\]
where
\[
\begin{equation*}
D^{\prime}=2\left\{M_{1}\left(u_{a}\right)^{2}\left(k^{2}-K^{2}{ }_{(a, a)}\right)-M_{2}\left(u_{e}\right)^{2}\left(k^{2}-K^{2}{ }_{(a, e)}\right)\right\} \tag{23}
\end{equation*}
\]

From (22) we get
\[
\begin{equation*}
\partial k_{1}: \partial k_{2}:: \partial M M_{2}\left(u_{a}\right)^{2}: \partial M I_{2}\left(u_{e}\right)^{2} . \tag{24}
\end{equation*}
\]

If on the other hand the surface layers differ from the remainder only in elasticity we find
\[
\left.\begin{array}{l}
\frac{\partial k_{1}}{h}=\frac{t_{1}}{a}\left(u_{a}\right)^{2}\left\{\frac{4 m_{1} n_{1}}{m_{1}+n_{1}}-\frac{4 m n}{m+n}\right\} \div \rho D,  \tag{25}\\
\frac{\partial k_{2}}{h}=\frac{t_{2}}{e}\left(u u_{e}\right)^{2}\left\{\frac{4 m_{2} n_{2}}{m_{2}+n_{2}}-\frac{4 m n}{m+n}\right\} \div \rho D
\end{array}\right\}
\]
where \(D\) is given by (21).
Thus for equal alterations in elasticity at the two surfaces we have
\[
\begin{equation*}
\partial k_{1}: \partial k_{z}:: a^{-1} t_{1}\left(u_{a}\right)^{2}: e^{-1} t_{2}\left(u_{e}\right)^{2} . \tag{26}
\end{equation*}
\]

Comparing (24) and (26) we find
\(\left(\partial k_{1} / \partial k_{2}\right), \rho\) altered, \(:\left(\partial k_{i} / \partial k_{2}\right)\), elasticity altered, \(:: u^{2}: e^{2}\)
supposing the alterations in density and in elasticity to be the same at the two surfaces and to occur there throughout given layers. Thus relatively considered, an alteration of elasticity at the inner surface is more important than a like alteration at the outer surface.
§ 112. Supposing \(\left(\partial k_{1} \pm \partial k_{2}\right) / k\) small we may suppose the alterations at the surfaces to occur simultaneously. Also by supposing \(\rho_{1}\) and \(\rho_{2}\) to vanish we may find the effect of
removing thin layers from the surfaces. Thus when layers of thicknesses \(t_{1}\) and \(t_{2}\) are simultaneously removed the change of pitch is given by
\[
\begin{equation*}
\frac{\partial k}{k}=\left\{\frac{t_{1}}{l^{2}}\left(\ell^{2}\left(u_{a}\right)^{2}\left(k^{2}-h_{(a, a)}^{\sigma_{2}}\right)+\frac{t_{2}}{e} e^{2}\left(u_{e}\right)^{2}\left(k^{2}-h_{(a, \ell)}^{2_{2}}\right)\right\} \div D\right. \tag{28}
\end{equation*}
\]
where \(D\) is given by (21).
By changing the sigus of \(t_{1}\) and \(t_{3}\) in (28) we get the effect of adding layers of thicknesses \(t_{1}\) and \(t_{2}\) to the bounding surfaces, the added layers being of the same material as the rest of the shell. As usual a verification is supplied by putting in (28)
\[
\begin{aligned}
t_{2}^{\prime} e & =-t_{1}^{\prime} c k \\
\partial k_{1} k & =t_{1} / c t
\end{aligned}
\]
when it reduces to
S 113. For a compound shell of three thin layers the equation (54) Sect. VI. applies without any change in form. From it we easily obtain results identical in form with \(\left(.5 b_{b}\right)\) and \(\left(50_{c}\right)\) of that section. We may also write the expression for the frequency in the form
\[
\begin{equation*}
\left.l_{1}=t_{1} \frac{4 m_{1} n_{1}}{m_{1}+n_{1}}+t_{2} \frac{4 m_{2} n_{2}}{m_{2}+n_{2}}+t_{3} \frac{4 m_{3} n_{3}}{m_{3}+n_{3}}\right) \div a^{2}\left(\rho_{1} t_{1}+p_{2} t_{2}+p_{3} t_{3}\right) \tag{29}
\end{equation*}
\]

This result may be extended to a thin compound shell of any number of layers, or to one in which the density and elasticity vary in any manner with the distance from the axis. The general formula applicable to all such cases is
\[
\begin{equation*}
\mathscr{k}=\frac{8 \pi}{a M} \int_{a_{1}}^{a_{2}} \frac{m n}{m+n} d r . \tag{30}
\end{equation*}
\]

Here \(M\) is the mass of the shell per unit length, \(a_{1}, a_{2}\) the radii of its bounding surfaces, \(\left\{\left(a_{2}-a_{1}\right), a_{1}\right\}^{2}\) being negligible, \(a\) the mean radius of the shell, and \(m, n\) are supposed known functions of the axial distance \(r\).

\section*{SECTION IX.}

\section*{Transperse Vibrations in Cylindrical Shell.}
§ 114. Employing the notation of Sections I. and V., we may take in the case of the transverse vibrations of a cylindrical shell:
\[
\left.\begin{array}{l}
F(r \cdot \beta)=n\left\{k \beta r J_{1}^{\prime}(k \beta r)-J_{1}(k \beta r)\right\}_{2}  \tag{1}\\
\left.F_{1}(r \cdot \beta)=n, k \beta r Y_{1}^{\prime}(k \beta r)-Y_{1}(k \beta r)\right]_{2} \\
G(r \cdot \beta)=J_{1}(k \beta r), \\
G_{1}(r \cdot \beta)=Y_{1}(k \beta r)
\end{array}\right\}
\]

Now these expressions and likewise the expressions for the displacements and stresses can be at once derived from the corresponding expressions in the case of the radial vibrations by simply supposing \(m\) to vanish and writing \(\beta\) for \(\alpha\). Thus it is unnecessary to go through the mathematical work by which the expression for \(\partial k / \%\) is arrived at, because with 0 substituted for \(m\) and \(\beta\) for \(\alpha\) each step of the aualysis in the case of the radial vibrations applies to the present case.

The very same constant quantity \(C\) that occurred in the case of the radial vibrations occurs here also, though it presents itself under the form
\[
\begin{equation*}
C=-k \beta a\left\{J_{1}(k \beta a) Y_{1}^{\prime}(k \beta a)-J_{1}^{\prime}(k \beta a) Y_{1}(k \beta a)\right\} \tag{2}
\end{equation*}
\]

In transforming the expression (17) Sect. VIII. for the change of pitch it must be remembered that, as shown in Sect. \(V\)., \(K_{(\beta, a)}\) is zero.

We thus find for the change of pitch in the transverse note of frequency \(k / 2 \pi\) in the shell \((e, \beta, a)\) due to the presence of the thin altered layer \(\left(c . \beta_{1} . b\right)\) the equation-
\[
\begin{align*}
& \frac{\partial k}{k} \div \frac{b-c}{a}=\frac{-n \alpha C}{\rho v_{e} v_{a} k^{2}\left\{e^{2} f(\bar{e} \cdot \beta \cdot \alpha)+a^{2} f(e \cdot \beta \cdot \bar{u})\right\}} \\
& \times\left\{-b\left(v_{b}\right)^{3} k^{2}\left(\rho_{1}-\rho\right)+b\left(V_{b}\right)^{2}\left(\begin{array}{l}
1 \\
n
\end{array}-\frac{1}{n_{1}}\right)\right\} \tag{3}
\end{align*}
\]

The forms of \(v\) and \(V\) are given by
\[
\begin{aligned}
v_{r} & =A G(r \cdot \beta)+B G_{1}(r \cdot \beta) \\
r V_{r} & =A F(r \cdot \beta)+B F_{1}\left(r^{*} \cdot \beta\right)
\end{aligned}
\]
the value of \(B / A\) being determined by one of the surface conditions.
§ 115. For the limiting case when \(e\) vanishes we have
\[
\left.\begin{array}{rl}
v_{e} f(e \cdot \beta \cdot \bar{q}) & =-n C v_{a}  \tag{4}\\
e^{2} v_{\rho} f(\bar{e} \cdot \beta \cdot(l) & =0
\end{array}\right\}
\]
and we thence obtain for \(\partial k / k\) a result identical with ( 8 ) of Sect. \(V\).
\(\S\) 116. The first factor on the right-hand side of (3) is independent of \(b\) and may by the same consideration as in the previous types of vibration be seen to be essentially positive. The second factor, which shows the variation of the change of pitch with the position of the layer, consists of only two terms, of which the first depends only on the alteration of density, the second only on the alteration of rigidity.

When an alteration of density alone occurs, the pitch of a given note is unaffected when the layer coincides with one of its node surfaces, but for all other positions of the layer the pitch is raised or lowered according as the density is diminished or increased. The numerical magnitude of the percentage change of pitch is independent of the sign of the alteration of density, and the law of variation with the position of the layer of the change of pitch due to a given alteration of density is independent of the magnitude of the alteration. When the layer of altered density is of given volume per unit leugth of cylinder, the positions in which it has most effect on the pitch of a given note coincide with its loop surfaces.

When an alteration of elasticity alone occurs, the change of pitch depends solely on the alteration of rigidity. The pitch of a given note is maffected when the layer coincides with one of its no-stress surfaces, but for all other positions of the layer it is raised or lowered according as the rigidity is increased or diminished. The law of variation with the position of the layer of the change of pitch due to a given alteration of rigidity

\footnotetext{
* See the note on p. 266.
}
is independent of the magnitude of the alteration; but a diminution of rigidity is more effective in lowering the pitch than an equal increase is in raising it. For a given alteration of rigidity throughout a given volume the change of pitch has its maxima when the layer is at the maximum-stress surfaces.
§ 117. For the cases when the layer coincides with the surfaces of the shell we have with the usual notation
\[
\left.\begin{array}{l}
\frac{\partial k_{2}}{k}=-\frac{t_{1}}{a} \frac{\rho_{1}-\rho}{\rho} \frac{a^{2}\left(v_{a}\right)^{2}}{D}  \tag{5}\\
\frac{\partial k_{2}}{k}=-\frac{t_{2}}{e} \frac{\rho_{2}-\rho e^{2}\left(v_{e}\right)}{\rho} \frac{D}{2}
\end{array}\right\}
\]
where
\[
\begin{equation*}
D=a^{2}\left(v_{a}\right)^{2}-e^{2}\left(v_{e}\right)^{2} \tag{6}
\end{equation*}
\]

A surface alteration of elasticity has thus no effect on the pitch, and if \(\partial M_{1}\) and \(\partial M_{2}\) be the alterations in the mass of the shell per unit length due to alterations in the density at the outer and inner surfaces respectively, the corresponding changes of pitch have their ratio given by
\[
\begin{equation*}
\partial k_{1}: \partial k_{2}:: \partial M_{1}\left(v_{a}\right)^{2}: \partial M_{2}\left(v_{e}\right)^{2} \tag{7}
\end{equation*}
\]

When alterations exist simultaneously at both surfaces we have with the usual limitation
\[
\partial k=\partial k_{1}+\partial k_{2} .
\]

When layers of thicknesses \(t_{3}\) and \(t_{2}\) are simultaneously removed the change of pitch is given by
\[
\begin{equation*}
\frac{\partial k}{k}=\left\{\frac{t_{1}}{a} \cdot a^{2}\left(v_{a}\right)^{2}+\frac{t_{2}}{e} \cdot e^{2}\left(v_{e}\right)^{2}\right\} \div D . \tag{8}
\end{equation*}
\]
where \(D\) is given by (6).
By changing the signs of \(t_{1}\) and \(t_{3}\) we get the effect of adding surface layers of thicknesses \(t_{1}\) and \(t_{2}\) of the same material as the remainder.

The frequency of the transverse vibrations of a composite shell when very thin is always zero. In other words no such vibration has a physical existence.
[December 1, 1891. The factors independent of \(b\) in the general expressions for \(\delta k / k\) in shells can be put into simpler forms. Replace (36) p. 248 by \(\partial k / k=(b-c) \rho^{-1} D^{-1} \times[\) last factor \(]\) \(\ldots(a)\), (23) p. 256 by \(\hat{c} k / k=(b-c) \rho^{-1} D^{-1} \times\left[\right.\) last factor] \(\ldots(b),(17)\) p. 261 by \(\delta k / k=(b-c) \rho^{-1} D^{-1} \times\) [last factor] \(\ldots(c),(3) \mathrm{p} .265\) by \(\partial k / k=(b-c) k^{-2} \rho^{-1} D^{-1} \times[\) last factor \(] \ldots(d)\), where \(D\) is given: in (a) by (43) p. 251, in (b) by (26) p. 258, in (c) by (21) p. 263, in (d) by (6) p. 266.

The modes of reduction are all similar to the following for case (a). Using the notation of pp. 247-8, we have
\[
\frac{f(\bar{e}, a, a)}{(m+n) k a a}=\frac{F^{\prime}(a \cdot a) G_{1}(e, a)-H_{1}^{\prime}(a \cdot a) G^{\prime}(e \cdot a)}{F^{\prime}(a \cdot a) G_{1}^{\prime}(a \cdot a)-H_{1}^{\prime}(a \cdot a) G^{\prime}(a \cdot a)}=\frac{B G_{1}^{\prime}(e \cdot a)+A G^{\prime}(e, a)}{B G_{1}^{\prime}(a \cdot a)+A G(a \cdot a)}=\frac{e u_{e}}{a u_{a}},
\]
and therefore by (35) p. 248, \(f(e, a, \bar{a}) \div\left(m_{b}+n\right) k a e=-a u_{a} / e u_{e}\).
In case (b) use \(n C=F(a, \beta) G_{1}^{\prime}(a . \beta)-F_{1}^{\prime}(a, \beta) G^{\prime}(a . \beta)\), and similarly for \((c)\) and \((d)\).]

\section*{VII. On Pascal's Hexagram. By H. W. Richmond, M.A., Fellow of King's College.}

In the volume of the Atti della Reale Accademia dei Lincei, published in 187万, there are two important memoirs on the subject of the Pascal Hexagram: the first, by Professor Veronese, contains geometrical proofs of all previously known properties of the figure together with a large number of new properties discovered by him. The second memoir, by Cremona, obtains proofs of many of the theorems given by Veronese from a new standpoint, viz. by deriving the hexagram from the projection of the lines which lie on a cubic surface with a nodal point, the nodal point being the origin of projection.

It is my purpose in these pages to attack the subject by the methods of Analysis, adopting Cremona's point of view. I have recently been led to notice a new form of the equation of a nodal cubic surface which has the advantage of giving the equations of the lines on the surface in perfectly symmetrical forms,-that is to say in forms where each line is represented by exactly similar equations: using this form of equation to the surface, I propose to develop briefly a few properties of these lines, and others connected with them, and then by projecting these lines upon an arbitrary plane to obtain analytical proofs of theorems relating to the Pascal Hexagram.

There are three other references which I wish to make to papers on this subject. The second volume of the American Joumal of Mathemutics contains an interesting paper by Miss Christine Ladd, in which the chief properties of Veronese are explained in a concise form and his notation improved and simplified; some new results are given connecting the Pascal Hexagram formed by six points on a comic with the Brianchon Hexagram formed by drawing tangents at those points: in the second place, Professor Cayley has published two papers in the Quarterly Joumal of Mathematics, Vol. IX., pp. 268 and 348, of which the latter contains some results whose form is strikingly suggestive of the forms obtained here, though the connexion is not apparent: lastly, in the volume of the same periodical for 1888 will be found a short paper written before I had obtained the simpler form to which the equation to the cubic surface can be reduced, which forms the foundation of the present discussion.

Vol. XV. Part II.

\section*{The nodal cubic surface.}

Let the nodal or conical point \(O\) be taken as one vertex of the tetrahedron of reference for at system of four plane coordinates, so that the equation to the surface is of the form
\[
(* 久 x, y, z)^{3}+w(* \gamma x, y, z)^{2}=0 \text {. }
\]

It is clear that there are six straight lines on the surface which pass through \(O\) the nodal point and that these lie on a yuadric cone; they are in fact the lines of intersection of the two cones
\[
(* \gamma x, y, z)^{2}=0,
\]
and
\((* \gamma \cdot c, y, z)^{\prime}=0\).
Denote these lines by \(A, B, C, D, E, F\); then any plane which contains two of them, as for example \(C\) and \(E\), must cut the surface also in a third line which does not pass through the nodal point; this line may be called \(C E\).

We have thus found on the surface six lines which pass through \(O\) the nodal point, and fifteen other lines which do not pass through \(O\), and these form the complete system of lines on the surface. For the plane through any line on the surface and the nodal point \(O\) must cut the surface also in a curve of the second order having a double point at \(O\), i.e. in two straight lines which pass through \(O\) : hence, since only six lines on the surface pass through \(O\), there can only be fifteen other lines on the surface. Two lines such as \(C D\) and \(C E\) camot intersect since they both meet the line \(C\); but it may be shewn that any two of the fifteen lines which are not met by the same line through 0 must intersect. For if we take a scries of planes through one of the lines, \(A B\), these cut the surface also in conics which are found to break up into two straight lines for three planes of the system besides the plane \(O A B\); further it is seen that the pairs of points of intersection of these conics with \(A B\) are in involution. It is therefore necessary that these three planes which pass through the line \(A B\) should contain respectively the pairs of lines CD, EF; CEF DF; CF, DE:

There are therefore fifteen planes, known as tritangent (or triple tangent) planes, which cut the surface in three straight lines and which do not pass through \(O\); three such planes pass through each of the fifteen lines, and moreover the eight points on any line \(A B\) where it is met by the lines \(C D, E F ; C E, D F ; C F, D E\); and by the lines \(A\) and \(B\) are in involution.

\section*{Equation to the surfuce.}

Taking nime lines such as \(A B, A C, A F, D B, D C, D F, E B, E C, E F\), we see that they lie by threes in six tritangent planes;
\[
\begin{aligned}
& A F, B D, C E \text {, lie in a tritangent plane } x=0 \text {, } \\
& A C, B E, D F^{\prime}, \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . . . . . . . . . . . . . . . . . .
\end{aligned}
\]
\[
\begin{aligned}
& A F, B E,(D, \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots .
\end{aligned}
\]

Hence the equation to the surface must be
\[
x y z=k . u v w .
\]

Further, since none of these six planes pass through \(O\) the nodal point, we are at liberty to assume that at \(O\)
\[
x=y=z=u=v=w .
\]

Therefore \(k=1\) and the equation to the surface is
\[
x y z=n v w .
\]

The equation to the tangent plane at ( \(x^{\prime} y^{\prime} z^{\prime} u u^{\prime} v^{\prime} v^{\prime}\) ) is
\[
\frac{x}{x^{\prime}}+\frac{y}{y^{\prime}}+\frac{z}{z^{\prime}}=\frac{u}{u^{\prime}}+\frac{v}{v^{\prime}}+\frac{w}{w^{\prime}} ;
\]
if now ( \(x^{\prime} y^{\prime} z^{\prime} u^{\prime} v^{\prime} w^{\prime}\) ) be the coordinates of \(O\), this will give an identical relation in \(x y z u v w\), viz.
\[
x+y+z \equiv u+v+w .
\]

But a second identical linear relation must connect these quantities, such as
\[
l_{1} x+m_{1} y+n_{1} z+p_{1} u+q_{1} v+r_{1} w \equiv 0,
\]
where
\(l_{1}+m_{1}+n_{1}+p_{1}+q_{1}+r_{1}=0\),
since at \(O\)
\(x=y=z=u=v=w\).
Hence \(\quad\left(l_{1}+\lambda\right) x+\left(m_{1}+\lambda\right) y+\left(n_{1}+\lambda\right) z+\left(p_{1}-\lambda\right) u+\left(q_{1}-\lambda\right) v+\left(r_{1}-\lambda\right) w \equiv 0\)
for all values of \(\lambda\).
We can now find one finite value of \(\lambda\) such that
\[
\left(l_{1}+\lambda\right)\left(m_{1}+\lambda\right)\left(n_{1}+\lambda\right)+\left(p_{1}-\lambda\right)\left(q_{1}-\lambda\right)\left(r_{1}-\lambda\right)=0 .
\]

Give \(\lambda\) this value and replace
\[
l_{1}+\lambda, m_{1}+\lambda, n_{1}+\lambda, p_{1}-\lambda, q_{1}-\lambda, r_{1}-\lambda,
\]
by
\[
l, m, n, p, q, r
\]
and the second linear relation takes the form
\[
l x+m y+n z+p u+q v+v w \equiv 0,
\]
where
\[
l+m+n+p+q+r=0,
\]
and
\[
l m n+p q r=0 .
\]

Equations of the fifteen lines.
It has now been shewn that the equation to the surface can be brought to the form
where
\[
\begin{align*}
& x y z=\| x{ }^{\prime} \\
& x+y+z \equiv u+v+w \\
& l x+m y+n z+p u+q v+r w \equiv 0 \\
& l+m+n+p+q+r=0  \tag{4}\\
& l m m+p q r=0
\end{align*}
\]
and at the nodal point 0 ,
\[
x=y=z=u=v=v .
\]

It is now possible to obtain the equations of all the fifteen lines \(A B, A C\), etc. Nine of them have already been found, viz.
\[
\begin{array}{lll}
A B, z=0, u=0 ; & D B, a=0, v=0 ; & E B, y=0, u=0 ; \\
A C, y=0, v=0 ; & D C, z=0, w=0 ; & E C, x=0, u=0 ; \\
A F, u=0, u=0 ; & D F, y=0, u=0 ; & E F, z=0, v=0 .
\end{array}
\]

The equations of the remaining six lines are derived from (3): the three planes
\[
l x+p u=0, \quad m y+q v=0, \quad n z+r u=0
\]
intersect in a straight line which lies on the surface, and which meets the lines
\[
x=0, u=0 \text {, or } E C ; y=0, v=0 \text {, or } A C ; z=0, w=0 \text {, or } D C \text {. }
\]

Hence it is the line \(B F\), and the remaining six lines are identified as follows:-
\[
\begin{array}{llll}
B F, l x+p u=0, & m y+q v=0, & n z+m u=0 ; \\
F C, l x+q v=0, & m y+\imath u=0, & n z+p u=0 ; \\
C B, l x+w u=0, & m y+p u=0, & n z+q v=0 ; \\
A D, l x+p u=0, & m y+v u=0, & n z+q v=0 ; \\
D E, l x+w=0, & m y+q v=0, & n z+p u=0 ; \\
E A, l x+q v=0, & m y+p u=0, & n z+r u=0 .
\end{array}
\]

Also the fifteen tritangent planes are made up of:-
Six such as
\[
x=0,
\]
nine such as
\[
l: a^{\prime}+p u=0 .
\]

These equations are obvious modifications of Schlätli's equations for the lines on an ordinary mon-singular cubic surface; by means however of a simple transformation it is possible to bring the equations to all the fifteen lines and all the fifteen tritangent planes to absolutely symmetrical forms.

First let
\[
\begin{array}{lll}
2 l=b+c, & 2_{m}=c+a, & 2_{n}=a+b, \\
{\underset{Q}{p}}^{p}=e+f, & {\underset{q}{q}}=f+d, & 2 r=d+e,
\end{array}
\]

Then
\[
\begin{equation*}
a+b+c+d+e+f=0 \tag{i}
\end{equation*}
\]
and
\[
\begin{equation*}
(a+b)(b+c)(c+a)+(d+e)(e+f)(f+d)=0 \tag{ii}
\end{equation*}
\]

But by (1)
\[
(a+b+c)^{3}+(d+e+f)^{3}=0
\]
that is \(\quad t^{3}+b^{3}+c^{3}+3(e t+b)(b+c)(c+a)+d^{3}+e^{3}+f^{3}+3(d+e)(e+f)(f+d)=0\).
Therefore
\[
\begin{equation*}
a^{3}+b^{3}+c^{3}+d^{3}+e^{3}+f^{3}=0 \tag{iii}
\end{equation*}
\]

Again let
\[
\begin{array}{lll}
2 l x=\beta+\gamma, & 2 m y=\gamma+\alpha, & 2 n z=\alpha+\beta \\
2 p u=\epsilon+\zeta, & 2 q v=\zeta+\delta, & 2 n w=\delta+\epsilon .
\end{array}
\]

That is
\[
x=\frac{\beta+\gamma}{b+c}, y=\frac{\gamma+\alpha}{c+a}, \text { etc. }
\]

Thus
\[
\begin{equation*}
\alpha+\beta+\gamma+\delta+\epsilon+\zeta \equiv 0 \tag{iv}
\end{equation*}
\]
and, as in (ii), the equation to the surface
\[
\begin{array}{r}
(\beta+\gamma)(\gamma+\alpha)(\alpha+\beta)+(\delta+\epsilon)(\epsilon+\zeta)(\zeta+\delta)=0 \\
\alpha^{3}+\beta^{3}+\gamma^{3}+\delta^{3}+\epsilon^{3}+\zeta^{3}=0 \ldots \ldots \ldots \ldots \tag{v}
\end{array}
\]
is equivalent to
Also
\[
\frac{\beta+\gamma}{b+c}+\frac{\gamma+\alpha}{c+a}+\frac{\alpha+\beta}{a+b}=\frac{\delta+\epsilon}{d+e}+\frac{\epsilon+\zeta}{e+f}+\frac{\zeta+\delta}{f+d}
\]
\[
\therefore \quad \frac{(\alpha+\beta+\gamma)(a+b+c)^{2}-c^{2} x-b^{2} \beta-c^{2} \gamma}{(b+c)(c+a)(\alpha+b)}=\frac{(\delta+\epsilon+\zeta)(d+e+f)^{2}-d^{2} \delta-e^{2} \epsilon-f^{2} \zeta}{(d+e)(e+f)(f+d)} .
\]

The two denominators are equal and opposite, and
\[
(a+b+c)^{2}=(d+e+f)^{2} ;
\]
hence by (iv) this is equivalent to
\[
a^{2} \alpha+b^{2} \beta+c^{2} \gamma+d^{2} \delta+e^{2} \varepsilon+f^{2} \zeta=0 .
\]

Lastly at \(O\) the nodal point,
\[
x=y=z=u=v=w ;
\]
that is,
\[
\begin{gathered}
\frac{\beta+\gamma}{b+c}=\frac{\gamma+\alpha}{c+a}=\frac{\alpha+\beta}{a+b}=\frac{\epsilon+\zeta}{e+f}=\frac{\zeta+\delta}{f+d}=\frac{\delta+\epsilon}{d+e}, \\
\frac{\alpha}{a}=\frac{\beta}{b}=\frac{\gamma}{c}=\frac{\delta}{d}=\frac{\epsilon}{e}=\frac{\zeta}{f} .
\end{gathered}
\]

The six planes \(\alpha=0, \beta=0\), etc. appear to have hitherto escaped notice: I shall speak of them as coordinate planes or fundamental planes.

The complete system of equations is now as follows:-
Equation to the surface
\[
\left.\begin{array}{rr}
\alpha^{3}+\beta^{3}+\gamma^{3}+\delta^{3}+\varepsilon^{3}+\zeta^{3} & =0 \ldots \ldots \ldots \ldots(1), \\
a+\beta+\gamma+\delta+\epsilon+\zeta & \equiv 0 \ldots \ldots \ldots \ldots(2), \\
a^{2} \alpha+b^{2} \beta+c^{2} \gamma+d^{2} \delta+e^{3} \epsilon+f^{2} \zeta & \equiv 0 \ldots \ldots \ldots(3), \\
a+b+c+d+e+f & =0 \ldots \ldots \ldots(4), \\
a^{3}+b^{3}+c^{3}+d^{3}+e^{3}+f^{3} & =0 \ldots \ldots \ldots(5)
\end{array}\right\}
\]
and at the nodal point
\[
\alpha: \beta: \gamma: \delta: \epsilon: \zeta:: \varepsilon: b: c: d: e: f
\]

Each of the fifteen tritangent planes is now represented by an equation of the form \(\alpha+\beta=0, \alpha+\delta=0\), and each line of the surface by three equations such as
\[
\alpha+\beta=\gamma+\delta=\epsilon+\zeta=0 .
\]

The equations of the fifteen lines and fifteen tritangent planes are given below:-
\[
\begin{aligned}
& A B, \alpha+\beta=\gamma+\delta=\epsilon+\zeta=0, \quad \alpha+\beta=0 \text { contains } A B, C D, E F ; \\
& A C, \alpha+\gamma=\beta+\epsilon=\delta+\zeta=0, \\
& A D, \alpha+\delta=\beta+\zeta=\gamma+\epsilon=0, \\
& A E, \alpha+\varepsilon=\beta+\delta=\gamma+\zeta=0 \text {, } \\
& A H, \alpha+\zeta=\beta+\gamma=\delta+\epsilon=0 \text {, } \\
& \text { BC, } \alpha+\zeta=\beta+\delta=\gamma+\epsilon=0 \text {, } \\
& B D, \alpha+\epsilon=\beta+\gamma=\delta+\zeta=0, \\
& B E, \alpha+\gamma=\beta+\zeta=\delta+\epsilon=0, \\
& B F, \alpha+\varepsilon=\beta+\epsilon=\gamma+\zeta=0, \\
& C D, \alpha+\beta=\gamma+\zeta=\delta+\epsilon=0, \\
& C E, \alpha+\delta=\beta+\gamma=\epsilon+\zeta=0, \\
& C F, \alpha+\epsilon=\beta+\zeta=\gamma+\delta=0, \\
& D E, \alpha+\zeta=\beta+\epsilon=\gamma+\delta=0, \\
& D F, \alpha+\gamma=\beta+\delta=\epsilon+\zeta=0 \text {, } \\
& E F^{\prime}, \alpha+\beta=\gamma+\epsilon=\delta+\zeta=0 .
\end{aligned}
\]

These equations have been arranged in such a way as to shew a certain correspondence between the English and Greek letters; but this correspondence is soon lost sight of in the subsequent work.

This system of equations having been obtained, the properties of the fifteen lines and fifteen planes may be discussed. It should be explained that the names of the various points and lines which present themselves will be borrowed from the projections of those points and lines in the Pascal hexagram.
(1) In each tritangent plane, as \(\alpha+\beta=0\), lie three lines \(A B, C D, E F\), which form a triangle denoted by \(\Delta_{a \beta}\), or sometimes merely by \(\Delta\); the vertices of this triangle are called \(P\) points; thus \(C D, E F\) intersect in the \(P\) point
or
\[
\begin{gathered}
\alpha+\beta=\gamma+\epsilon=\delta+\zeta=\gamma+\zeta=\delta+\epsilon=0 \\
a+\beta=0, \quad \gamma=\delta=-\epsilon=-\zeta
\end{gathered}
\]

There are forty-five of these \(P\) points, each lying in five tritangent planes, and on each line lie six of these points, which were seen to fall into three pairs of points in involution.

The fifteen tritangent planes pass by threes through the fifteen lines of the surface, and any plane is met by six others in lines which lie on the surface.
(2) Although the six fundamental planes \(\alpha=0, \beta=0\), etc. appear to have hitherto escaped notice, yet the fifteen planes given by equations such as \(\alpha=\beta\), were known to Plucker, and are usually spoken of as Plucker planes; two Plücker planes pass through
each \(P\) point; for example through the \(P\) point \(\alpha+\beta=0, \gamma=\delta=-\epsilon=-\zeta\) pass the two Plicker planes \(\gamma=\delta\), and \(\epsilon=\zeta\).

Each of the fifteen Pliicker planes corresponds to one of the fifteen tritangent planes, thus the Plücker plane \(\beta=\gamma\) corresponds to the tritangent plane \(\beta+\gamma=0\); two such planes pass through the line of intersection of two of the fundamental planes \(\beta=0, \gamma=0\), and are harmonically conjugate with respect to those planes.
(3) Two triple tangent planes \(\alpha+\beta=0, \alpha+\gamma=0\), which do not pass through a common line on the surface, intersect in a line \(-\alpha=\beta=\gamma\), which must meet the surface in three points. But the complete intersection of \(\alpha+\beta=0\) with the surface is the three lines \(A B, C D, E F\), and the complete intersection of \(\alpha+\gamma=0\) with the surface is the three lines \(A C, B E, D F\); hence this line \(-\alpha=\beta=\gamma\) must meet \(A B, C D, E F\), the sides of \(\Delta_{a \beta}\), in the same three points it meets \(A C, B E, D F\), the sides of \(\Delta_{a \gamma}\) : hence the line \(-\alpha=\beta=\gamma\) must pass through the three \(P\) points which are the intersections of \(A B\) and \(D F, C D\) and \(B E, E F\) and \(A C\).

Such a line is called a Pascal line or an \(h\) line and there are sixty such lines in all, each given by an equation similar to \(-\alpha=\beta=\gamma\), and each the common line of intersection of two tritangent planes and one Pliicker plane. Eight \(h\) lines lie in each tritangent plane, and four in each Plicker plane.

It has been seen that each \(h\) or \(P\) ascal line passes through three \(P\) points; thus the \(h\) line \(-\delta=\epsilon=\zeta\) passes through the three \(P\) points
\[
\begin{array}{ll}
-\delta=\epsilon=\zeta=-\alpha, & \beta+\gamma=0, \text { i.e. } A F, B D \\
-\delta=\epsilon=\zeta=-\beta, & \gamma+\alpha=0, \text { i.e. } B E, A C \\
-\delta=\epsilon=\zeta=-\gamma, & \alpha+\beta=0, \text { i.e. } C D, E F
\end{array}
\]

Conversely, through each \(P\) point pass four \(h\) lines; thus through the intersection of \(A B, C D\), i.e. the \(P\) point \(\alpha+\beta=0, \gamma=-\delta=\epsilon=-\zeta\) pass the four \(h\) lines
\[
-\gamma=\delta=\zeta ;-\delta=\gamma=\epsilon ;-\epsilon=\delta=\zeta ;-\zeta=\gamma=\epsilon
\]
(4) It is clear that besides intersecting by fours in the \(P\) points, the \(h\) lines intersect by threes in various other points: thus the three \(-\alpha=\beta=\gamma ;-\alpha=\gamma=\delta ;-\alpha=\beta=\delta\) are seen to meet in the point
\[
-\alpha=\beta=\gamma=\delta
\]

Such points are known as Kirkman or \(H\) points, and are sixty in number: each lies on three tritangent and three Plucker planes, and through each \(H\) point pass three \(h\) lines and on each \(h\) line lie three \(H\) points.

The notation employed being absolutely symmetrical shews that a correspondence exists between the \(h\) line \(-\alpha=\beta=\gamma\) and the \(H\) point \(-\alpha=\delta=\epsilon=\zeta\); it is easily verified that if three \(h\) lines meet in an \(H\) point, the corresponding \(H\) points lie on the corresponding \(h\) line; but a more convenient method of defining the correspondence is the following:-

The five tritangent planes
\[
\alpha+\beta=0, \alpha+\gamma=0, \alpha+\delta=0, \alpha+\varepsilon=0, \alpha+\zeta=0,
\]
contain all fifteen lines of the surface and form a pentahedron which may be called the ' \(\alpha\) ' pentahedron: there are then six such pentahedra the faces of each being tritangent planes, and any two pentahedra have one face common: any two faces of a pentahedron intersect in an \(h\) line, and the three remaining faces are found to intersect in the corresponding \(H\) point; thus each of the six pentahedra has ten edges which are \(h\) lines, and ten vertices which are the corresponding \(H\) points; in other words the sixty \(h\) lines and sixty \(H\) points may be subdivided into six groups of ten points and ten lines, the lines and points of each group being the edges and vertices of a pentahedron.
(5) There are twenty other points in which three \(h\) lines intersect, which complete the system of the intersections of the tritangent planes, viz. points such as
\[
\alpha=\beta=\gamma=0 .
\]

These are known as Steiner or \(G\) points, and are twenty in number; two such as \(\alpha=\beta=\gamma=0\), and \(\delta=\epsilon=\zeta=0\) are said to be conjugate to each other, so that the twenty \(G\) points fall into ten pairs of conjugate points. The \(G\) points are therefore the twenty vertices of the hexahedron formed by the fundamental or coordinate planes \(\alpha=0, \beta=0\), etc. and must therefore lie by tens in these planes, and must also lie by fours in the edges of the hexahedron.

The Steiner or \(G\) points therefore lie by fours in fifteen lines such as \(\alpha=\beta=0\), called Steiner-Plücker lines or \(i\) lines, each \(i\) line being the intersection of a tritangent plane with the corresponding Pluicker plane.

If six lines such as \(A B, B C, C A, D E, E F, F D\), be omitted from the fifteen, the remaining nine lines may be grouped into three plane triangles \(\Delta\) in two distinct ways: for if the lines be arranged in a square thus,
\[
\begin{array}{cccc} 
& \beta+\zeta & \zeta+\gamma & \beta+\gamma \\
\alpha+\delta & A D & B F & C E \\
\alpha+\epsilon & C F & A E & B D \\
\delta+\varepsilon & B E & C D & A F^{\prime}
\end{array}
\]
they may be grouped into triangles either by the rows or columns of the square, and the plane of each triangle is shewn at the end of the row or column. The three planes wf cither group of three triangles intersect in a \(G\) point, and those of the other group intersect in the conjugate \(G\) point.
(6) It was noticed in (4) that if three \(h\) lines meet in an \(H\) point, the three corresponding \(H\) points lie in an \(h\) line; it is also true that if three \(h\) lines meet in a \(G\) point, the corresponding \(H\) points lie in a line. For if we take the \(G\) point \(x=\beta=\gamma=0\), the three \(H\) points are
\[
-\alpha=\delta=\epsilon=\zeta ;-\beta=\delta=\epsilon=\zeta ;-\gamma=\delta=\epsilon=\zeta,
\]
and clearly lie on the line \(\delta=\epsilon=\zeta\).

There are twenty of these Cayley-Salmon or \(g\) lines, each corresponding to one \(G\) point; thus the line \(\delta=\epsilon=\zeta\) corresponds to the point \(\alpha=\beta=\gamma=0\), and moreover the \(g\) line which corresponds to a \(G\) point passes through the conjugate \(G\) point.

When four \(G\) points lie in an \(i\) line, the corresponding \(g\) lines are found to meet in a point: thus corresponding to the four \(G\) points which lie on \(\alpha=\beta=0\), are the four \(g\) lines \(\delta=\varepsilon=\zeta ; \gamma=\epsilon=\zeta ; \gamma=\delta=\zeta ; \gamma=\delta=\varepsilon ;\) which meet in the Salmon point or \(I\) point
\[
\gamma=\delta=\epsilon=\zeta .
\]

There are then fifteen of these \(I\) points, through each of them pass six Pluicker planes.
The rest of the lines and points of intersection of these systems of planes do not appear to be of sufficient interest to be worthy of separate mention here: their projections are of interest in the theory of the Pascal hexagram, and will be treated of in fuller detail in connexion with that theory; moreover, since it will be found that the development of the theory of the Pascal hexagram is so closely related to that of the lines on a nodal cubic surface, that from each proposition relating to the former theory an analogous proposition relating to the latter is at once deduced, it seems better to obtain the properties of the Pascal hexagram first, and to state where necessary the corresponding properties of the cubic surface as corollaries.

Before passing to the projections of these lines, I wish to mention certain quadrics which pass through sets of six of these lines of the surface.
(7) Any set of six lines such as \(A D, D E, E A, B C, C F, F B\), must be generators of a quadric surface, since each of the first three intersects each of the last three; and the nine planes in which pairs of intersecting lines lie may be concisely shewn by means of the table
\[
\begin{array}{rrr}
B F, & F C, & C B \\
A D \alpha+\delta, & \beta+\zeta, & \gamma+\epsilon \\
A E \gamma+\zeta, & \alpha+\epsilon, & \beta+\delta, \\
D E^{\prime} \beta+\epsilon, & \gamma+\delta, & \alpha+\zeta .
\end{array}
\]

The equation to the quadric is found by equating to zero any minor of the deter. minant
\[
\left|\begin{array}{lll}
\alpha+\delta, & \beta+\zeta, & \gamma+\epsilon \\
\gamma+\zeta, & \alpha+\epsilon, & \beta+\delta \\
\beta+\epsilon, & \gamma+\delta, & \alpha+\zeta
\end{array}\right|
\]

Another more symmetrical form of the equation may be deduced; for if
that is
\[
\begin{aligned}
(\alpha+\delta)(\alpha+\epsilon) & =(\beta+\zeta)(\gamma+\zeta), \\
\alpha^{2}+\alpha \delta+\alpha \epsilon+\delta \epsilon & =\zeta^{2}+\zeta \beta+\zeta \gamma+\beta \gamma, \\
(\alpha+\delta+\epsilon)^{2}+\alpha^{2}-\delta^{2}-\epsilon^{2} & =(\zeta+\beta+\gamma)^{2}+\zeta^{2}-\beta^{2}-\gamma^{2} .
\end{aligned}
\]
then
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But
\[
(\alpha+\delta+\epsilon)^{2} \equiv(\zeta+\beta+\gamma)^{2} .
\]

Hence the equation to the quadric may be written
\[
\alpha^{2}+\beta^{2}+\gamma^{2}=\delta^{2}+\epsilon^{2}+\zeta^{2}
\]

There are ten quadrics such as this, whose complete intersection with the cubic surface consists of six of the fifteen lines on the surface; any two such quadrics have two common generators, thus the quadric
\[
\delta^{v}+\beta^{v}+\gamma^{u}=\alpha^{z}+\epsilon^{z}+\zeta^{z},
\]
which passes through the six lines \(A C, C D, D A, B E, E F, F B\), has the two generators \(A D, B F\) in common with the former quadric. The complete intersection of the two quadrics is contained in the two planes \(\alpha \pm \delta=0\), of which the former contains the two common generators \(A D, B F\); hence the remainder of the curve of intersection of the two quadrics consists of the plane conic
\[
\alpha=\delta, \quad \beta^{2}+\gamma^{2}=\epsilon^{2}+\zeta^{2} .
\]

\section*{THE PASCAL HEXAGRAM.}

As has been stated above, Cremona has shewn that by projecting the lines and points derived from the consideration of the lines on a nodal cubic surface, we obtain the figure of the Pascal Hexagram.

Adaptution of equations. The equations we have made use of in discussing the cubic surface are readily transformed into others which are applicable to the plane figure; for since at 0, the nodal point
\[
\alpha: \beta: \gamma: \delta: \epsilon: \zeta:: \neq b: c: d: \ell: f
\]
we can always find the equation to the plane which passes through \(O\) and any line whose equations are known, or to the line that joins \(O\) to any point that has been determined.

It is now only necessary to imagine that this system of lines and planes, all of which pass through \(O\), is cut by an arbitrary plane \(\Psi\), and the projection of the threedimensional figure upon this plane \(\Psi\) will have been obtained. It is not desirable that amy particular plane should be selected as the plane of projection, but, for the sake of the nomenclature, I shall consider that the section by a plane \(\psi\) has always been made: thus, although \(\frac{\alpha}{11}=\frac{\beta+\gamma}{b+c}\) really represents a plene which passes through \(O\), the conical point, I shall be justified in speaking of the line \(\frac{\alpha}{\varepsilon}=\frac{\beta+\gamma}{b+c}\), if it is always understond that the system of lines and planes is cut by the plane \(\psi\) in a system of points and lines. In the same way; when I speak of a conic, the equation used will really represent a quadric cone whome vertex is at \(O\), the conical point.

The six lines \(A, B, C, D, E, F\), which pass through the conical point \(O\), were found to be the lines of intersection of a cubic cone and a quadric cone: projected from the conical point upon a plane \(\Psi\), they appear as six points \(A, B, C, D, E, F\), which lie on a conic.

The fifteen lines \(A B, A C, \ldots\) each of which meets two of the six lines, are projected into the lines which join by pairs the six points \(A, B, C, D, E, F\), and thus furnish the foundation of the figure of the Hexagram.

\section*{Equations of the fifteen lines \(A B, A C \ldots\)}

The equation to the plane which passes through \(O\) the nodal point and the line \(A B\) is
\[
\begin{aligned}
& a+\beta \\
& \bar{a}+b=\frac{\gamma+\delta}{c+d}=\frac{\epsilon+\zeta}{e+f},
\end{aligned}
\]
hence this is also the equation of the line \(A B\) in the projected figure. Expressions such as \(\frac{\alpha+\beta}{a+b}\) and \(\frac{\alpha-\beta}{a-b}\) will occur so frequently in subsequent work that it is convenient at once to replace them by simpler symbols.

Let
\[
\frac{a+\beta}{a+b} \text { be represented by the symbol }(\alpha \beta) \text {, }
\]
and
\[
\frac{\alpha-\beta}{a-b} \text { be represented by the symbol } \chi(\alpha \beta) \text {. }
\]

Thus in three dimensions, each tritangent plane is given by an equation such as \((\alpha \beta)=0\), and each Plicker plane by an equation such as \(\chi(\alpha \beta)=0\), and at 0 the nodal point
\[
\frac{\alpha}{a}=\frac{\beta}{b}=\frac{\gamma}{c} \ldots=(\alpha \beta)=(\alpha \gamma) \ldots=\chi(\alpha \beta)=\chi(\alpha \gamma) \ldots
\]

The equations of the fifteen lines \(A B, A C\), can be at once derived from those on p. 272 ; they are
\[
\begin{aligned}
& A B \quad(\alpha \beta)=(\gamma \delta)=(\epsilon \zeta) ; \\
& A C \quad(\alpha \gamma)=(\beta \epsilon)=(\delta \zeta) ; \\
& A D \quad(\alpha \delta)=(\beta \zeta)=(\gamma \epsilon) ; \\
& A E \quad(\alpha \epsilon)=(\beta \delta)=(\gamma \zeta) ; \\
& A F \quad(\alpha \zeta)=(\beta \gamma)=(\delta \epsilon) ; \\
& B C \quad(\alpha \zeta)=(\beta \delta)=(\gamma \epsilon) ; \\
& B D \quad(\alpha \epsilon)=(\beta \gamma)=(\delta \zeta) ; \\
& B E \quad(\alpha \gamma)=(\beta \zeta)=(\delta \epsilon) ; \\
& B F \quad(\alpha \delta)=(\beta \epsilon)=(\gamma \zeta) ; \\
& C D \quad(\alpha \beta)=(\gamma \zeta)=(\delta \epsilon) ; \\
& C E \quad(\alpha \delta)=(\beta \gamma)=(\epsilon \zeta) ; \\
& C F^{\prime} \quad(\alpha \epsilon)=(\beta \zeta)=(\gamma \delta) ; \\
& D E \quad(\alpha \zeta)=(\beta \epsilon)=(\gamma \delta) ; \\
& D F \quad(\alpha \gamma)=(\beta \delta)=(\epsilon \zeta) ; \\
& E F \quad(\alpha \beta)=(\gamma \epsilon)=(\delta \zeta) .
\end{aligned}
\]

The equation to the conic on which \(A, B, C, D, E^{\prime}, F^{\prime}\) lie is
\[
\begin{equation*}
a \alpha^{2}+b \beta^{2}+c \gamma^{2}+d \delta^{2}+e \epsilon^{2}+j \zeta^{2}=0 \tag{1}
\end{equation*}
\]
and the complete system of equations is
\[
\begin{align*}
a+\beta+\gamma+\delta+\epsilon+\zeta & \equiv 0 .  \tag{}\\
a^{2} \alpha+b^{2} \beta+c^{2} \gamma+d^{2} \delta+e^{2} \epsilon+f^{2} \zeta & \equiv 0 .  \tag{3}\\
a+b+c+d+e+f^{\prime} & =0 .  \tag{4}\\
a^{3}+b^{3}+c^{3}+d^{3}+e^{3}+f^{3} & =0 .
\end{align*}
\]

Further,
\[
(\alpha \beta) \text { is defined as } \begin{align*}
& \alpha+\beta  \tag{6}\\
& a+b
\end{align*}
\]
\[
\chi(\alpha \beta) \ldots \ldots \ldots \ldots \ldots \begin{gather*}
\alpha-\beta  \tag{7}\\
a-b
\end{gather*} .
\]

It follows that
\begin{tabular}{|c|c|c|}
\hline if & \[
\frac{a}{a}=\frac{\beta}{b}
\] & each is necessarily also \(=(\alpha \beta)=\chi(\alpha \beta)\), \\
\hline if & \((\alpha \beta)=(\gamma \delta)\) & \(=(\epsilon \zeta)\), \\
\hline if & \((\alpha \beta)=(z \gamma)\) & \(=\chi(\beta \gamma)\), \\
\hline if & \(\chi(\alpha \beta)=\chi(\alpha \gamma)\) & \(\ldots \ldots \ldots=\chi(\beta \gamma)\), \\
\hline
\end{tabular}
and at the nodal point
\[
\frac{\alpha}{a}=\frac{\beta}{b}=\frac{\gamma}{c} \ldots=(\alpha \beta)=(\alpha \gamma) \ldots=\ldots \chi(\alpha \beta)=\chi(\alpha \gamma) \ldots
\]

Before I pass to the Pascal hexagram, it is convenient to discuss in two lemmas some properties of the figures formed by projecting on any plane the lines of intersection first of five planes and secondly of six planes in three-dimensional space.
I. Take five planes in three-dimensional space,
\[
u=0, \quad v=0, \quad w=0, \quad x=0, \quad y=0
\]
forming a pentahedron, with ten edges and ten angles; take also a point \(O\) not situated on any of these planes as origin of projection.

We may introduce factors into the functions \(u, v, w, x, y\), so that at 0 ,
\[
u=v=w=x=y
\]

Fiuther, the five quantities \(u, x, x, x, y\), must be comected by an identical linear relation
\[
\begin{gather*}
p^{u+}+q^{\prime}+r^{\prime} w+s x+t y \equiv 0 .  \tag{1}\\
p+t+r+s+t=0 .
\end{gather*}
\]
where
Then \("=v\) represents a plane passing through 0 and the line of intersection of
\[
u=0, \quad v=0 \text { etc. }
\]

If now we consider the sections of all the planes which pass through \(O\) and through one of the ten edges of the pentahedron, by an arbitrary plane \(\Psi\), we obtain the required projection. The figure is shewn below.


It consists of ten lines which meet by threes in ten points, and three of these points lie on each of the ten lines. Selecting any point \(u=v=v\), the three lines \(u=v, v=w, w=u\) pass through it; six of the remaining lines form two perspective triangles, viz. \(u=x, v=x, w=x\); and \(u=y, v=y, w=y\), and the tenth line \(x=y\) is the line of perspective on which corresponding sides intersect.

There is a certain conic such that each of the ten points is the pole of the corresponding line, viz.
\[
\begin{equation*}
p u^{2}+q v^{2}+r w^{2}+s x^{2}+t y^{2}=0 . \tag{ㄹ}
\end{equation*}
\]

For the polar of the point \(\left(u_{0} v_{0} w_{0} x_{0} y_{0}\right)\) is
\[
p u t_{0}+q v v_{0}+r v w w_{0}+s x x_{0}+t y y_{0}=0 .
\]

If now \(u_{0}=v_{0}=w_{0}\), the polar is
\[
u_{0}(p u+q v+v w)+s x x_{0}+t y y_{0}=0,
\]
or by equation (1)

01
\[
\begin{array}{r}
u_{0}(-s x-t y)+s x x_{0}+t y y_{0}=0, \\
\operatorname{ssc}\left(x_{0}-u_{0}\right)+t y\left(y_{0}-u_{0}\right)=0 .
\end{array}
\]

But
\[
p u_{0}+q v_{0}+r w_{0}+s x_{0}+t y_{0}=0
\]
\[
\therefore(p+q+r)\left(u_{0}\right)+s x_{0}+t y_{0}=\mathbf{0},
\]
or
\[
(-s-t) u_{0}+s x_{0}+t y_{0}=0
\]
\[
\therefore \quad s\left(x_{0}-u_{0}\right)+t\left(y_{0}-u_{0}\right)=0 .
\]

Hence the polar of the point \(u=u=w\) is the line \(x=y\).
The figure may be called a Projected Pentahedron.
II. Taking next six planes
\[
u=0, \quad v=0, \quad w=0, \quad u=0, \quad y=0, \quad z=0 .
\]
we project their intersections from the point \(O\) at which
\[
u=v=u=u=y=z .
\]

The six quantities \(u, v, w, x, y, z\), are comected by two linear relations
\[
\begin{aligned}
& p^{u}+q v+v^{\prime} w+s x+t y+k z \equiv 0, \\
& p^{\prime} u+q^{\prime} v+v^{\prime} w+s^{\prime} x+t^{\prime} y+k^{\prime} z=0,
\end{aligned}
\]
where
\[
\begin{aligned}
& p+q+r^{\prime}+s+t+k=0 \\
& p^{\prime}+q^{\prime}+r^{\prime}+s^{\prime}+t^{\prime}+k^{\prime}=0 .
\end{aligned}
\]

The projection consists of fifteen lines \(x=y, \ldots\) which meet by threes in twenty points \(x=y=z\), and four of these points lie on each line.

The figure, which may be called the figure of a projected Hexahedron, is shewn below.


If we select any point, e.g. \(x=y=z\), through which pass the three lines \(x=y\), \(y=z, z=x\), nine of the other lines group themselves into three perspective triangles, viz. \(x=u, y=u, z=u ; x=v, y=v, z=v ; x=w, y=w, z=w ;\) and the three lines of perspective in which corresponding sides of any two triangles intersect are the remaining three lines \(u=v, v=u, w=u\), which meet in the point \(u=v=w\).

If we start with the point \(u=v=w\), the nine sides of the three perspective triangles are the same nine lines as before, but differently grouped.
(a) Two points such as \(x=y=z, u=v=w\) are conjugate with respect to any of the conics
\[
\left(p+\lambda p^{\prime}\right) u^{2}+\left(q+\lambda q^{\prime}\right) v^{2}+\left(r+\lambda r^{\prime}\right) w^{2}+\left(s+\lambda s^{\prime}\right) x^{2}+\left(t+\lambda t^{\prime}\right) y^{2}+\left(k+\lambda k^{\prime}\right) z^{2}=0
\]

Denote the coefficients by \(P, Q, R, \mathcal{S}, T, K\), then two points ( \(u_{0}, v_{0}, w_{0}, x_{0}, y_{n}, z_{n}\) ) and \(\left(u_{1}, v_{1}, w_{1}, x_{1}, y_{1}, z_{1}\right)\) are conjugate if
\[
P u_{0} u_{1}+Q v_{0} v_{1}+R w_{0} w_{1}+S x_{0} x_{1}+T y_{0} y_{1}+K z_{0} z_{1}=0 .
\]

If now \(u_{0}=v_{0}=w_{0}\) and \(x_{1}=y_{1}=z_{1}\) the condition of conjugacy is
\[
u_{0}\left(P u_{1}+Q v_{1}+R w_{1}\right)+x_{1}\left(S x_{0}+T y_{0}+K z_{0}\right)=0
\]

But we know that at any point
\[
\begin{gathered}
P u+Q v+R w+S x+T y+K z=0 \\
\therefore(P+Q+R) u_{0}+\left(S x_{0}+T y_{0}+K z_{0}\right)=0, \\
\left(P u_{1}+Q v_{1}+R w_{1}\right)+(S+T+K) x_{1}=0 .
\end{gathered}
\]
and
Also
\[
(P+Q+R)+(S+T+K)=0 .
\]

Hence the condition is satisfied and the points are conjugate with respect to any conic of the system.
\((\beta)\) The system of conics above consists of all conics which pass through four fixed points which for the moment may be called \(P, Q, R, S\). If the diagonals of the quadrangle \(P Q R S\) meet in \(L, M, N\), it follows that the lines from any one of these points such as \(L\) to any two conjugate points, as \(x=y=z\) and \(u=v=w\), form an involution, the double rays being the lines which pass through the four points \(P, Q, R, S\).

If the conic
\[
P u^{2}+Q v^{2}+R w^{2}+S x^{2}+T y^{2}+K z^{2}=0
\]
break up into two straight lines, which intersect in the point \(\left(u_{0} v_{0} w_{0} x_{0} y_{0} z_{0}\right)\),
then
\[
\begin{gathered}
P u u_{0}+Q v v_{0}+R w w_{0}+S x x_{0}+T y y_{0}+K z z_{0} \equiv 0 ; \\
\therefore P u_{0}=\alpha p+\beta P, \quad S x_{0}=\alpha s+\beta S \\
Q v_{0}=\alpha q+\beta Q, \quad T y_{0}=\alpha t+\beta T \\
R w_{0}=\alpha r+\beta R, \quad K z_{0}=\alpha k+\beta K ;
\end{gathered}
\]
hence substituting in
we have
\[
p^{\prime} u_{0}+q^{\prime} v_{0}+\ldots \ldots=0
\]
\[
\frac{p p^{\prime}}{P}+\frac{q q^{\prime}}{Q}+\frac{r r^{\prime}}{R}+\frac{s s^{\prime}}{S^{\prime}}+\frac{t t^{\prime}}{T}+\frac{k k^{\prime}}{\bar{K}}=0
\]
that is
\[
\frac{p p^{\prime}}{p+\lambda p^{\prime}}+\frac{q q^{\prime}}{q+\lambda q^{\prime}}+\frac{r \gamma^{\prime}}{r+\lambda v^{\prime}}+\frac{s s^{\prime}}{s+\lambda s^{\prime}}+\frac{t t^{\prime}}{t+\lambda t^{\prime}}+\frac{k k^{\prime}}{k+\lambda k^{\prime}}=0
\]
an equation which gives three finite values of \(\lambda\).
Civing \(\lambda\) these three valnes in succession, we may find the coordimates of the three points \(L, M, N\).

The six points where any line of the figure \(u=v\) is met \(b y\) the six lines \(w=x, y=z\); \(w=y, u=z ; w=z, x=y\); are conjugate in pairs with respect to one conic of the system, viz that for which
\[
l^{\prime}+Q \text { or } p+\lambda p^{\prime}+q+\lambda q^{\prime}=0
\]

For the condition of conjugacy being as before
\[
P u_{0} u_{1}+Q u_{1} u_{1}+R u_{0} u_{1}+S x_{1} t_{1}+T y_{0} y_{1}+\boldsymbol{K} z_{0} z_{1}=\mathbf{0}
\]
if we have
\[
u_{0}=v_{0}, u_{1}=v_{1}, \quad w_{0}=x_{0}, y_{1}=z_{1},
\]
the condition becomes
\[
(P+Q) u_{0} u_{1}+w_{n}\left(R w_{1}+S{x_{1}}_{1}\right)+y_{1}\left(\Gamma y_{0}+K z_{0}\right)=0 .
\]

Alsu
\[
\begin{aligned}
& (P+Q) u_{0}+(R+S) u_{0}+\left(T y_{0}+K z_{0}\right)=0 \\
& (P+Q) u_{1}+\left(R w_{1}+S x_{1}\right)+(T+K) y_{1}=0
\end{aligned}
\]

If then \(P+Q=0\), the condition is satisfied, since
\[
(K+S)+(T+K)=0
\]

I now proceed to deduce from the properties proved for the cubic surface the analogons properties of the plane figure.
III. The fifteen lines \(A B, A C, \ldots\) which join by twos the six points \(A, B, C, D, E, F\), sroup themselves into fifteen triangles \(\Delta\), on whose sides lie all the six points \(A, B, C\), \(D, E, F\) : such a triangle is \(A B, C D, E F\), to which as in section (1) I give the name \(J_{a s}\) : any line \(A B\) belongs to the three triangles \(A B, C D, E F^{\prime} ; A B, C E, D F^{\prime}: A B, C F^{\prime}, D E^{\prime}\); and further since the other sides join the four points \(C, D, E, F\), it follows that the six vertices of triangles \(\Delta\) which lie on \(A B\) are in involution.

The vertices of these triangles are called \(P^{\prime}\) points and are 45 in number.
IV. From (3) we infer that
\(A B\) meets \(D F^{\prime}\)
\(C D\) meets \(B E^{\prime}\)
\(E F\) meets \(A C^{\prime}\) in three points which lie on the \(h\) or \(l^{\prime}\) uscul line \((\alpha \beta)=(\alpha \gamma)=\chi(\beta \gamma)\).
And sixty such lines exist.
Consider now the six lines just mentioned: if we arrange them in the order \(A B, B E, E F, F D, D C, C A\), it is clear that they are sides of a hexagon \(A B E F D C\) inseribed in the conic, and we have shewn,
'The opposite sides of any hexagon inscribed in a conic intersect in three collinear. points.'

There are sixty different hexagons which we can form by joining the six points \(A, B, C, D, E, F\), in different ways, and from each hexagon is derived one of the sixty \(h\) lines.

On each \(h\) line lie three \(P\) points, and through each \(P\) point pass four \(h\) lines; thus through the intersection of \(A B, C D\) pass the four \(h\) lines derived from the hexagons \(A B E C D F, A B F C D E, A B E D C F, A B F D C E\).
V. The sixty \(h\) lines intersect by threes in sixty \(H\) or Kirkman points
\[
(\alpha \beta)=(\alpha \gamma)=(\alpha \delta)=\chi(\beta \gamma)=\chi(\gamma \delta)=\chi(\beta \delta) ;
\]
and on each \(h\) line lie three \(H\) points.
The three concurrent \(h\) lines are derived from the hexagons \(A B E F D C, A C E B F D\), \(A D C E F B\), respectively: it was pointed out that to each \(h\) line corresponds one \(H\) point: now the sides of these three hexagons are composed of nine only of the fifteen lines \(A B, A C \ldots\); and the six lines omitted are the sides of the hexagon \(A E D B C F\) from which is derived the corresponding \(h\) line \((\alpha \epsilon)=(\alpha \zeta)\).
VI. The edges and angles of each pentahedron are projected into ten \(h\) lines and ten \(H\) points, forming a figure of a projected pentahedron discussed in I : : it follows that a conic exists such that each of the \(h\) lines which form the figure is the polar of the corresponding \(H\) point.

The sixty \(h\) lines and sixty \(H\) points fall into six groups of ten lines and ten points; and with each group is associated a conic such that each \(h\) line of the group is the polar of the corresponding \(H\) point (which always belongs to the same group) with respect to it.

There is no difficulty in finding the equation of this conic,
\[
(\alpha+\beta)+(\alpha+\gamma)+(\alpha+\delta)+(\alpha+\epsilon)+(\alpha+\zeta) \equiv 4 \alpha
\]
and
\[
b^{2}(\alpha+\beta)+c^{2}(\alpha+\gamma)+\ldots \equiv\left(b^{2}+c^{2}+d^{2}+e^{2}+f^{2}-a^{2}\right) \alpha
\]
\[
\begin{aligned}
\therefore\left(b^{2}+c^{2}+d^{2}+e^{2}+f^{2}-a^{2}\right)\{(\alpha+\beta)+(\alpha+\gamma) & +(\alpha+\delta)+(\alpha+\epsilon)+(\alpha+\zeta)\} \\
& \equiv 4\left[b^{2}(\alpha+\beta)+c^{2}(\alpha+\gamma)+d^{2}(\alpha+\delta) \ldots \ldots\right] .
\end{aligned}
\]

That is \(\quad\left(a^{2}+3 b^{2}-c^{2}-d^{2}-e^{2}-f^{2}\right)(a+b)(\alpha \beta)+\ldots \ldots=0\).
Hence the equation to the conic is
\[
\left(a^{2}+3 b^{2}-c^{2}-d^{2}-e^{2}-f^{2}\right)(a+b)(\alpha \beta)^{2}+\ldots \ldots=0 .
\]
VII. The sixty \(h\) lines also intersect by threes in twenty Steiner or \(G\) points,
\[
\frac{\alpha}{a}=\frac{\beta}{b}=\frac{\gamma}{c}=(\alpha \beta)=(\alpha \gamma)=(\beta \gamma)=\chi(\alpha \beta)=\chi(\alpha \gamma)=\chi(\beta \gamma) .
\]
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The three concurrent \(h\) lines are derived from the following hexagons:
\[
\begin{aligned}
& (\alpha \beta)=(\alpha \gamma)=\chi(\beta \gamma) \text { from } A B E F D C, \\
& (\alpha \beta)=(\beta \gamma)=\chi(\alpha \gamma) \text { from } A F E C D B, \\
& (\alpha \gamma)=(\beta \gamma)=\chi(\alpha \beta) \text { from } A C E B D F,
\end{aligned}
\]
in which the first, third and fifth letters are the same, and the second, fourth and sixth are cyclically interchanged.

The twenty \(G\) points fall into ten pairs: with the point above is associated the point
\[
\frac{\delta}{d}=\frac{\epsilon}{e}=\frac{\zeta}{f}=(\delta \epsilon)=(\epsilon \zeta)=(\delta \zeta)=\chi(\delta \epsilon)=\chi(\epsilon \zeta)=\chi(\delta \zeta),
\]
in which intersect the three \(h\) lines derived from the hexagons \(A B E C D F, A C E F D B\), \(A F E B D C\), where the first, third, and fifth letters are again the same as before, while the second, fourth, and sixth are derived from those of the former hexagons by non-cyclical interchanges.
VIII. We may apply the results of II. to the figure formed by the projection of the intersections of the six tritangent planes
\[
(\alpha \beta)=0,(\beta \gamma)=0,(\gamma \alpha)=0,(\delta \epsilon)=0,(\epsilon \zeta)=0,(\zeta \delta)=0 .
\]

The figure is simpler than that in II. inasmuch as one of the linear relations connecting
\[
\begin{gathered}
(\alpha \beta),(\beta \gamma),(\gamma \alpha),(\delta \epsilon),(\epsilon \zeta),(\zeta \delta) \\
\text { is } \quad(\alpha \beta)+(\beta \gamma)+(\gamma \alpha) \equiv(\delta \epsilon)+(\epsilon \zeta)+(\zeta \delta), \text { see page (271), }
\end{gathered}
\]
so that the three lines such as
\[
(\alpha \beta)=(\delta \varepsilon) ; \quad(\beta \gamma)=(\epsilon \zeta) ; \quad(\gamma \alpha)=(\zeta \delta)
\]
are concurrent.
The second linear relation is
\[
(b+c)(\beta \gamma)+(c+a)(\gamma \alpha)+(a+b)(\alpha \beta)+(d+e)(\delta \epsilon)+(e+f)(\epsilon \zeta)+(f+d)(\zeta \delta) \equiv 0 .
\]

The system of conics in II. comprises all conics which pass through the four points common to
\[
(\alpha \beta)^{2}+(\beta \gamma)^{2}+(\gamma \alpha)^{2}=(\delta \epsilon)^{2}+(\epsilon \zeta)^{2}+(\zeta \delta)^{2}
\]
and \(\quad(\ell+b)(\alpha \beta)^{2}+(b+c)(\beta \gamma)^{2}+(c+a)(\alpha \gamma)^{2}+(d+e)(\delta \epsilon)^{2}+(e+f)(\epsilon \zeta)^{2}+(f+d)(\zeta \delta)^{2}=0\).
The former of these two is the fundamental conic on which the six points \(A, B, C, D, E, F\), lie, and can therefore be reduced to
\[
c \alpha^{2}+b \beta^{2}+c \gamma^{2}+d \delta^{2}+e \epsilon^{2}+f \zeta^{2}=0
\]

Two \(G\) points such as
\[
\frac{\alpha}{a}=\frac{\beta}{b}=\frac{\gamma}{c}, \text { and } \frac{\delta}{d}=\frac{\epsilon}{e}=\frac{\zeta}{f},
\]
which have been called conjugate \(G\) points, are therefore conjugate with respect to the fundamental conic.

By simplification of the second equation, it may be shewn that these two \(G\) points are conjugate with respect to all conics which pass through the four points common to
\[
a \alpha^{2}+b \beta^{2}+c \gamma^{2}+d \delta^{2}+e \epsilon^{2}+f \zeta^{2}=0
\]
and
\[
\begin{aligned}
(b c+c a+a b)(\alpha+\beta+\gamma)^{2}-b c \alpha^{2} & -c a \beta^{2}-a b \gamma^{2} \\
& =(d e+e f+f d)(\delta+\epsilon+\zeta)^{2}-e f \delta^{2}-f d \epsilon^{2}-d e \zeta^{2}
\end{aligned}
\]
and, further, nine pairs of \(P\) points such as
\[
(\alpha \beta)=(\alpha \gamma)=(\epsilon \zeta) ; \quad(\delta \epsilon)=(\delta \zeta)=(\alpha \beta) ;
\]
the intersections of \(A B, D F\), and of \(A F, D B\) are conjugate with respect to all conics of the system.

Again by II. \((\beta)\), we see that any side such as \((\alpha \beta)=(\epsilon \zeta)\) or \(A B\), is met by the \(h\) lines \((\beta \gamma)=(\gamma \alpha)\) and \((\delta \epsilon)=(\delta \zeta)\), which are derived from the hexagons ACEBDF, \(A C D B E F\), in two points which are conjugate with respect to the fundamental conic, and therefore form with \(A\) and \(B\) a harmonic range.

On the side \(A B\) there must lie six such pairs of conjugate points, each pair forming a harmonic range with the points \(A\) and \(B\).
IX. The fifteen lines in the figure of this projected hexahedron are composed of six \(h\) lines and nine sides of the triangles \(\Delta\), which join two of the six points \(A, B\), \(C, D, E, F\); consider the grouping of the eighteen points where the nine sides of the triangles are met by the \(h\) lines.

On each \(h\) line, as \((\alpha \beta)=(\alpha \gamma)\), lie three of the points, viz. the points where this line is met by \(A F, C E, B D\), the sides of \(\Delta_{\beta_{\gamma}}\). The points fall into two groups of nine, according as the \(h\) line they lie on passes through one or other of the \(G\) points. Arrange the points thus:
\[
\begin{align*}
& (\alpha \beta)=(\alpha \gamma), \quad(\beta \gamma)=(\epsilon \zeta) \\
& (\beta \gamma)=(\beta \alpha),(\gamma \alpha)=(\epsilon \zeta) \mid(\gamma \alpha)=(\gamma \beta), \quad(\alpha \beta)=(\epsilon \zeta) \\
& \begin{array}{ll:l}
(\alpha \beta)=(\alpha \gamma), & (\beta \gamma)=(\zeta \delta) \\
(\alpha \beta)=(\alpha \gamma), & (\beta \gamma)=(\delta \epsilon)
\end{array}: \begin{array}{lll}
(\beta \gamma)=(\beta \alpha), & (\gamma \alpha)=(\zeta \delta) & (\gamma \alpha)=(\gamma \beta), \\
(\beta \gamma)=(\beta \alpha), & (\gamma \alpha)=(\delta \epsilon)=(\zeta \delta) \\
(\gamma \alpha)=(\gamma \beta), & (\alpha \beta)=(\delta \epsilon)
\end{array}  \tag{A}\\
& (\delta \epsilon)=(\delta \zeta), \quad(\epsilon \zeta)=(\beta \gamma) \\
& (\epsilon \zeta)=(\epsilon \delta) \\
& (\zeta \delta)=(\beta \gamma)^{\prime} \quad(\zeta \delta)=(\zeta \epsilon), \\
& (\delta \epsilon)=(\beta \gamma) \\
& (\delta \epsilon)=(\delta \zeta), \quad(\epsilon \zeta)=(\gamma \alpha)  \tag{B}\\
& (\epsilon \zeta)=(\epsilon \delta), \\
& (\zeta \delta)=(\gamma \alpha) \\
& (\zeta \delta)=(\zeta \varepsilon), \\
& (\delta \epsilon)=(\gamma \alpha) \\
& (\delta \epsilon)=(\delta \zeta), \quad(\epsilon \zeta)=(\alpha \beta) \mid(\epsilon \zeta)=(\epsilon \delta), \\
& (\zeta \delta)=(\alpha \beta) \\
& (\zeta \delta)=(\zeta \epsilon), \\
& (\delta \epsilon)=(\alpha \beta)
\end{align*}
\]

Taking either group, the nine points form three triangles, if we take them in rows, and lie by threes on the \(h\) lines, if we take them in columns. The conjugates to three points of either group which form a triangle are three points of the other group which lie on an \(h\) line.

The sides of the triangles of the first group are
\[
\begin{array}{ll}
(\alpha \beta)+(\alpha \gamma)=(\epsilon \zeta)+(\beta \gamma) ; & (\beta \alpha)+(\beta \gamma)=(\epsilon \zeta)+(\alpha \gamma) ; \quad(\gamma \alpha)+(\gamma \beta)=(\epsilon \zeta)+(\alpha \beta) ; \\
(\alpha \beta)+(\alpha \gamma)=(\zeta \delta)+(\beta \gamma) ; \quad(\beta \alpha)+(\beta \gamma)=(\zeta \delta)+(\alpha \gamma) ; \quad(\gamma \alpha)+(\gamma \beta)=(\zeta \delta)+(\alpha \beta) ; \\
(\alpha \beta)+(\alpha \gamma)=(\delta \epsilon)+(\beta \gamma) ; \quad(\beta \alpha)+(\beta \gamma)=(\delta \epsilon)+(\alpha \gamma) ; \quad(\gamma \alpha)+(\gamma \beta)=(\delta \epsilon)+(\alpha \beta) .
\end{array}
\]

Thus the corresponding sides of any two triangles intersect on an \(h\) line which passes through the second \(G\) point.

Again, since
\[
(\alpha \beta)+(\beta \gamma)+(\gamma \alpha) \equiv(\delta \varepsilon)+(\epsilon \zeta)+(\zeta \delta),
\]
the equation to each of these lines may be written in a new form: for example
\[
(\alpha \beta)+(\alpha \gamma)=(\epsilon \zeta)+(\beta \gamma)
\]
is equivalent to
\[
2(\beta \gamma)=(\delta \epsilon)+(\delta \zeta) .
\]

Hence this line passes through the \(P\) point
\[
(\beta \gamma)=(\delta \epsilon)=(\delta \zeta)=(\alpha \zeta)=(\alpha \epsilon) \text {, i.e. the intersection of } A F, B D,
\]
and further it forms with the \(h\) line \((\delta \epsilon)=(\delta \zeta)\) and the two sides \(A F, B D\) a harmonic pencil.
X. Corresponding to the three \(h\) lines which meet in the \(G\) point
\[
\frac{\alpha}{a}=\frac{\beta}{b}=\frac{\gamma}{c},
\]
are the three \(H\) points
\[
\begin{aligned}
& (\alpha \delta)=(\alpha \epsilon)=(\alpha \zeta)=\chi(\delta \epsilon)=\chi(\epsilon \zeta)=\chi(\zeta \delta) ; \\
& (\beta \delta)=(\beta \epsilon)=(\beta \zeta)=\chi(\delta \epsilon)=\chi(\epsilon \zeta)=\chi(\zeta \delta) ; \\
& (\gamma \delta)=(\gamma \epsilon)=(\gamma \zeta)=\chi(\delta \epsilon)=\chi(\epsilon \zeta)=\chi(\zeta \delta) ;
\end{aligned}
\]
which are seen to lie on the Cayley-Salmon or \(g\) line
\[
\chi(\delta \epsilon)=\chi(\epsilon \zeta)=\chi(\zeta \delta) .
\]

This \(g\) line corresponds to the \(G\) point above, and passes through the conjugate \(G\) point. There are twenty such lines in the hexagram, on each of which lie three \(H\) points and one \(G\) point.
XI. Four \(G\) points such as
\[
\begin{aligned}
& \frac{\alpha}{a}=\frac{\beta}{b}=\frac{\gamma}{c}=(\alpha \beta)=(\alpha \gamma)=(\beta \gamma)=\chi(\alpha \beta)=\chi(\alpha \gamma)=\chi(\beta \gamma) ; \\
& \frac{\alpha}{a}=\frac{\beta}{b}=\frac{\delta}{d}=(\alpha \beta)=(\alpha \delta)=(\beta \delta)=\chi(\alpha \beta)=\chi(\alpha \delta)=\chi(\beta \delta) ; \\
& \frac{\alpha}{a}=\frac{\beta}{b}=\frac{\epsilon}{e}=(\alpha \beta)=(\alpha \epsilon)=(\beta \epsilon)=\chi(\alpha \beta)=\chi(\alpha \epsilon)=\chi(\beta \epsilon) ; \\
& \frac{\alpha}{a}=\frac{\beta}{b}=\frac{\zeta}{f}=(\alpha \beta)=(\alpha \zeta)=(\beta \zeta)=\chi(\alpha \beta)=\chi(\alpha \xi)=\chi(\beta \zeta) ;
\end{aligned}
\]
lie in one of fifteen Steiner-Pluicker or \(i\) lines such as
\[
\frac{\alpha}{a}=\frac{\beta}{b}=(\alpha \beta)=\chi(\alpha \beta),
\]
which pass by threes through the twenty \(G\) points.

The twenty \(G\) points and fifteen \(i\) lines form the figure of a projected hexahedron, discussed in II., viz. the projection of the hexahedron formed by the six fundamental planes
\[
\alpha=0 . . . \text { etc. }
\]

Any two conjugate \(G\) points are therefore conjugate with respect to all conics which pass through the four points common to the fundamental conic
\[
\begin{aligned}
& a \alpha^{2}+b \beta^{2}+c \gamma^{2}+d \delta^{2}+e \epsilon^{2}+f \zeta^{2}=0 \\
& \frac{\alpha^{2}}{a}+\frac{\beta^{2}}{b}+\frac{\gamma^{2}}{c}+\frac{\delta^{2}}{d}+\frac{\epsilon^{2}}{e}+\frac{\zeta^{2}}{f}=0
\end{aligned}
\]

The conic
\[
\left(a+\frac{\lambda}{a}\right) \alpha^{2}+\left(b+\frac{\lambda}{b}\right) \beta^{2}+\left(c+\frac{\lambda}{c}\right) \gamma^{2}+\left(d+\frac{\lambda}{d}\right) \delta^{2}+\left(e+\frac{\lambda}{e}\right) \epsilon^{2}+\left(f+\frac{\lambda}{f}\right) \zeta^{2}=0
\]
will break into two straight lines if (as may be deduced from II.)
or
\[
\begin{aligned}
& \frac{1}{a+\frac{\lambda}{a}}+\frac{1}{b+\frac{\lambda}{b}}+\frac{1}{c+\frac{\lambda}{c}}+\frac{1}{d+\frac{\lambda}{d}}+\frac{1}{e+\frac{\lambda}{e}}+\frac{1}{f+\frac{\lambda}{f}}=0 \\
& \frac{a}{a^{2}+\lambda}+\frac{b}{b^{2}+\lambda}+\frac{c}{c^{2}+\lambda}+\frac{d}{d^{2}+\lambda}+\frac{e}{e^{2}+\lambda}+\frac{f}{f^{2}+\lambda}=0
\end{aligned}
\]
whence
\[
5 \lambda^{3}-3 s_{2} \lambda^{2}+s_{4} \lambda+s_{6}=0,
\]
where
\[
\begin{aligned}
& s_{2}=a b+a c+a d+\ldots ; \\
& s_{4}=a b c d+a b c e+\ldots ; \\
& s_{6}=a b c d e f .
\end{aligned}
\]

But if \(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{1}{d}+\frac{1}{e}+\frac{1}{f}=0\), any value of \(\lambda\) satisfies the equation. In this case however, the constants \(a, b, c, d, e, f\) are equal and opposite in pairs, and the fundamental conic degenerates into two straight lines.
XII. Corresponding to four \(G\) points which lie on the \(i\) line
\[
\frac{\alpha}{a}=\frac{\beta}{b}=(\alpha \beta)=\chi(\alpha \beta)
\]
are four \(g\) lines which meet in one of fifteen Salmon or \(I\) points
\[
\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\gamma \zeta)=\chi(\delta \epsilon)=\chi(\delta \zeta)=\chi(\epsilon \zeta),
\]
and this \(I\) point corresponds to the \(i\) line above.
XIII. The projection of the figure formed by the five planes
\[
\chi(\alpha \beta)=0, \chi(\alpha \gamma)=0, \chi(\alpha \delta)=0, \chi(\alpha \epsilon)=0, \chi(\alpha \zeta)=0
\]
gives the figure of a projected pentahedron discussed in I.

The ten lines are here \(g\) lines and the ten points are \(I\) points: but each \(g\) line is common to three of the six figures and each \(I\) point is common to four figures, and in different figures different \(g\) lines correspond to the same \(I\) points, and different \(I\) points to the same \(g\) line.

With each figure of ten \(g\) lines and ten \(I\) points is associated a conic such that each \(g\) line is the polar of the \(I\) point which corresponds to it in that figure; the equation to the conic is found to be
\[
\Sigma\left(a^{2}+b^{2}+c^{2}+d^{2}+e^{2}+f^{2}-6 b^{2}\right)(a-b) \overline{\left.\chi(\alpha \beta)\right|^{2}}=0
\]
MIV. In the three-dimensional figure consider the \(h\) lines which pass through the vertices of the triangle \(\Delta_{\alpha \beta}\) formed by \(A B, C D, E F\).

Through the intersection of \(C D, E F\) pass the four \(h\) lines
\[
-\gamma=\epsilon=\zeta ; \quad-\delta=\epsilon=\zeta ; \quad-\epsilon=\gamma=\delta ; \quad-\zeta=\gamma=\delta .
\]

Through the intersection of \(E F, A B\), pass
\[
-\gamma=\delta=\epsilon ;-\delta=\gamma=\zeta ; \quad-\epsilon=\gamma=\zeta ; \quad-\zeta=\delta=\epsilon .
\]

Through the intersection of \(A B, C D\), pass
\[
-\gamma=\delta=\zeta ; \quad-\delta=\gamma=\epsilon ; \quad-\epsilon=\delta=\zeta ; \quad-\zeta=\gamma=\epsilon
\]

These twelve \(h\) lines intersect by threes in four \(H\) points
\[
-\gamma=\delta=\epsilon=\zeta ; \quad-\delta=\varepsilon=\zeta=\gamma ; \quad-\epsilon=\zeta=\gamma=\delta ; \quad-\zeta=\gamma=\delta=\epsilon:
\]
and in four \(G\) points
\[
\delta=\epsilon=\zeta=0 ; \quad \epsilon=\zeta=\gamma=0: \quad \zeta=\gamma=\delta=0 ; \gamma=\delta=\epsilon=0,
\]
such that the four conjugate \(G\) points are collinear.
The \(H\) point \(-\gamma=\delta=\epsilon=\zeta\) is joined to the \(G\) point \(\delta=\epsilon=\zeta=0\) by the \(g\) line \(\delta=\epsilon=\zeta\), and is joined to each of the other three \(G\) points by an \(h\) line which passes through a vertex of \(\Delta_{\alpha \beta}\) : also the four \(g\) lines intersect in the \(I\) point \(\gamma=\delta=\epsilon=\zeta\).

Hence the tetrahedron formed by the \(H\) points and that formed by the \(G\) points are perspective with respect to four distinct centres, viz. the vertices of \(\Delta_{a \beta}\) and the \(I\) point \(\gamma=\delta=\epsilon=\zeta\).

The corresponding property of the hexagram is, The quadrangles formed by the \(H\) points
\[
(\gamma \delta)=(\gamma \epsilon)=(\gamma \zeta) ; \quad(\delta \gamma)=(\delta \epsilon)=(\delta \zeta) ; \quad(\epsilon \gamma)=(\epsilon \delta)=(\epsilon \zeta) ; \quad(\zeta \gamma)=(\zeta \delta)=(\zeta \epsilon) ;
\]
and the \(G\) points
\[
(\delta \epsilon)=(\epsilon \zeta)=(\zeta \delta) ; \quad(\gamma \epsilon)=(\epsilon \zeta)=(\gamma \zeta) ; \quad(\gamma \delta)=(\delta \zeta)=(\gamma \zeta) ; \quad(\gamma \delta)=(\gamma \epsilon)=(\delta \epsilon),
\]
respectively, are perspective with regard to four distinct centres of perspective, viz. the vertices of \(\Delta_{\alpha \beta}\) and the \(I\) point
\[
\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\gamma \zeta)=\chi(\delta \epsilon)=\chi(\delta \zeta)=\chi(\epsilon \zeta)
\]

I proceed to consider the complete figure formed by the projection of the lines and points of intersection of the tritangent planes, the Plucker planes, and the six coordinate planes: from this figure are deduced nearly all the properties of the hexagram given by Veronese, and one or two new properties. It will be convenient to treat first of the intersections of the tritangent and Plücker planes, and to introduce the six new coordinate planes later.
XV. Consider the projections of the eight \(h\) lines which lie in a tritangent plane \(\alpha+\beta=0\); they form two quadrilaterals
\[
\begin{array}{ll}
(\alpha \beta)=(\alpha \gamma) ; \quad(\alpha \beta)=(\alpha \delta) ; \quad(\alpha \beta)=(\alpha \epsilon) ; \quad(\alpha \beta)=(\alpha \xi) \\
(\beta \alpha)=(\beta \gamma) ; \quad(\beta \alpha)=(\beta \delta) ; \quad(\beta \alpha)=(\beta \epsilon) ; \quad(\beta \alpha)=(\beta \zeta)
\end{array}
\]

The six vertices of each quadrilateral are \(H\) points, and corresponding sides intersect in \(G\) points which lie on the \(i\) line \(\frac{\alpha}{a}=\frac{\beta}{b}=(\alpha \beta)=\chi(\alpha \beta)\); while sides which do not correspond meet in the twelve \(P\) points which lie on the sides of \(\Delta_{a \beta}\) but are not vertices of that triangle.

The lines which join corresponding vertices of the two quadrilaterals are called \(v\) lines; for example the two vertices
\[
\begin{aligned}
& (\alpha \beta)=(\alpha \gamma)=(\alpha \delta)=\chi(\beta \gamma)=\chi(\beta \delta)=\chi(\gamma \delta), \\
& (\beta \alpha)=(\beta \gamma)=(\beta \delta)=\chi(\alpha \gamma)=\chi(\alpha \delta)=\chi(\gamma \delta),
\end{aligned}
\]
are joined by the \(v\) line
\[
(\alpha \beta)=\chi(\gamma \delta) .
\]

The hexagram contains ninety of these \(v\) lines, each the projection of the intersection of a tritangent plane \(\alpha+\beta=0\) with a Plucker plane \(\gamma-\delta=0\) : on each \(v\) line lie two \(H\) points; through each \(P\) point pass two \(v\) lines, and through each \(H\) point pass three such lines.

The six \(v\) lines derived from the two quadrilaterals given above pass by twos through the vertices of the triangle \(\Delta_{a \beta}\); their equations are
\[
\begin{array}{ll}
(\alpha \beta)=\chi(\gamma \delta) ; \quad(\alpha \beta)=\chi(\gamma \epsilon) ; \quad(\alpha \beta)=\chi(\gamma \zeta) ; \\
(\alpha \beta)=\chi(\epsilon \zeta) ; \quad(\alpha \beta)=\chi(\zeta \delta) ; \quad(\alpha \beta)=\chi(\delta \epsilon) ;
\end{array}
\]
and therefore they intersect by threes in four points which for the present I call \(H_{n}\) points, such as
\[
(\alpha \beta)=\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\delta \epsilon),
\]
each of which lies on one of the \(g\) lines which pass through the \(I\) point corresponding to \(\Delta_{\alpha \beta}\). It follows that the diagonals of the quadrangle of \(H_{2}\) points are the sides of \(\Delta_{\alpha \beta}\), and hence

The two \(v\) lines which pass through any \(P\) point form a harmonic pencil with the sides of the triangle \(\Delta\) which intersect in that \(P\) point.

There are sixty \(I_{2}\) points in the hexagram, lying by threes on the twenty \(g\) lines: there is clearly a correspondence between the sixty \(H_{:}\)points and the sixty \(h\) lines and the sixty \(H\) points; thus the \(H_{a}\) point
\[
(\alpha \beta)=\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\delta \epsilon)
\]
corresponds to the \(H\) point
\[
(\zeta \gamma)=(\zeta \delta)=(\zeta \epsilon)=\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\delta \epsilon),
\]
and to the \(h\) line
\[
(\zeta \alpha)=(\zeta \beta)=\chi(\alpha \beta) .
\]

Each \(H_{s}\) point is joined to the corresponding \(H\) point by the \(g\) line which passes through it.
XVI. It will be seen that the \(h\) lines which correspond to two \(H\) points of a \(v\) line meet in a \(P\) point, and are the projections of two \(h\) lines which lie in a Plucker plane. The four \(H\) points therefore which correspond to four \(h\) lines through a \(P\) point such as \((\alpha \beta)=(\gamma \epsilon)=(\gamma \zeta)=(\delta \epsilon)=(\delta \zeta)\) lie on two \(v\) lines, \((\gamma \delta)=\chi(\alpha \beta),(\epsilon \zeta)=\chi(\alpha \beta)\); and these intersect in a \(Y\) point
\[
\frac{\alpha}{a}=\frac{\beta}{b}=(\alpha \beta)=(\gamma \delta)=(\epsilon \zeta)=\chi(\alpha \beta),
\]
the intersection of the \(i\) line which corresponds to the triangle \(\Delta_{a \beta}\) with the side of the triangle opposite to the \(P\) point.

The \(Y\) points number forty-five and lie by threes on each side of a triangle \(\Delta\) and on each \(i\) line.

The six \(v\) lines which pass through the intersections of the diagonals of the quadrangle \(C, D, E, F\), are
\[
\begin{array}{lll}
(\alpha \beta)=\chi(\gamma \delta) ; & (\gamma \delta)=\chi(\alpha \beta) ; & (\epsilon \zeta)=\chi(\alpha \beta) ; \\
(\alpha \beta)=\chi(\epsilon \zeta) ; & (\gamma \delta)=\chi(\epsilon \zeta) ; & (\epsilon \zeta)=\chi(\gamma \delta),
\end{array}
\]
and intersect by twos in the three \(\boldsymbol{Y}\) points of the line \(A B\). Since the \(v\) lines through the intersection of \(C D, E F^{\prime}\) form a harmonic pencil with \(C D, E F\), it follows that the six \(P\) points of any side \(A B\) form harmonic ranges with two of the three \(Y\) points of that side.
XVII. To the forty-five \(Y\) points, where a side of a triangle \(\Delta_{a \beta}\) is met by the corresponding \(i\) line, correspond forty-five \(y\) lines which join the opposite vertex of the triangle to the corresponding \(I\) point.

The \(y\) lines are seen to be given by equations such as
\[
\chi(\gamma \delta)=\chi(\epsilon \zeta)
\]
this being the line which corresponds to
\[
(\alpha \beta)=(\gamma \delta)=(\epsilon \zeta)=\chi(\alpha \beta) .
\]

To three \(Y\) points which lie in an \(i\) line correspond three \(y\) lines which mect in an \(I\) point; and to three \(Y\) points which lie on the side of a triangle \(\Delta\), as
\[
(\alpha \beta)=(\gamma \delta)=(\epsilon \zeta)
\]
correspond three \(y\) lines which meet in one of fifteen \(R\) points
\[
\chi(\alpha \beta)=\chi(\gamma \delta)=\chi(\epsilon \zeta)
\]
to which I shall have occasion to return later. The three \(y\) lines which meet in the \(R\) point which corresponds to the side \(A B\), pass through the intersections of the diagonals of the quadrangle \(C D E F\).

Each \(y\) line is the projection of the line of intersection of two Plicker planes: through each \(P\) point pass two Plücker planes, which intersect in the \(y\) line, and each of which contains two \(h\) lines, and one \(v\) line passing through the \(P\) point: the four lines in each plane form a harmonic pencil.

For through the \(P\) point \(\alpha+\beta=0, \gamma=\delta=-\epsilon=-\zeta\) passes the Pliucker plane \(\epsilon=\zeta\), and this meets the four planes
\[
\gamma+\epsilon=0, \quad \delta+\zeta=0, \quad(\gamma+\epsilon) \pm(\delta+\zeta)=0,
\]
in four lines which form a harmonic pencil, whose rays are the four lines spoken of.
The projections of these lines also form a harmonic pencil.
XVIII. It was shewn in XV. that the four points \(H_{2}\)
\[
\begin{aligned}
& (\alpha \beta)=\chi(\delta \epsilon)=\chi(\epsilon \zeta)=\chi(\delta \zeta), \\
& (\alpha \beta)=\chi(\gamma \epsilon)=\chi(\epsilon \zeta)=\chi(\gamma \zeta), \\
& (\alpha \beta)=\chi(\gamma \delta)=\chi(\delta \zeta)=\chi(\gamma \zeta), \\
& (\alpha \beta)=\chi(\gamma \delta)=\chi(\delta \epsilon)=\chi(\gamma \epsilon),
\end{aligned}
\]
form a quadrangle whose diagonals intersect in the vertices of the triangle \(\Delta_{\alpha \beta}\) : hence the lines joining these four points to any other point and any two of the liues which join the point to the vertices of \(\Delta_{a \beta}\), form three pairs of lines in involution.

In particular, if the point chosen be the \(I\) point, which corresponds to \(\Delta_{a \beta}\), we have the property that

The four \(g\) lines through an \(I\) point and any two of the three \(y\) lines through the point, form three pairs of lines in involution.
XIX. The \(y\) lines intersect by threes in sixty \(\Sigma\) points, such as
\[
\chi(\alpha \beta)=\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\delta \epsilon)
\]
which lie by threes on the \(g\) lines, and correspond to the sixty \(h\) lines and \(H\) points.
Consider the quadrangle formed by this \(\Sigma\) point and the three \(I\) points
\[
\begin{aligned}
& \chi(\alpha \beta)=\chi(\alpha \delta)=\chi(\alpha \epsilon)=\chi(\beta \delta)=\chi(\beta \epsilon)=\chi(\delta \epsilon), \\
& \chi(\alpha \beta)=\chi(\alpha \epsilon)=\chi(\alpha \gamma)=\chi(\beta \epsilon)=\chi(\beta \gamma)=\chi(\epsilon \gamma), \\
& \chi(\alpha \beta)=\chi(\alpha \gamma)=\chi(\alpha \delta)=\chi(\beta \gamma)=\chi(\beta \delta)=\chi(\gamma \delta) .
\end{aligned}
\]
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The \(I\) points are joined by the \(g\) lines
\[
\begin{aligned}
& \chi(\alpha \beta)=\chi(\alpha \gamma)=\chi(\beta \gamma), \\
& \chi(\alpha \beta)=\chi(\alpha \delta)=\chi(\beta \delta), \\
& \chi(\alpha \beta)=\chi(\alpha \epsilon)=\chi(\beta \epsilon),
\end{aligned}
\]
and the \(\Sigma\) point is joined to the three \(I\) points by the \(y\) lines
\[
\chi(\alpha \beta)=\chi(\delta \epsilon) ; \quad \chi(\alpha \beta)=\chi(\epsilon \gamma) ; \quad \chi(\alpha \beta)=\chi(\gamma \delta) .
\]

These lines must cut any transversal in involution; take as the transversal the (1) line
\[
\chi(\alpha \beta)=\chi(\alpha \zeta)=\chi(\beta \zeta) .
\]

Hence the three \(I\) points and the three \(\Sigma\) points of any \(g\) lines are in involution.
XX. The ninety \(v\) lines also intersect by pairs on the \(h\) lines in \(180 E\) points
\[
(\alpha \beta)=(\alpha \gamma)=\chi(\beta \gamma)=\chi(\delta \varepsilon) ;
\]
each \(E\) point is the intersection of two \(v\) lines, one \(h\) line, and one \(y\) line; and three \(E\) points lie on each \(h\) line and four on each \(y\) line.

If we take as the transversal which meets the sides of the quadrangle in XIX. the \(h\) line \((\alpha \zeta)=(\beta \zeta)=\chi(\alpha \beta)\) we see that the three \(E\) points of any \(h\) line and the three \(H\) points of the line are in involution.
XXI. The only other points furnished by the intersections of the tritangent and Plucker planes are ninety \(N\) points, given in the hexagram by equations such as
\[
\frac{\alpha}{d}=\frac{\beta}{b}=(\alpha \beta)=\chi(\alpha \beta)=\chi(\gamma \delta),
\]
tach the intersection of a \(v\) line, a \(y\) line, and an \(i\) line.
XXII. To complete the figure formed by the tritangent, Plicker and coordinate planes, it is necessary to consider only the intersection of one coordinate plane with the planes and lines discussed above; for the line of intersection of two coordinate planes is an \(i\) line and has already received notice.

Each coordinate plane, as \(\alpha=0\), is met by ten of the tritangent planes \(\beta+\gamma=0 \mathrm{in}\) a line called a \(\sigma\) line \(\alpha=\beta+\gamma=0\). The projections of these sixty \(\sigma\) lines
\[
\frac{\alpha}{u}=(\beta \gamma),
\]
are noticed by Veronese who shews that if three \(y\) lines meet in a \(\Sigma\) point, the corresponding \(Y\) points lie in a \(\sigma\) line which passes through a \(G\) point.

The line in which a coordinate plane \(\alpha=0\) is met by a Plücker plane \(\beta=\gamma\) may be called a \(\mu\) line: there are sixty \(\mu\) lines, each containing three \(N\) points and one fr point: the projections of these \(\mu\) lines
\[
\frac{\alpha}{\pi}=\chi(\beta \gamma),
\]
have the same property.
XXIII. There are further in the three-dimensional figure
\[
\begin{aligned}
& 60 \mathrm{~F} \text { points, } \alpha=0 ; \beta=\gamma=\delta ; \\
& 180 \mathrm{~J} \text { points, } \alpha=0 ; \beta=\gamma=-\delta ; \\
& 90 \mathrm{~K} \text { points, } \alpha=0 ; \quad \beta=\gamma ; \delta=\epsilon ; \\
& 180 \mathrm{~L} \text { points, } \alpha=0 ; \quad \beta+\gamma=0 ; \quad \delta=\epsilon ;
\end{aligned}
\]
whose projections give in the hexagram
\(60 F\) points, \(\quad \frac{\alpha}{a}=\chi(\beta \gamma)=\chi(\gamma \delta)=\chi(\delta \beta)\),
\(180 J\) points, \(\frac{\alpha}{\varepsilon}=(\beta \delta)=(\gamma \delta)=\chi(\beta \gamma)\),
\(90 K\) points, \(\frac{\alpha}{a}=\chi(\beta \gamma)=\chi(\delta \epsilon)\),
\(180 L\) points, \(\frac{\alpha}{\epsilon}=(\beta \gamma)=\chi(\delta \epsilon)\).

It will be as well to pause here and enumerate the various lines and points which compose the hexagram as far as we have at present discovered them. There are
\[
\begin{aligned}
& 15 \text { sides of hexagons } \ldots \ldots \ldots \ldots(\alpha \beta)=(\gamma \delta)=(\epsilon \zeta) \text {; } \\
& 60 h \text { (Pascal) lines ................ }(\alpha \beta)=(\alpha \gamma)=\chi(\beta \gamma) \text {; } \\
& 20 g \text { (Cayley-Salmon) lines } \ldots \ldots \chi(\alpha \beta)=\chi(\alpha \gamma)=\chi(\beta \gamma) \text {; } \\
& 15 i \text { (Steiner-Pliicker) lines } \ldots . .(\alpha \beta)=\chi(\alpha \beta)=\frac{\alpha}{\theta}=\frac{\beta}{b} \text {; } \\
& 90 v \text { lines............................. }(\alpha \beta)=\chi(\gamma \delta) \text {; } \\
& 4 \text { 4) } y \text { lines ............................. } \chi(\alpha \beta)=\chi(\gamma \delta) \text {; } \\
& 60 \sigma \text { lines........................ } \frac{\alpha}{a}=(\beta \gamma) \text {; } \\
& 60 \mu \text { lines......................... }{ }_{a}^{\alpha}=\chi(\beta \gamma) .
\end{aligned}
\]

6 fundamental points...... \(A, B, C, D, E, F\);
45 \(P\) points \(\ldots \ldots \ldots \ldots \ldots(\alpha \beta)=(\gamma \epsilon)=(\gamma \zeta)=(\delta \epsilon)=(\delta \xi)=\chi(\gamma \delta)=\chi(\epsilon \zeta)\);
\(60 H\) (Kirkman) points \(\ldots(\alpha \beta)=(\alpha \gamma)=(\alpha \delta)=\chi(\beta \gamma)=\chi(\beta \delta)=\chi(\gamma \delta)\);
\(20 G\) (Steiner) points \(\ldots \ldots(\alpha \beta)=(\alpha \gamma)=(\beta \gamma)=\chi(\alpha \beta)=\chi(\alpha \gamma)=\chi(\beta \gamma)=\frac{\alpha}{c}=\frac{\beta}{b}=\gamma_{c}^{\gamma}\) :
\(15 I\) (Salmon) points \(\ldots \ldots \chi(\alpha \beta)=\chi(\alpha \gamma)=\chi(\alpha \delta)=\chi(\beta \gamma)=\chi(\beta \delta)=\chi(\gamma \delta)\);
\[
\begin{aligned}
& 60 \text { II2 points.................. }(\alpha \beta)=\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\delta \epsilon) ; \\
& 45 \text { points ..................... } \alpha \beta)=(\gamma \delta)=(\epsilon \xi)=\chi(\alpha \beta)=\frac{\alpha}{a}=\frac{\beta}{b} \text {; } \\
& \text { 15 } R \text { points ................... } \chi(\alpha \beta)=\chi(\gamma \delta)=\chi(\epsilon \zeta) \text {; } \\
& 60 \Sigma \text { points } \ldots \ldots \ldots \ldots \ldots \ldots \chi(\alpha \beta)=\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\delta \epsilon) ; \\
& 180 E \text { points } \ldots \ldots \ldots \ldots \ldots(\alpha \beta)=(\alpha \gamma)=\chi(\beta \gamma)=\chi(\delta \varepsilon) \text {; } \\
& 90 \lambda \text { points ................... }(\alpha \beta)=\chi(\alpha \beta)=\chi(\gamma \delta)=\frac{\alpha}{11}=\frac{\beta}{b} ; \\
& 60 \mathrm{~F} \text { points } \\
& \chi(\beta \gamma)=\chi(\beta \delta)=\chi(\gamma \delta)=\frac{\alpha}{a} ; \\
& 180 J \text { points....................... }(\beta \delta)=(\gamma \delta)=\chi(\beta \gamma)=\frac{\alpha}{a} ; \\
& 90 \text { Ir points } \\
& \chi(\beta \gamma)=\chi(\delta \epsilon)=\frac{\alpha}{a} ; \\
& 180 \text { L points } \\
& (\beta \gamma)=\chi(\delta \varepsilon)=\frac{\alpha}{a} .
\end{aligned}
\]

Of the lines and points derived from the figure formed by the tritangent and Plicker planes, all receive notice in Veronese's Memoir except the \(N\) points and \(R\) points; but of the intersections of these planes with the coordinate planes only the \(\sigma\) lines are mentioned. In the case of two kinds of points I have altered Veronese's notation, the \(H_{2}\) points and \(\Sigma\) points being called by him \(Z_{2}\) points and \(\zeta\) points respectively; and for the sake of brevity I have spoken of \(H\) points, \(G\) points and \(I\) points, \(h\) lines, \(g\) lines and \(i\) lines where Veronese uses the names of the mathematicians by whom they were discovered.

In the three-dimensional figure, the lines and points of which the projections have been given are as follows:
\[
\begin{aligned}
& \text { 15. sides of hexagons... } \alpha+\beta=\gamma+\delta=\epsilon+\zeta=0 \text {; } \\
& \text { (;0 } h \text { lines } . . . \ldots \ldots \ldots . .-\alpha=\beta=\gamma \text {; } \\
& 20 \text { ! lines ............... } \alpha=\beta=\gamma \text {; } \\
& \text { 1.5 } i \text { lines ............... } \alpha=\beta=0 \text {; } \\
& 90 v \text { lines } . . . \ldots \ldots \ldots \ldots . . \alpha+\beta=0 ; \gamma=\delta \text {; } \\
& 4 . \% y \text { lines .............. } \alpha=\beta ; \gamma=\delta \text {; } \\
& 60 \sigma \text { lines ............. } \alpha=0 ; \beta+\gamma=0 \text {; } \\
& { }_{60} \mu \text { lincs ............. } \alpha=0 ; \beta=\gamma \text {; }
\end{aligned}
\]
\[
\begin{aligned}
& \text { 4. } P \text { points ............ } \alpha+\beta=0 ; \gamma=\delta=-\epsilon=-\zeta \text {; } \\
& 60 H \text { points........... }-\alpha=\beta=\gamma=\delta \text {; } \\
& 20 G \text { points ............ } \alpha=\beta=\gamma=0 \text {; } \\
& 15 I \text { points............. } \alpha=\beta=\gamma=\delta \text {; } \\
& 60 H_{2} \text { points } \ldots \ldots \ldots . . \alpha+\beta=0 ; \gamma=\delta=\epsilon \text {; } \\
& \text { 4. } Y \text { points........... } \alpha=\beta=\gamma+\delta=\epsilon+\zeta=0 \text {; } \\
& \text { 15 } R \text { points ............. } \alpha=\beta ; \gamma=\delta ; \epsilon=\zeta \text {; } \\
& 60 \Sigma \text { points } \ldots \ldots \ldots \ldots \alpha=\beta ; \gamma=\delta=\epsilon \text {; } \\
& 180 E \text { points ............- }-\alpha=\beta=\gamma ; \delta=\epsilon \text {; } \\
& 90 N \text { points ............ } \alpha=\beta=0 ; \gamma=\delta \text {; } \\
& 60 \mathrm{~F} \text { points ............ } \alpha=0 ; \beta=\gamma=\delta \text {; } \\
& 180 J \text { points } . . . \ldots \ldots \ldots \alpha=0 ; \beta=\gamma=-\delta \text {; } \\
& 90 K \text { points ............ } \alpha=0 ; \beta=\gamma ; \delta=\epsilon \text {; } \\
& 180 L \text { points ............. } \alpha=0 ; \beta=\gamma ; \delta+\epsilon=0 \text {. }
\end{aligned}
\]

There are two sets of lines and points which Veronese has noticed, viz. \(m\) lines which are the projection of lines such as
\[
\alpha+\beta=0, \quad 2 \alpha+\gamma+\delta=0,
\]
and \(T\) points which are the projections of points such as
\[
\alpha+\beta=0, \quad \delta=\epsilon, \quad 2 \alpha+\gamma+\delta=0 ;
\]
but these do not appear worthy of further mention.

It was pointed out in (7) that the six lines \(A D, D E, E A, B C, C F, F B\) are generators of a quadric surface, viz.
\[
\begin{equation*}
\alpha^{2}+\beta^{2}+\gamma^{2}=\delta^{2}+\epsilon^{2}+\zeta^{2} \tag{1}
\end{equation*}
\]

It follows that the planes which pass through \(O\) the conical point and these six lines touch the enveloping cone from \(O\) to this quadric
or
\[
\left(\alpha^{2}+\beta^{2}+\gamma^{2}-\delta^{2}-\epsilon^{2}-\zeta^{2}\right)\left(t^{2}+b^{2}+c^{2}-d^{2}-e^{2}-f^{2}\right)=\left(a \alpha+b \beta+c \gamma-d \delta-e \epsilon-f^{2} \zeta\right)^{2},
\]
\[
\begin{equation*}
\Sigma(a \delta-d \alpha)^{2}=\Sigma(a \beta-b \alpha)^{2} \tag{2}
\end{equation*}
\]
where on the left hand side are the nine squares in which one of the three letters \(\alpha, \beta, \gamma\), is associated with one of the three \(\delta, \epsilon, \zeta\); and on the right hand side are the remaining six squares.

Hence in the hexagram, the six sides of the triangles \(A D E, B C F\) touch the couic (2).
Again, the projection of any plane section of (1) is a conic which has double contact with (2). Hence it is inferred from (7) that the projection of the conic
\[
\alpha=\delta, \quad \beta^{2}+\gamma^{2}=\epsilon^{2}+\zeta^{2}
\]
has double contact with the two conies which touch the sides of the triangles \(A D E, B C F\), and of \(A C D, B E F\).

This conic clearly passes through the eight points
\[
\begin{array}{lll}
\alpha=\delta, & \beta= \pm \epsilon, & \gamma= \pm \zeta \\
\alpha=\delta, & \beta= \pm \zeta, & \gamma= \pm \epsilon
\end{array}
\]

Hence it is inferred
The four \(P\) points \(\alpha=\delta=-\beta=-\epsilon ; \quad \gamma+\zeta=0 ;\) or \(C D, A E\),
\[
\begin{array}{lll}
\alpha=\delta=-\beta=-\zeta ; & \gamma+\epsilon=0 ; & \text { or } B C, E F \\
\alpha=\delta=-\gamma=-\epsilon ; & \beta+\zeta=0 ; & \text { or } B E, C F \\
\alpha=\delta=-\gamma=-\zeta ; & \beta+\epsilon=0 ; & \text { or } A C, D E
\end{array}
\]
the two I points
\[
\begin{array}{ll}
\alpha=\delta=0 ; & \beta+\epsilon=0 ; \\
\alpha=\delta=\zeta=0 \\
\alpha=0 ; & \beta+\zeta=0 ; \quad \gamma+\epsilon=0
\end{array}
\]
and the two \(R\) points
\[
\begin{array}{lll}
\alpha=\delta ; & \beta=\epsilon ; & \gamma=\zeta \\
\alpha=\delta ; & \beta=\zeta: & \gamma=\epsilon
\end{array}
\]
lie on a conic which has double contact with the conic which touches the sides of the triangles \(A D E, B C F\) and with that which touches the sides of \(A C D, B E F\).

The remainder of Veronese's memoir, of which I wish now to give the analytical equivalent, treats of certain systems of lines and points (called by him \(z_{2} z_{3} \ldots\) lines and \(Z_{2} Z_{3} \ldots\) points) which correspond in many ways to the \(h\) lines and \(H\) points and may be grouped into six sets of ten lines and points in a similar manner: as stated above the \(Z_{2}\) points of Teronese have been spoken of as \(H_{2}\) points.
XXIV. It was shewn in XV. that the six \(v\) lines which pass through the three vertices of a triangle \(\Delta\) intersect by threes in four points \(H_{a}\) such as
\[
(\alpha \beta)=\chi(\gamma \delta)=\chi(\gamma \epsilon)=\chi(\delta \epsilon)
\]
that there are sixty such points in the hexagram which lie by threes on the \(g\) lines, and that further the point above corresponds to the \(H\) point
\[
(\zeta \gamma)=(\zeta \delta)=\left(\zeta_{\epsilon}\right)=\chi(\gamma \delta)=\chi(\delta \epsilon)=\chi(\gamma \epsilon),
\]
mad to the \(h\) line
\[
(\zeta \alpha)=(\zeta \beta)=\chi(\alpha \beta)
\]

In the three-dimensional figure, the six \(v\) lines which pass through the vertices of a triangle \(\Delta\) and lic in its plane, intersect by threes in four \(H_{2}\) points, such as
\[
\alpha+\beta=0, \quad \gamma=\delta=\epsilon
\]
which corresponds to the \(I I\) point \(-\zeta=\gamma=\delta=\epsilon\), and to the \(h\) line \(-\zeta=\alpha=\beta\).
'If three \(H\) points lie in an \(h\) line, the corresponding \(H_{3}\) points lie in a line called ant \(h_{3}\) line.'

Taking the three \(H\) points which lie on \(-\zeta=\alpha=\beta\), the corresponding \(H_{2}\) points are
\[
\begin{array}{ll}
\delta+\epsilon=0 ; & \alpha=\beta=\gamma ; \\
\epsilon+\gamma=0 ; & \alpha=\beta=\delta ; \\
\gamma+\delta=0: & \alpha=\beta=\epsilon ;
\end{array}
\]
and these are seen to lie on the \(h_{2}\) line
\[
\alpha=\beta=\gamma+\delta+\epsilon,
\]
which is equivalent to
\[
\zeta+3 \alpha=\zeta+3 \beta=0
\]

Thus corresponding to the \(h\) line \(\alpha+\beta=\alpha+\gamma=0\), and to the \(H\) point
\[
\alpha+\delta=\alpha+\varepsilon=\alpha+\zeta=0,
\]
are the \(h_{2}\) line
\[
\alpha+3 \beta=\alpha+3 \gamma=0,
\]
and the \(H_{2}\) point
\[
\alpha+3 \delta=\alpha+3 \varepsilon=\alpha+3 \xi=0 .
\]
XXV. Thus, both in the three-dimensional figure and in the Hexagram, the sixty \(H_{2}\) points and \(h_{2}\) lines correspond to the \(H\) points and \(h\) lines; when three \(h\) lines meet in an \(H\) point the corresponding \(h_{2}\) lines meet in an \(H_{2}\) point, and the corresponding \(H\) points and \(H_{2}\) points lie on an \(h\) line or \(h_{2}\) line respectively; while if three \(h\) lines meet in a \(G\) point, the corresponding \(h_{2}\) lines meet in the same \(G\) point, and the corresponding \(H\) points and \(H_{2}\) points lie on the corresponding \(g\) line. Hence the \(G\) points and \(g\) lines and therefore also the \(I\) points and \(i\) lines are common to the two systems (1) of \(h\) lines and \(H\) points, (2) of \(h_{2}\) lines and \(H_{2}\) points.

Thus from the figure formed by the five planes
\[
\alpha+3 \beta=0 ; \alpha+3 \gamma=0 ; \alpha+3 \delta=0 ; \alpha+3 \epsilon=0 ; \alpha+3 \zeta=0 ;
\]
it is clear that in the hexagram the ten \(h_{2}\) lines and \(H_{2}\) points which correspond to the ten \(h\) lines and \(H\) points of a projected pentahedron (as in VI.) themselves form another such figure which has associated with it a conic such that each \(H_{v}\) point of the ten is the pole of the corresponding \(h_{2}\) line; and the \(h_{2}\) lines and \(H_{2}\) points may be grouped into six such figures.

But the relations between two more figures of \(h_{2}\) lines and \(H_{2}\) points are not identical with those existing between the corresponding figures of \(h\) lines and \(H\) points; for the latter are derived from the projections of the intersections of fifteen planes, while the \(h_{2}\) lines and \(H_{2}\) points cannot be derived from fewer than thirty planes; thus, in the three-dimensional figure each pentahedron of \(h\) lines and \(H\) points is contained by six out of fifteen planes, and each plane occurs in two pentahedra; but in the case of \(h_{2}\) lines and \(H_{2}\) points, each pentahedron is contained by five out of thirty planes, and no plane occurs more than once.

AXII. The intersections of these thirty planes however furnish a second similar system of lines and points, which for the present may be distinguished by the suffix:

Corresponding to two \(H\) points which lie on a \(v\) line \(\alpha+\beta=0 ; \gamma=\delta\); viz. the \(H\) points
\[
\alpha+\beta=\alpha+\gamma=\alpha+\delta=0 ; \alpha+\beta=\beta+\gamma=\beta+\delta=0 ;
\]
we have the two \(h_{2}\) lines
\[
\alpha+3 \epsilon=\alpha+3 \zeta=0 ; \quad \beta+3 \epsilon=\beta+3 \zeta=0 ;
\]
which meet in a point called by Veronese a \(V\) point (or later a \(V_{33}\) point)
\[
\alpha: \beta: \epsilon: \zeta:: 3: 3:-1:-1
\]
lying on the \(y\) line \(\alpha=\beta, \epsilon=\zeta\).
From these \(V\) points may be derived the second system of \(h_{3}\) lines and \(H_{3}\) points.
For through each \(V^{Y}\) point pass two \(h_{3}\) lines of the second system, viz.
\[
\begin{aligned}
& 3 \epsilon+\alpha=3 \epsilon+\beta=0, \\
& 3 \zeta+\alpha=3 \zeta+\beta=0 .
\end{aligned}
\]

Thus in the projected figure, each line of either system contains three \(V\) points; thus the first system determines the \(V\) points, and these determine geometrically a second similar system of lines and points which has all the properties of the first system.
XXVII. These results may at once be generalised. Consider the system of thirty planes such as \(\lambda \alpha+\mu \beta=0\), where \(\lambda\) and \(\mu\) are definite constants.

Two of these planes pass through each of the fifteen \(i\) lines, and are harmonically conjugate with respect to the tritangent plane and the Pliacker plane which intersect in that line.

Let the line in which two of these planes such as
\[
\lambda \alpha+\mu \beta=0 ; \quad \lambda \alpha+\mu \gamma=0
\]
intersect, be defined as an \(h_{\lambda, \mu}\) line, and let a point such as
\[
\lambda \alpha+\mu \delta=\lambda \alpha+\mu \epsilon=\lambda \alpha+\mu \zeta=0
\]
be defined as an \(H_{\lambda, \mu}\) point; and let their projections in the hexagram bear the same names.

Thus the \(h_{2}\) lines and \(H_{2}\) points are equivalent to \(h_{1,3}\) lines and \(H_{1,3}\) points, and the \(h_{3}\) lines and \(H_{3}\) points to \(h_{3_{3}, 1}\) lines and \(H_{3,1}\) points.

Then it is clear that we have a system of sixty \(h_{\lambda, \mu}\) lines and \(H_{\lambda, \mu}\) points which has all the properties mentioned in XXV. as possessed by the \(h_{2}\) lines and \(H_{2}\) points and further that a second similar system of \(h_{\mu, \lambda}\) lines and \(H_{\mu, \lambda}\) points may be deduced
in the same way that the \(h_{3}\) lines and \(H_{3}\) points were deduced from the \(h_{2}\) lines and \(H_{2}\) points.

The \(h_{\lambda, \mu}\) lines and \(H_{\lambda, \mu}\) points with the \(h_{\mu, \lambda}\) lines and \(H_{\mu, \lambda}\) points together form a system which may be called the \((\lambda \mu)\) system: each system \((\lambda \mu)\) contains ninety \(V_{\lambda, \mu}\) points, such as
\[
\lambda \alpha+\mu \epsilon=\lambda \alpha+\mu \zeta=\lambda \beta+\mu \epsilon=\lambda \beta+\mu \zeta=0
\]
two of which lie on each \(y\) line and are harmonically conjugate with respect to the \(P\) point and the \(I\) point of that line.

In the hexagram, the projections of these lines and points have analogous properties, and the \(V_{\lambda, \mu}\) points serve to connect the \(h_{\lambda_{1},}\) lines with the \(h_{\mu, \lambda}\) lines.

XXYIII. Veronese comects the systems for different values of \(\lambda: \mu\) by a method which leads to a curious analytical equivalent.

The \(V_{\lambda, \mu}\) points were obtained as the intersection of two \(h_{\lambda, \mu}\) lines which correspond to two \(H\) points of a \(v\) line. If instead, the corresponding \(H_{\lambda, \mu}\) points are taken, the line which joins them may be called a \(v_{\lambda, \mu}\) line.

Let the \(v\) line be \(\alpha+\beta=0 ; \gamma=\delta\); then the two \(H_{\lambda, \mu}\) points are
\[
\begin{aligned}
& \lambda \alpha+\mu \beta=\lambda \alpha+\mu \gamma=\lambda \alpha+\mu \delta=0 \\
& \lambda \beta+\mu \alpha=\lambda \beta+\mu \gamma=\lambda \beta+\mu \delta=0
\end{aligned}
\]
and the \(v_{\lambda, \mu}\) line which joins them is
\[
\frac{\alpha+\beta}{\lambda-\mu}=\frac{\gamma}{\lambda}=\frac{\delta}{\lambda}
\]

Thus there are ninety \(v_{\lambda, \mu}\) lines, which intersect by pairs in the forty-five \(I\) points, and form harmonic pencils with the \(v\) lines and \(I\) lines.

But since \(\alpha+\beta+\gamma+\delta+\epsilon+\zeta \equiv 0\), the line may be written
\[
\begin{aligned}
& \alpha+\beta \\
& \lambda-\mu
\end{aligned}=\frac{\gamma}{\lambda}=\frac{\delta}{\lambda}=\begin{gathered}
\epsilon+\zeta \\
\mu-3 \lambda
\end{gathered},
\]
and hence belongs equally to a system ( \(\lambda^{\prime}, \mu^{\prime}\) ) for which
\[
\begin{aligned}
& \mu^{\prime}-3 \lambda^{\prime}-\frac{\lambda-\mu}{\lambda^{\prime}}=\frac{1}{\lambda}, \\
& \mu^{\prime}+\frac{\mu}{\lambda^{\prime}}=t .
\end{aligned}
\]

Thus from the system of \(h_{\lambda, \mu}\) lines and \(H_{\lambda, \mu}\) points nimety \(v_{\lambda, \mu}\) lines are determined, from which in turn a secoud system of \(H_{\lambda^{\prime}, \mu^{\prime}}\) points is determined, viz. as points of concurrence of three \(v_{\lambda, \mu}\) lines, which belong equally to the new system.

Thus in the hexagram, from the system of points and lines distiuguished by sutfix \(\left(\lambda_{1}, \mu_{2}\right)\) may be deduced by means of \(V\) points a second system given by the suffix ( \(\mu_{1}, \lambda_{1}\) ).
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Hence by means of \(r\) lines a new system \(\left(\lambda_{2}, \mu_{2}\right)\) is derived, where
\[
\frac{\mu_{2}}{\lambda_{2}}+\frac{\lambda_{1}}{\mu_{1}}=4
\]
and hence again a system \(\left(\mu_{2}, \lambda_{2}\right)\).
From this is ohtained a system \(\left(\lambda_{3}, \mu_{3}\right)\) where
\[
\frac{\mu_{3}}{\lambda_{2}}+\frac{\lambda_{2}}{\mu_{2}}=4
\]
and so on ad infinitum.
Again it is possible to reverse the process, hence as a rule from any system a series of other systems extending to an infinite number may be deduced in two ways, the whole forming one complete series of systems of sixty points and sixty lines.

The solution of the equation
\[
\frac{\mu_{n+1}}{\lambda_{n+1}}+\frac{\lambda_{n}}{\mu_{n}}=4
\]
i*
\[
\frac{\mu_{n}}{\lambda_{n 2}}=\frac{1}{2} \frac{A(1 \overline{3}+1)^{2 n+1}+B(\sqrt{3}-1)^{)^{n+1}}}{A(\sqrt{3}+1)^{n n-1}+B(\sqrt{3}-1)^{2^{n-1}}} .
\]

Hence whaterer system be chosen to start from, the limiting value of \(\frac{\mu}{\lambda}\) is always either \(コ+\sqrt{3}\) or \(コ-\sqrt{3}\).

From the system of \(h\) lines and \(H\) points for which \(\mu_{0}=\lambda_{0}\), Veronese deduces a series of systems, given by values of the above fraction when \(A=B\).
XXIX. There is one special system of the \(h_{\lambda, \mu}\) lines and \(H_{\lambda, \mu}\) points which has not been noticed, and appears to deserve attention. Corresponding to four \(h\) lines which pass through a \(P\) point, as for example
\[
\begin{array}{ll}
\gamma+\epsilon=\gamma+\zeta=0 ; & \epsilon+\gamma=\epsilon+\delta=0 \\
\delta+\epsilon=\delta+\zeta=0 ; & \zeta+\gamma=\zeta+\delta=0
\end{array}
\]
are the four \(H_{\lambda, \mu}\) points
\[
\begin{aligned}
& \lambda \gamma+\mu z=\lambda \gamma+\mu \beta=\lambda \gamma+\mu \delta=0 ; \\
& \lambda \delta+\mu \alpha=\lambda \delta+\mu \beta=\lambda \delta+\mu \gamma=0 ; \\
& \lambda \epsilon+\mu \alpha=\lambda \epsilon+\mu \beta=\lambda \epsilon+\mu \zeta=0 ; \\
& \lambda \zeta+\mu \alpha=\lambda \zeta+\mu \beta=\lambda \zeta+\mu \epsilon=0 .
\end{aligned}
\]

The first two are joined by the line
and the last two are joined by
\[
\frac{\alpha}{\lambda}=\frac{\beta}{\lambda}=\frac{\gamma+\delta}{\lambda-\mu}=\frac{\epsilon+\zeta}{\mu-3 \lambda},
\]
\[
\frac{\alpha}{\lambda}=\frac{\beta}{\lambda}=\frac{\epsilon+\zeta}{\lambda-\mu}=\frac{\gamma+\delta}{\mu-3 \lambda} .
\]

If \(n \circ, \lambda-\mu=\mu-3 \lambda\), that is \(2 \lambda=\mu\), these two lines are identical, and therefore, corropronding to four \(h\) lines which meet in a \(l^{\prime}\) point, there are four \(H_{1,2}\) points which lie on a line conveniently called a \(p\) line. Thus to the \(P\) point
corresponds the \(p\) line
\[
\alpha+\beta=0, \quad \gamma=\delta=-\epsilon=-\zeta,
\]
\[
\alpha=\beta=-(\gamma+\delta)=-(\epsilon+\zeta) .
\]

To three \(P\) points which are vertices of a triangle \(\Delta_{a \beta}\) correspond three \(p\) lines which lie in the plane \(a=\beta\), and form a triangle whose vertices are \(R\) points, while to any \(P\) point on one of the fifteen lines \(A B\),
\[
\alpha+\beta=\gamma+\delta=\epsilon+\zeta=0
\]
there corresponds a \(p\) line which passes through the \(R\) point
\[
\alpha=\beta, \quad \gamma=\delta, \quad \epsilon=\zeta .
\]

The \(p\) lines may also be obtained as the lines of intersection of the ten planes such as
\[
\alpha+\beta+\gamma=\delta+\epsilon+\zeta=0,
\]
which may be called \(\Phi\) planes. Each \(p\) line, the intersection of two \(\Phi\) planes, lies also in a Plücker plane; also each \(h_{12}\) line
\[
\alpha+2 \beta=\alpha+2 \gamma=0
\]
is the line of intersection of one of the ten \(\Phi\) planes with a Plicker plane
\[
\alpha+\beta+\gamma=\delta+\epsilon+\zeta=0 ; \beta=\gamma .
\]

The \(H_{12}\) points are points of intersection of three of the \(\Phi\) planes; for if
\[
\begin{gathered}
\alpha+2 \delta=\alpha+2 \epsilon=\alpha+2 \zeta=0 \\
\beta+\gamma+\delta=\beta+\gamma+\epsilon=\beta+\gamma+\zeta=0
\end{gathered}
\]
then
The \(\Phi\) planes intersect by twos in the forty-five \(p\) lines, by threes in the \(H_{12}\) points, and by fours in the fifteen \(R\) points: each plane contains two conjugate \(G\) points and is met by the six coordinate planes in six \(\sigma\) lines.

These \(\Phi\) planes would furnish by their intersections with one another and with the tritaugent, Plücker, and coordinate planes many new lines and points of interest in the theory of the Hexagram; I have however no wish to increase further the already unwieldy number of lines and points of the plane figure. In three dimensions, it has been seen a comparatively small number of planes is sufficient to determine the complete figure, and the confused intricacy of the plane Hexagram is avoided. With this brief mention then of the \(\Phi\) planes, which appear to stand next in importance to the tritangent, Pliicker, and coordinate planes, I shall leave the subject.

It is clear that in the figure of the Hexagram, the lines and points obtained may be grouped into figures of projected pentahedra and hexahedra in a very large number of ways; for if from the planes in the three-dimensional figure any five are selected of which no three intersect in a common line and no four pass through a common point, their intersections will give a figure of a projected pentahedron, and any six planes selected under the same conditions will give a projected hexahedron; should the conditions not be satisfied, the figure of the projection will be modified. It may be worth while to examine one or two of these figures.
(a) Taking the five planes \((\alpha \beta)=0,(\alpha \gamma)=0,(\alpha \delta)=0,(\delta \epsilon)=0,(\delta \zeta)=0\) the projections of the edges of the pentahedron will be found to consist of six \(h\) lines, and the four lines \(A C, C D, B E, E F\); and the ten vertices are the two \(H\) points \((\alpha \beta)=(\alpha \gamma)=(\alpha \delta)\); \((\alpha \delta)=(\delta \epsilon)=(\delta \zeta)\) and eight of the nine \(P\) points in which the sides of the triangle \(A C D\) meet those of \(B E F\), the point of intersection of \(A D\) and \(B F\) being omitted.

The figure is given below.


Since
\[
(\alpha+\delta) \equiv(\alpha+\beta)+(\alpha+\gamma)+(\delta+\epsilon)+(\delta+\xi)
\]
(1) \({ }^{\circ}\)
\[
(a+d)(\alpha \delta) \equiv(a+b)(\alpha \beta)+(a+c)(\alpha \gamma)+(d+e)(\delta \epsilon)+(d+f)(\delta \zeta)
\]
it fullows that each of the ten points of the figure is the pole of the opposite line with respect to the conic
\[
(a+d)(\alpha \delta)^{2}=(a+b)(\alpha \beta)^{2}+(a+c)(\alpha \gamma)^{2}+(d+e)(\delta \varepsilon)^{2}+(d+f)(\delta \zeta)^{2}
\]
(b) Taking the six planes
\[
(\alpha \beta)=0, \quad(\gamma \delta)=0, \quad(x \gamma)=0, \quad(\beta \delta)=0, \quad(\alpha \delta)=0, \quad(\beta \gamma)=0
\]
we have a figure of a projected hexahedron, whose fifteen sides are made up of the three sides of the triangle \(\Delta_{\mathrm{E} \zeta}\), and twelve \(h\) lines, and whose twenty vertices are made up of four \(H\) points, four \(G\) points, and twelve \(P\) points which lie on the sides of the triangle \(\Delta_{e \xi}\) but are not vertices of that triangle. The four \(H\) points are conjugate to the four \(G\) points, and the \(l^{\prime}\) points are conjugate in pairs with respect to any conic which passes through the four points given by
\[
\left.\begin{array}{rl}
(a+b)(\alpha \beta)^{2}+(c+d)(\gamma \delta)^{2} & =(l+c)(\alpha \gamma)^{2}+(b+l)(\beta \delta)^{2}
\end{array}=(a+l)(\alpha \delta)^{2}+(b+c)(\beta \gamma)^{2}\right)
\]

Veronese also obtains many properties of harmonicism and involution which I pass wer, as in no case does the proof present any difficulty.

\(\cdots \cdots \cdots\)
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\section*{VIII. The Self-Iuduction of Two Parellel Conductors. By H. M. Macdovali, Clare College.}

In \(\S 685\) of his Electricity and Mugnetism, Vol. in., Maxwell gives the relation
\[
\frac{L}{l}=\frac{1}{2}\left(\mu+\mu^{\prime}\right)+2 \mu_{0} \log \frac{b^{\prime}}{\left(t t^{\prime}\right.},
\]
as that existing between the self-induction \(L\) of two parallel infinite cylindrical conductors, radii \(a\) and \(a^{\prime}\), the distance between their axes being \(b, \mu, \mu^{\prime}\) their magnetic permeabilities and \(\mu_{0}\) the magnetic permeability of the surrounding medium. It was remarked by Lord Rayleigh in the Phil. Mag., May, 1886, that this expression is only true when \(\mu=\mu^{\prime}=\mu_{0}\). The following is a solution of the cases when the \(\mu^{\prime}\) 's are not all equal.
1. \(F, G, H\) the components of the vector potential at any point \(x, y, z\) satisfy the equations
\[
\begin{align*}
& \frac{\partial^{2} F}{\partial x^{2}}+\frac{\partial^{2} F^{2}}{\partial y^{2}}+\frac{\partial^{2} F^{\prime}}{\partial z^{2}}+4 \pi \mu u=0 \\
& \partial^{2} G  \tag{1}\\
& \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2} G}{\partial y^{2}}+\frac{\partial^{2} G}{\partial z^{2}}+4 \pi \mu v=0 \\
& \partial^{2} H \\
& \partial x^{2}
\end{align*}+\frac{\partial^{2} H}{\partial y^{2}}+\frac{\partial^{2} H}{\partial z^{2}}+4 \pi \mu u=0, ~(
\]
throughout space, \(u, v, w\) being the components of the total current at the points \(x, y, z\) and \(\mu\) the magnetic permeability of the medium at that point. At the bounding surface of two media for which \(\mu\) is the same, \(F, G, H\) satisfy the equations
\[
\left.\begin{array}{l}
\frac{\partial F^{\prime}}{\tilde{\partial} \nu}+\frac{\partial F^{\prime}}{\partial \nu^{\prime}}=0  \tag{2}\\
\frac{\partial G}{\partial v}+\frac{\partial G^{\prime}}{\partial \nu^{\prime}}=0 \\
\frac{\partial H}{\partial \nu^{-}}+\frac{\partial H^{\prime}}{\partial \nu^{\prime}}=0
\end{array}\right\}
\]
\(\nu, v^{\prime}\) being the directions of the normals drawn from the bounding surface into the two media.

Vol. XV. Part III.

Equations (1) and (2) were given by Maxwell, lhil. Trons., 1865. The equations which hold at the bounding surface of two media, magnetic permeabilities \(\mu, \mu^{\prime}\), may be shown to be
\[
\left.\begin{array}{l}
1 \\
\frac{1}{\mu} \frac{\partial F^{\prime}}{\partial \nu}+\frac{1}{\mu^{\prime}} \partial{F^{\prime}}^{\prime}=0  \tag{3}\\
1 \\
\frac{\partial G}{\partial} \frac{\partial}{\partial v}+\frac{1}{\mu^{\prime}} \frac{\partial G^{\prime}}{\partial \nu^{\prime}}=0 \\
\frac{1}{\mu} \frac{\partial H}{\partial \nu}+\frac{1}{\mu^{\prime}} \frac{\partial H^{\prime}}{\partial v^{\prime}}=0
\end{array}\right\}
\]
exactly as the analogons equations at the bounding surface of two media, for which the specific inductive capacities are \(K\) and \(K^{\prime \prime}\), are proved in electrostatics, by taking \(K \mu=1, K^{\prime \prime} \mu^{\prime}=1\) and remembering that
\[
F=\iiint \frac{\mu \mu^{\prime}}{r} d x^{\prime} d y^{\prime} d z^{\prime}, \text { etc. }
\]
2. Applying these to the case of two infinite parallel conductors with circular vections, taking as plane of \(x y\) a section perpendicular to their lengths, as axis of \(y\) the straight line joining the two limiting points of the circles in which they cut the plane, and as axis of \(x\) the straight line bisecting this at right angles, we find the equations
\[
\begin{gather*}
\frac{\partial^{2} H}{\partial x^{2}}+\frac{\partial^{2} H}{\partial y^{2}}+4 \pi \mu u=0 .  \tag{1}\\
\quad 1 \quad \partial H H_{\mu^{\prime}}^{1} \partial H^{\prime}=0  \tag{2}\\
\mu \partial \nu
\end{gather*}
\]
to determine \(H\), while \(k^{\prime}\) and \(G\) are constant or zero. Transform these equations by the relation
\[
x+\iota y=c \tan \frac{1}{2}(\xi+\iota \eta),
\]
\(Q_{c}\) being the distance between the limiting points of the circles. Let \(\eta=\alpha\) be the bounding surface of one conductor, \(\mu\) its magnetic permeability, \(\eta=-\beta\) the bounding surface of the other, \(\mu^{\prime}\) its magnetic permeability, and \(\mu_{0}\) that of the surrounding medium. Equations (1) and (2) become
\[
\begin{aligned}
& \frac{\hat{\partial}^{2} H}{\partial \xi^{2}}+\frac{\partial^{2} H}{\partial \eta^{2}}+\frac{4 \pi \mu w c^{2}}{(\cosh \eta+\cos \xi)^{2}}=0 \ldots \text { (3) from } \eta=\infty \text { to } \eta=\alpha \text {, } \\
& \partial^{2} H_{0}+\frac{\partial^{2} H_{0}}{\partial \eta^{2}} \quad=0 \ldots(+) \text { from } \eta=\alpha \text { to } \eta=-\beta \text {, } \\
& \hat{i}^{2} I I^{\prime}+\frac{\partial^{2} I^{\prime}}{\partial \eta^{2}}+\begin{array}{c}
4 \pi \mu^{\prime} w^{\prime} c^{2} \\
(\cosh \eta+\cos \xi)^{2}
\end{array}=0 \ldots \text { (5) from } \eta=-\beta \text { to } \eta=-\infty \text {, } \\
& H=H_{0} \text {, and } \frac{1}{\mu} \frac{\partial I I}{\partial \eta}=\frac{1}{\mu_{0}} \frac{\partial H_{0}}{\partial \eta} \quad \ldots(6) \text { when } \eta=\alpha \text {, } \\
& H_{0}=H^{\prime} \text { and } \frac{1}{\mu_{0}} \frac{\partial H_{n}}{\partial \eta}=\begin{array}{l}
1 \\
\mu^{\prime}
\end{array} \frac{\partial H^{\prime}}{\partial \eta} \quad \ldots(7) \text { when } \eta=-\beta \text {, }
\end{aligned}
\]
where \(I l\) is the vector-potential inside the first conductor, \(H_{0}\) in the surrounding medium, and \(H^{\prime}\) in the second conductor, \(w\) and \(w^{\prime}\) the densities of the currents in the two conductors.
3. To solve these equations assume
\[
\begin{align*}
& H=A_{0}+B \frac{\sinh (\alpha-\eta)}{\cosh \frac{1}{\eta+\cos \xi}+\sum_{1}^{\infty} e^{-n \eta}\left(A_{n} \cos n \xi+B_{n} \sin n \xi\right), ~(1)}  \tag{8}\\
& H_{0}=A_{n}{ }^{\prime}+B_{v}{ }^{\prime} \eta+\sum_{1}^{\infty}\left(A_{n}{ }^{\prime} \cosh n \eta \cos n \xi+B_{n}{ }^{\prime} \sinh n \eta \sin n \xi\right. \\
& \left.+C_{n}{ }^{\prime} \cosh n \eta \sin n \xi+D_{n}{ }^{\prime} \sinh n \eta \cos n \xi\right) . \\
& H^{\prime}=A_{0}{ }^{\prime \prime}+B^{\prime \prime} \frac{\sinh (\beta+\eta)}{\cosh \eta+\cos \xi}+\frac{\sum_{1}}{1} e^{n \eta}\left(A_{n}{ }^{\prime \prime} \cos n \xi+B_{n}{ }^{\prime \prime} \sin n \xi\right) \text {. } \tag{10}
\end{align*}
\]

Equation ( 8 ) satisfies (3) and is finite when \(\eta=\infty,(9)\) satisfies (4), and (10) satisfies (5), and is finite when \(\eta=-\infty\). Further by differentiating (8) and (10) and substituting in (3) and (5), we obtain
\[
\begin{align*}
& B=-\frac{2 \pi \mu u^{\prime} c^{2}}{\sinh \alpha} \\
& \left.B^{\prime \prime}=-\begin{array}{c}
2 \pi \mu^{\prime} w^{\prime} c^{2} \\
\sinh \beta
\end{array}\right) \tag{11}
\end{align*}
\]

To determine the remaining constants (6) and (7) give
\[
\begin{align*}
& A_{0}+\sum_{1}^{\infty} e^{-n a}\left(A_{n} \cos n \xi+B_{n} \sin n \xi\right) \\
& =A_{0}{ }^{\prime}+B_{0}{ }^{\prime} \alpha+\sum_{1}^{\infty}\left(A_{n}{ }^{\prime} \cosh n \alpha \cos n \xi+B_{n}{ }^{\prime} \sinh n \alpha \sin n \xi+C_{n}{ }^{\prime} \cosh n \alpha \sin n \xi\right. \\
& \left.+D_{n}{ }^{\prime} \sinh n \alpha \cos n \xi\right) \tag{12}
\end{align*}
\]
\(-\frac{B}{\cosh \alpha+\cos \xi}-\sum_{1}^{\infty} n e^{-n a}\left(A_{n} \cos n \xi+b_{n} \sin n \xi\right)\)
\(=\mu_{0}^{\mu}\left\{B_{0}{ }^{\prime}+\sum_{1}^{\infty} n\left(A_{n}{ }^{\prime} \sinh n \alpha \cos n \xi+B_{n}{ }^{\prime} \cosh n \alpha \sin n \xi+C_{n}{ }^{\prime} \sinh n \alpha \sin n \xi\right.\right.\) \(\left.\left.+D_{n}{ }^{\prime} \cosh n \alpha \cos n \xi\right)\right\}\).
\[
\begin{align*}
& A_{0}^{\prime \prime}+\sum_{1}^{\infty} e^{-n \beta}\left(A_{n 2}{ }^{\prime \prime} \cos n \xi+B_{n}{ }^{\prime \prime} \sin n \xi\right)  \tag{13}\\
& =A_{0}^{\prime}-B_{0}^{\prime} \beta+\sum_{1}^{\infty}\left(A_{n}{ }^{\prime} \cosh n \beta \cos n \xi-B_{n}{ }^{\prime} \sinh n \beta \sin n \xi+C_{n}{ }^{\prime} \cosh n \beta \sin n \xi\right. \\
&  \tag{14}\\
& \left.\quad-D_{n}{ }^{\prime} \sinh n \beta \cos n \xi\right) .
\end{align*}
\]
\[
\begin{align*}
& \frac{B^{\prime \prime}}{\cosh \beta+\cos \xi}+\sum_{1}^{\infty} n e^{-n \beta}\left(A_{n}{ }^{\prime \prime} \cos n \xi+\beta_{n}{ }^{\prime \prime} \sin n \xi\right) \\
& =\frac{\mu^{\prime}}{\mu_{0}}\left\{B_{0}{ }^{\prime}+\sum_{1}^{\infty} n\left(-A_{n}{ }^{\prime} \sinh n \beta \cos n \xi+B_{n}{ }^{\prime} \cosh n \beta \sin n \xi-C_{n}{ }^{\prime} \sinh n \beta \sin n \xi\right.\right. \\
&  \tag{15}\\
& \left.\left.\quad+D_{n}{ }^{\prime} \cosh n \beta \cos n \xi\right)\right\} .
\end{align*}
\]
whence
\[
\begin{align*}
& A_{0}=A_{0}{ }^{\prime}+B_{0}^{\prime} \alpha \\
& B_{0}^{\prime}=-\frac{\mu_{0}}{\mu} \sinh \ddot{\alpha}  \tag{17}\\
& A_{0}^{\prime \prime}=A_{0}^{\prime}-B_{0}^{\prime} \beta .  \tag{18}\\
& B_{0}^{\prime}=\frac{\mu_{0}}{\mu^{\prime}} B^{\prime \prime} \sinh \beta^{\prime \prime} . \tag{19}
\end{align*}
\]
\(\qquad\)
\(\qquad\)

Now
\[
\begin{gathered}
\sinh \alpha \\
\cosh \alpha+\cos \xi
\end{gathered}=1-2 e^{-a} \cos \xi+2 e^{-2_{\alpha}} \cos 2 \xi-\text { etc. }
\]
therefore from (12) and (13) we obtain
\[
\begin{aligned}
& A_{n} e^{-n \alpha}=A_{n}{ }^{\prime} \cosh n \alpha+B_{n}{ }^{\prime} \sinh n \boldsymbol{\alpha}, \\
& B_{n} e^{-n a}=B_{n}{ }^{\prime} \sinh n \boldsymbol{\alpha}+C_{n}{ }^{\prime} \cosh n \boldsymbol{\alpha}, \\
& \left.\begin{array}{l}
\frac{\mu_{0}}{\mu}\left(-n A_{n} e^{-n \alpha}-(-)^{n} e^{-n \alpha} \cdot \stackrel{2 B}{\sinh \alpha}\right)
\end{array}\right)=n\left(A_{n}{ }^{\prime} \sinh n \alpha+D_{n}{ }^{\prime} \cosh n \alpha\right), \\
& \\
& \left.\begin{array}{ll}
\frac{\mu_{n}}{\mu} & =n\left(B_{n}{ }^{\prime} \cosh n \alpha+C_{n}{ }^{\prime} \sinh n \alpha\right)
\end{array}\right\},
\end{aligned}
\]
hence
\[
\begin{align*}
& A_{n}^{\prime}=A_{n} e^{-n a}\left(\cosh n \alpha+\frac{\mu_{0}}{\mu} \sinh n \alpha\right)+(-)_{n}^{n} \underset{n \sinh \alpha}{\bullet B e^{-n \alpha}} \cdot \frac{\mu_{n}}{\mu} \sinh n \alpha, \\
& B_{n}{ }^{\prime}=B_{n} e^{-n a}\left(-\frac{\mu_{0}}{\mu} \cosh n \alpha-\sinh n \alpha\right), \\
& C_{n}^{\prime}{ }^{\prime}=B_{n} e^{-n a}\left(\begin{array}{l}
\left.\mu_{n} \sinh n \alpha+\cosh n \alpha\right), \\
\mu \\
D_{n}{ }^{\prime}=A_{n} e^{-n a}\left(-\sinh n \alpha-\frac{\mu_{v}}{\mu} \cosh n \alpha\right)-(-)^{n} \begin{array}{l}
2 B e^{-n \alpha} \\
n \sinh \alpha
\end{array} \mu_{\mu}^{\mu_{0}} \cosh n \alpha
\end{array}\right) \tag{20}
\end{align*}
\]
also from (14) and (15)
\[
\left.\begin{array}{l}
A_{n}{ }^{\prime \prime} e^{-n \beta}=A_{n}{ }^{\prime} \cosh n \beta-D_{n}{ }^{\prime} \sinh n \beta, \\
B_{n}^{\prime \prime} e^{-n \beta}=-B_{n}{ }^{\prime} \sinh n \beta+C_{n}^{\prime} \cosh n \beta, \\
\mu_{n}^{\prime \prime}\left(n A_{n}{ }^{\prime \prime} e^{-n \beta}+(-)^{n} \frac{2 B^{\prime \prime} e^{-n \beta}}{\sinh \beta}\right)=n\left(-A_{n}{ }^{\prime} \sinh n \beta+D_{n}{ }^{\prime} \cosh n \beta\right), \\
\frac{\mu_{n}^{\prime}}{\mu^{\prime}} n B_{n}^{\prime \prime} e^{-n \beta}=n\left(B_{n}^{\prime} \cosh n \beta-C_{n}^{\prime} \sinh n \beta\right)
\end{array}\right\},
\]
whence by (20)
\[
\left.\begin{array}{l}
B_{n}=B_{n}{ }^{\prime \prime}=B_{n}{ }^{\prime}=U_{n}^{\prime}=0, \\
A_{n}{ }^{\prime}=A_{n}{ }^{\prime \prime} e^{-n \beta}\left(\cosh n \beta+\begin{array}{l}
\mu_{n} \\
\mu \sinh n \beta
\end{array}\right)+(-)^{n} \frac{2 B^{\prime \prime} e^{-n \beta}}{n \sinh \beta} \cdot \frac{\mu_{n}}{\mu^{\prime}} \sinh n \beta,  \tag{21}\\
D_{n}{ }^{\prime}=A_{n^{\prime \prime}}{ }^{\prime \prime} e^{-n \beta}\left(\begin{array}{l}
\mu_{0} \\
\mu^{\prime} \\
\cosh n \beta+\sinh n \beta)+(-)^{n} \\
2 B^{\prime \prime} e^{-n \beta} \\
n \sinh \beta
\end{array} \cdot \frac{\mu_{0}^{\prime}}{\mu^{\prime}} \cosh n \beta\right.
\end{array}\right\}
\]

Solving (20) and (21) for \(A_{n}{ }^{\prime \prime}\) and \(A_{n}\), we find
\(A_{n} e^{-n \alpha}=\frac{-(-)^{n} \frac{2 B e^{-n \alpha}}{n \sinh \alpha} \cdot \mu_{\mu}\left\{\frac{\mu_{0}}{\mu^{\prime}} \sinh n(\alpha+\beta)+\cosh n(\alpha+\beta)\right\}-(-)^{n} \frac{2 B^{\prime \prime} e^{-n \beta}}{n \sinh \beta} \cdot \frac{\mu_{n}}{\mu^{\prime}}}{\left(1+\frac{\mu_{0}{ }^{2}}{\mu \mu^{\prime}}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{0}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)}\),

The current in the \(\eta=-\beta\) conductor being the return current to that in the \(\eta=\alpha\) conductor, we have
\[
\iint w d x d y+\iint w^{\prime} d x^{\prime} d y^{\prime}=0
\]
that is
\[
w \int_{\infty}^{a} \int_{0}^{\pi} \frac{d \xi d \eta}{(\cosh \eta+\cos \xi)^{u}+w u^{\prime} \int_{-\infty}^{-\beta} \int_{0}^{\pi} \frac{d \xi^{\prime} d \eta^{\prime}}{\left(\cosh \eta^{\prime}+\cos \xi^{\prime}\right)^{2}}=0 ; ~ ; ~ ; ~}
\]
now
\[
\int_{0}^{\pi} \frac{d \xi}{(\cosh \eta+\cos \xi)^{2}}=-\frac{1}{\sinh \eta} \frac{d}{d \eta} \int_{0}^{\pi} \frac{d \xi}{\cosh \eta+\cos \xi}
\]
therefore
\[
\left.\begin{array}{c}
\frac{w}{\sinh ^{2} \alpha}+\frac{w^{\prime}}{\sinh ^{2} \beta}=0,  \tag{23}\\
\frac{B}{\mu \sinh \alpha}+\frac{B^{\prime \prime}}{\mu^{\prime} \sinh \beta}=0
\end{array}\right\}
\]
the latter of the two equatious beng obtained from (11).
Hence from (20), (21), (22), (23), we have
\(A_{n}=(-)^{n} \frac{2 B \mu_{0}}{n \mu \sinh \alpha} \cdot \frac{e^{n^{\prime}(\alpha-\beta)}-\frac{\mu_{0}}{\mu^{\prime}} \sinh n(\alpha+\beta)-\cosh n(\alpha+\beta)}{\left(1+\frac{\mu_{0}{ }^{2}}{\mu \mu^{2}}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{0}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)}\),
\(A_{n}{ }^{\prime \prime}=(-)^{n} \frac{2 B \mu_{0}}{n \mu \sinh \alpha} \cdot \frac{\frac{\mu_{n}}{\mu} \sinh n(\alpha+\beta)+\cosh n(\alpha+\beta)-e^{n(\beta-\alpha)}}{\left(1+\begin{array}{l}\mu_{0}{ }^{2} \\ \mu \mu^{\prime}\end{array}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{n}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)}\),
\(A_{n} n^{\prime}=(-)^{\prime \prime} \frac{2 B \mu_{0}}{n \mu \sinh \alpha} \cdot \frac{e^{-n \beta}\left(\cosh n \alpha+\frac{\mu_{0}}{\mu} \sinh n \alpha\right)-e^{-n \alpha}\left(\cosh n \beta+\frac{\mu_{0}}{\mu^{\prime}} \sinh n \beta\right)}{\left(1+\frac{\mu_{n}{ }^{2}}{\mu \mu^{\prime}}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{0}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)}\)
\(\left.D_{n}^{\prime}=(-)^{n} \frac{2 B \mu_{0}}{n \mu \sinh \alpha} \cdot \frac{-e^{-n \beta}\left(\sinh n \alpha+\frac{\mu_{n}}{\mu} \cosh n \alpha\right)-e^{-n \alpha}\left(\sinh n \beta+\frac{\mu_{n}}{\mu^{\prime}} \cosh n \beta\right)}{\left(1+\begin{array}{l}\mu_{0}{ }^{2} \\ \mu \mu^{\prime}\end{array}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{0}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)}\right)\)

Therefore from (11), (16), (17), (18), (19), (21) and (24), we find the expressions for \(H, H_{\text {. }}\) and \(H^{\prime}\) to be
\(H=A_{n}{ }^{\prime}+\frac{2 \pi \mu v c^{-}}{\sinh \alpha^{2}} \cdot \alpha-\frac{2 \pi \mu c^{-}}{\sinh \alpha} \cdot \frac{\sinh (\alpha-\eta)}{\cosh \eta+\cos \xi}\)
\(A_{0}{ }^{\prime}\) can be determined from the conditiou that \(H_{0}\) vanishes at an infinite distance from the conductors.
4. Let \(I\) be the whole current in either conductor, then \(I=\pi u c^{2} / \sinh ^{2} \alpha\), and further let \(L\) be the cuefficient of self-induction of the current, then

Now by (23)
\[
w^{\prime} c^{2} \iint \frac{d \xi d \eta}{(\cosh \eta+\cos \xi)^{2}}+w^{\prime} c^{2} \iint \frac{d \xi d \eta}{(\cosh \eta+\cos \xi)^{2}}=11 .
\]

Again
\[
w c^{2} \int_{a}^{\infty} \int_{0}^{\pi} \frac{2 \pi \mu_{0} v c^{2} \alpha}{\sinh ^{2} \alpha}(\cosh \eta+\cos \xi)^{2}-w^{\prime} c^{2} \int_{-\beta}^{-\infty} \int_{0}^{\pi} 2 \pi \mu_{0} w c^{2} \beta \quad d \xi d \eta \quad \sinh ^{2} \alpha \quad(\cosh \eta+\cos \xi)^{-}
\]
\[
=2 \mu_{0} I^{2}(\alpha+\beta)
\]
\[
\begin{aligned}
& L I=\iint H v o d x d y \\
& =u c^{=} \iint \frac{H d \xi d \eta}{(\cosh \eta+\cos \xi)^{2}}+w^{\prime} c^{2} \iint \frac{H^{\prime} d \xi d \eta}{(\cosh \eta+\cos \xi)^{*}}
\end{aligned}
\]
\[
\begin{aligned}
& +w^{\prime} c^{n} \int_{-\beta}^{-\infty} \int_{0}^{\pi}(\cosh \eta+\cos \xi)^{2}\left(A_{0}{ }^{\prime}-\text { etc. }\right) .
\end{aligned}
\]
\[
\begin{aligned}
& +\frac{4 \pi \mu_{n} n c^{2}}{\sinh \alpha} \frac{x}{1} \frac{(-)^{n-1} e^{-n \eta}}{n} \cdot \frac{e^{n(\alpha-\beta)}-\frac{\mu_{n}}{\mu^{\prime}} \sinh n(\alpha+\beta)-\cosh n(\alpha+\beta)}{\left(1+\begin{array}{l}
\mu_{0}^{\prime 2} \\
\mu \mu^{\prime}
\end{array}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{n}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)} \cos n \xi,
\end{aligned}
\]
\[
\begin{aligned}
& -\frac{4 \pi \mu \cdot k^{\prime} c^{2} 天}{\sinh ^{2} \alpha}{\underset{1}{2}}_{n}^{(-)^{n-1} e^{-n a}} n^{-} \cdot \frac{\cosh n(\beta+\eta)+\frac{\mu_{0}}{\mu^{\prime}} \sinh n(\beta+\eta)}{\left(1+\frac{\mu_{1}{ }^{2}}{\mu \mu^{\prime}}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{0}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)} \cos n \xi, \\
& H^{\prime}=A_{n}^{\prime}-\frac{2 \pi \mu, \ln ^{\prime-}}{\sinh ^{\dot{z}} \alpha} \beta+\frac{2 \pi \mu^{\prime} x c^{z}}{\sinh ^{2} \alpha} \frac{\sinh \beta \sinh (\beta+\eta)}{\cosh \eta+\cos \xi} \\
& \perp \frac{4 \pi \mu_{0} n c^{2}}{\sinh =} \sum_{1}^{x} \frac{(-)^{n-1} e^{n \eta}}{n} \cdot \frac{\frac{\mu_{0}}{\mu} \sinh n(\alpha+\beta)+\cosh n(\alpha+\beta)-e^{n(\beta-\alpha)}}{\left(1+\frac{\mu_{0}{ }^{n}}{\mu \mu^{\prime}}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{0}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)} \cos n \xi .
\end{aligned}
\]
also
\[
\int_{\alpha}^{\infty} \int_{0}^{\pi} \frac{\sinh (\alpha-\eta)}{(\cosh \eta+\cos \xi)^{2}} d \xi d \eta=\int_{a}^{\infty} \frac{\sinh (\alpha-\eta)}{\sinh \eta} \cdot d \eta\left\{\frac{1}{\sinh \eta} \frac{d}{d \eta}\left(\frac{\pi}{\sinh \eta}\right)\right\} d \eta=\frac{\pi}{4 \sinh ^{3} \alpha},
\]
and

Therefore
\[
\begin{aligned}
& L I^{2}=I^{2}\left\{2 \mu_{0}(\alpha+\beta)+\frac{1}{2}\left(\mu+\mu^{\prime}\right)\right\} \\
&+4 \mu_{0} I^{2} \sum_{1}^{\alpha} \frac{1}{n} \cdot \frac{\left(e^{-2 n \alpha}+e^{-2 n \beta}\right) \cosh n(\alpha+\beta)+\left(\frac{\mu_{n}}{\mu} e^{-2 n \beta}+\frac{\mu_{0}}{\mu^{\prime}} e^{-2 n \alpha}\right) \sinh n(\alpha+\beta)}{\left(1+\frac{\mu_{1}{ }^{2}}{\mu \mu^{\prime}}\right) \sinh n(\alpha+\beta)+\left(\frac{\mu_{0}}{\mu}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)} \\
& \quad-s \mu_{0} I^{2} \sum_{1}^{2} \frac{1}{n} \cdot \frac{e^{-n(\alpha+\beta)}}{\left(1+\frac{\mu_{0}{ }^{2}}{\mu \mu^{\prime}}\right) \sinh n(\alpha+\beta)+\left(\begin{array}{l}
\mu_{0} \\
\mu
\end{array}+\frac{\mu_{0}}{\mu^{\prime}}\right) \cosh n(\alpha+\beta)},
\end{aligned}
\]
that is
\[
\begin{aligned}
L & =\frac{1}{2}\left(\mu+\mu^{\prime}\right)+2 \mu_{n}(\alpha+\beta) \\
& +4 \mu_{0} \sum_{1}^{x} \frac{e^{n(a-\beta)}\left(1+\frac{\mu_{0}}{\mu}\right)+e^{n(\beta-\alpha)}\left(1+\frac{\mu_{v}}{\mu^{\prime}}\right)+e^{-n(\alpha+3 \beta)}\left(1-\frac{\mu_{v 1}}{\mu}\right)+e^{-n(3+\beta)}\left(1-\frac{\mu_{0}}{\mu^{\prime}}\right)-e^{-n(\alpha+\beta)}}{n^{\prime}\left\{\left(1+\frac{\mu_{0}}{\mu}\right)\left(1+\frac{\mu_{0}}{\mu^{\prime}}\right) e^{n(a+\beta)}-\left(1-\frac{\mu_{0}}{\mu}\right)\left(1-\frac{\mu_{v}}{\mu^{\prime}}\right) e^{-n(\alpha-\beta)}\right\}} .
\end{aligned}
\]

When \(\mu=\mu^{\prime}=\mu_{n}\), we have
\[
\begin{aligned}
L & =\mu_{0}+2 \mu_{n}(\alpha+\beta)+4 \mu_{0} \sum_{1} \frac{e^{n(\alpha-\beta)}+e^{n(\beta-\alpha)}-2 e^{-n \cdot a-\beta)}}{2 n e^{n(a+\beta)}}- \\
& =\mu_{0}+2 \mu_{0}(\alpha+\beta)+4 \mu_{0} \frac{\sum}{1} \frac{e^{-2 n \beta}+e^{-2 n a}-2 e^{-2 n(\alpha+\beta)}}{2 n} \\
& =\mu_{0}+2 \mu_{0} \log \sinh ^{2}(\alpha+\beta) ;
\end{aligned}
\]
now if \(b\) is the distance between the axes of the conductors, \(a\) and \(a^{\prime}\) their ladii, then
\[
u=c \operatorname{cosech} \alpha, \quad u^{\prime}=c \operatorname{cosech} \beta, \quad b=c \sinh (\alpha+\beta) / \sinh \alpha \sinh \beta ;
\]
therefore
\[
L=\mu_{n \prime}^{\prime \prime}\left\{1+2 \log \frac{b^{\prime}}{u t^{\prime}}\right\} ;
\]
and the force between the conductors tending to increase their distance apart is \(2_{\mu} I^{2} / \zeta\) per umit length. These results agree with those given in \(\S 685\) of Maxwell's Electricity and Magnetism.
5. When \(\mu^{\prime}=\mu_{0}\)
\(L=\frac{1}{2}\left(\mu+\mu_{n}\right)+थ \mu_{v}(\alpha+\beta)+4 \mu_{n} \sum_{1}^{\sum} \frac{e^{n(\alpha-\beta)}\left(1+\begin{array}{c}\mu_{0} \\ \mu\end{array}\right)+e^{-n(\alpha+3 \beta)}\left(1-\frac{\mu_{n}}{\mu}\right)+2 e^{n(\beta-\alpha)}-4 e^{-\mu(\alpha+\beta)}}{\varrho_{n}\left(1+\frac{\mu_{0}}{\mu}\right) e^{n(\alpha+\beta)}}\)
\[
\begin{aligned}
& =\frac{1}{2}\left(\mu+\mu_{0}\right)+\ddot{2} \mu_{0}(\alpha+\beta)+4 \mu_{0} \stackrel{\infty}{1} \frac{e^{-2 n \beta}+e^{-n n a}-2 e^{-2 n(\alpha+\beta)}}{2 n} \\
& +4 \mu_{0} \frac{\mu-\mu_{n}}{\mu+\mu_{0}} \cdot \frac{\infty}{1} \frac{e^{--n n \alpha}+e^{-n(2 a+\beta \beta)}-2 e^{-m n(\alpha+\beta}}{2 n} \\
& =2\left(\mu+\mu_{0}\right)+\underline{2} \mu_{10} \log _{2} \sinh ^{2}(\alpha+\beta) \sinh ^{2} \sinh \beta+2 \mu_{0} \frac{\mu-\mu_{0}}{\mu+\mu_{01}} \log \frac{\sinh ^{2}(\alpha+\beta)}{\sinh \alpha \sinh (\alpha+2 \beta)}
\end{aligned}
\]

This gives \(I\) when one conductor is inon, the other being any substance whose magnetic permeability is the same as that of the surounding medium.

The repulsive force between the conductors is
\[
\because \mu_{0}\left(\frac{1}{b}-\frac{\mu-\mu_{4}}{\mu+\mu_{0}} \frac{a^{2}}{b\left(b^{2}-a^{2}\right)}\right) I^{2} \text { per unit length. }
\]
'These results shew that Maxwell's formula makes \(L\) too small in this ease, the error being of amount
\[
-\mu_{0} \frac{\mu-\mu_{0}}{\mu+\mu_{11}} \log \frac{\ell}{U^{2}-a^{2}}
\]
and makes the force between the conductors too large by an amount
\[
\overbrace{\mu} \mu_{1}^{\mu-\mu_{0}} \frac{a^{2}}{\mu+\mu_{0}} \frac{b\left(b^{2}-a^{2}\right)}{I}
\]

Taking the case of conductors of equal section, the following table shews how the variable part of the coefficient of induction varies with their distance apart.


The first column gives the distances between the axes of the conductors, the second the values of half the variable term in Saxwell's formula, the third half the term which has to be arded to it, the fonnth the increase per cent. of the variable part due to the term neglecterl by Maxwell, the fifth and sixth the values of the variable part of the induction in both cases; \(\mu_{0}\) being taken to be unity and \(\mu=100\). The table shews
that the term neglected is considerable when the conductors are near one another, and decreases rapidly as they move apart at first and afterwards more slowly.

Again taking the conductors touching one another, the following table gives the maximum values of the correction as the radius of the iron conductor increases.
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline a. & u. & \(\log \frac{b^{2}}{a a^{\prime}}\). & \[
\begin{aligned}
& \mu-\mu_{0} \\
& \mu+\mu_{0}
\end{aligned} \log \frac{l^{2}}{b^{2}-a^{2}} .
\] & Increase per cent & \[
\begin{aligned}
& L-505 \\
& \text { Maxwell. }
\end{aligned}
\] & \[
\begin{gathered}
L-505 \\
\text { from above } \\
\text { formula. }
\end{gathered}
\] \\
\hline \(a^{\prime}\) & \(2 a^{\prime}\) & 1:35629 & -282007 & \(20 \cdot 3\) & 2.77258 & 3333659 \\
\hline \(2 a^{\prime}\) & \(3 a^{\prime}\) & 1:50407 & -576147 & 38.3 & \(3 \cdot 00814\) & \(4 \cdot 16043\) \\
\hline \(3 a^{\prime}\) & \(4 a^{\prime}\) & 167397 & -810307 & 48.0 & \(3 \cdot 34794\) & 4.96855 \\
\hline \(4 a^{\prime}\) & \(5 a^{\prime}\) & 1.832 .57 & 1.001419 & 54.6 & 3.66514 & \(5 \cdot 66797\) \\
\hline \(5 a^{\prime}\) & \(6 a^{\prime}\) & 1.97407 & \(1 \cdot 162144\) & 58.8 & \(3 \cdot 94814\) & \(6 \cdot 27242\) \\
\hline \(6 a^{\prime}\) & \(7 a^{\prime}\) & \(2 \cdot 10005\) & 1.300593 & \(61 \cdot 9\) & 4-20010 & 6.80128 \\
\hline \(7 \ell^{\prime}\) & \(8 a^{\prime}\) & \(2 \cdot 21297\) & \(1 \cdot 422097\) & \(64 \cdot 2\) & 4.42594 & 727013 \\
\hline \(8 a^{\prime}\) & \(9 a^{\prime}\) & \(2 \cdot 31447\) & \(1 \cdot 530317\) & 66.1 & \(4 \cdot 62994\) & \(7 \cdot 689\) \% 7 \\
\hline \(9 a^{\prime}\) & \(10 a^{\prime}\) & 2-40794 & \(1 \cdot 62784.3\) & \(67 \cdot 6\) & \(4 \cdot 81598\) & 8.07166 \\
\hline \(10 a^{\prime}\) & \(11 a^{\prime}\) & \(2 \cdot 49320\) & 1.716387 & \(68 \cdot 8\) & 4.98640 & 8.41951 \\
\hline
\end{tabular}

The first column expresses the radius of the iron conductor in terms of that of the other conductor; the remaining columns are as in the preceding table.

The expression for the force between the conductors
\[
\frac{2 \mu_{0}}{b}\left(1-\frac{\mu-\mu_{n}}{\mu+\mu_{0}} \frac{a^{2}}{b^{2}-a^{2}}\right)
\]
can be made to change sign by choosing the radii of the conductors so that \(b^{2}\) is somewhat less than \(2 t^{2}\), thus making the force attractive instead of repulsive.

It may be noticed that the part of the above formulas depending on the size of the conductors and their distance apart is but slightly altered whether we suppose \(\mu\) to be 100 or 1000 .
6. When \(\mu=\mu\).
\(L=\mu+2 \mu_{0}(\alpha+\beta)\)
\[
+4 \mu_{0} \sum_{1}^{\infty} \frac{\left(1+\frac{\mu_{0}}{\mu}\right)\left(e^{n(\alpha-\beta)}+e^{n(\beta-\alpha)}\right)+\left(1-\frac{\mu_{0}}{\mu}\right)\left(e^{-n(\alpha+3 \beta)}+e^{-n(3 a+\beta i}\right)-t e^{-n(\alpha+\beta)}}{n\left\{\left(1+\frac{\mu_{0}}{\mu}\right)^{2} e^{n(a+\beta)}-\left(1-\frac{\mu_{0}}{\mu}\right)^{2} e^{-n(\alpha+\beta)}\right)}:
\]
putting
\[
\frac{\mu-\mu_{0}}{\mu+\mu_{0}}=\lambda,
\]
\(L=\mu+2 \mu_{0}(\alpha+\beta)\)
\[
+2 \mu_{0}(\lambda+1) \sum^{\infty} e^{n(a-\beta)}+e^{n(\beta-\alpha)}+\lambda\left(e^{-n(\alpha+3 \beta)}+e^{-n(3 a+\beta)}\right)-2(\lambda+1) e^{-n(\alpha+\beta)}
\]
\[
=\mu+\because \mu_{0} \log \frac{\sinh ^{2}(\alpha+\beta)}{\sinh \alpha \sinh \beta}+थ \mu_{0} \lambda \log \sinh \alpha \sinh \beta \sinh (\alpha+2 \beta) \sinh (2 \alpha+\beta)
\]
\[
\begin{aligned}
& +4 \mu_{1} \lambda^{n} \log \frac{\sinh (\alpha+\beta) \sinh 2(\alpha+\beta)}{\sinh (\alpha+2 \beta) \sinh (2 \alpha+\beta)} \\
& +2 \mu_{0} \lambda^{3} \log \frac{\sinh }{\sinh (\alpha+2 \beta) \sinh (\alpha+\beta)} \\
& +4 \mu_{0} \lambda^{3} \log \frac{\sinh 2(x+\beta) \sinh (2 x+3 \beta) \sinh (3 \alpha+2 \beta)}{\sinh (2 \alpha+3 \beta) \sinh (3 \alpha+2 \beta)}+\text { etc. }
\end{aligned}
\]

From the relations
\[
\begin{gathered}
b=c \frac{\sinh (\alpha+\beta)}{\sinh \alpha \sinh \beta}, \\
u \sinh \alpha=\iota^{\prime} \sinh \beta=c
\end{gathered}
\]
we have
\[
\begin{aligned}
L=\mu+2 \mu_{0} \log \frac{b^{2}}{a a^{\prime}} & +2 \mu_{0} \lambda \log \frac{b^{4}}{\left(b^{2}-a^{2}\right)\left(b^{2}-a^{\prime 2}\right)} \\
& +4 \mu_{0} \lambda^{2} \log \frac{b^{2}\left(b^{2}-a^{2}-a^{\prime 2}\right)}{\left(b^{2}-a^{2}\right)\left(b^{2}-a^{2}\right)} \\
& +2 \mu_{0} \lambda^{3} \log \frac{\left.b^{4}\left(b^{2}-a^{2}-a^{\prime 2}\right)\right)^{4}}{\left.\left(b^{2}-a^{2}\right)\left(b^{2}-a^{2}\right)\left(b^{2}-a^{2}\right)^{2}-a^{2} b^{2}\right\}\left\{\left(b^{2}-a^{2}\right)^{2}-a^{2} b^{2}\right\}}+\text { etc. }
\end{aligned}
\]

If we take \(p\) and \(q\), so that
\[
\begin{aligned}
& p+\frac{1}{p}=2 \cosh (\alpha-\beta) \\
& q+\frac{1}{q}=2 \cosh (\alpha+\beta)
\end{aligned}
\]
then
\[
L=\mu-2 \mu_{v} \log q+2 \mu_{0}(\lambda+1) \sum_{1}^{\infty} \frac{\left(p^{n}+\frac{1}{p^{n}}\right)\left(1+\lambda q^{2 n}\right)-2(\lambda+1) q^{n}}{n\left(\frac{1}{q^{n}}-\lambda^{2} q^{n}\right)},
\]
where
\[
\begin{aligned}
& p=\frac{a^{2}+a^{\prime 2}}{2 a a^{\prime}}-\frac{\left(a^{2}-a \ell^{\prime 2}\right)}{2 b^{2} u \ell^{\prime}}-\frac{\left(a^{2}-a^{\prime 2}\right)}{b a a^{\prime}} c \\
& I=\frac{b^{2}}{2 a t^{\prime}}-\frac{a^{2}+a^{\prime 2}}{2 a a^{\prime}}-\frac{b c}{a a^{\prime}}, \\
& c=\frac{\sqrt{\left(b^{2}-a^{2}-a^{\prime 2}\right)^{2}-4 a^{\prime \prime} a^{\prime 2}}}{2 b} .
\end{aligned}
\]

The repulsive force between the conductors is
\[
\begin{aligned}
& \frac{4 \mu_{0}(\lambda+1) b q^{2}}{u u^{\prime}\left(1-q^{2}\right)} \sum_{1}^{\infty} 4(\lambda+1) q^{2 n-1}-\left(1+p^{n}-\left(p^{2 n}\right) q^{n-1}\left(1+3 \lambda q^{2 n}+\lambda^{2} q^{2 n}-\lambda^{8} q^{4 n}\right)\right\} .
\end{aligned}
\]

IX．Changes in the dimensions of Elastic Solids due to given systems of forces．By C．Chree，M．A．，Fellow of King＇s College．
［Read March 7，1892．］
§ 1．Let \(e, f, g, a, b, c\) denote the strains，and \(\widehat{x x}, \hat{y y}, \overline{z z}, y, z, \overrightarrow{z x}, \hat{x y y}\) the corresponding stresses in an elastic solid referred to a system of orthogonal Cartesian co－ordinates． Then the most general form of the stress－strain relations is：
\[
\begin{align*}
& \left.\widehat{x x}=c_{11} e+c_{12} f+c_{13} g+c_{14} a+c_{15} b+c_{16} e_{1}\right) \\
& \overline{m y}=c_{21} e+c_{22} f+c_{23} g+c_{21} a+c_{25} b+c_{28} c, \\
& \bar{z}=c_{31} e+c_{33} f+c_{32} g+c_{34} a+c_{35} b+c_{35} c_{\text {, }} \tag{1}
\end{align*}
\]
\[
\begin{aligned}
& \text { 奴 }=c_{35} e+c_{35} f+c_{8 y} g+c_{84} a+c_{35} b+c_{35} c_{\text {, }} \\
& \left.\widehat{x y}=c_{61} e+c_{82} f+c_{60} g+c_{64} a+c_{86} b+c_{66} d\right)
\end{aligned}
\]
where the coefficients \(c_{r s}\) and \(c_{8 r}\) are equal．The notation is that employed by Professor Voigt＊， If the solid be homogeneous，in the sense that at every point it has the same pro－ perties along directions fixed in space，then the 21 independent coefficients appearing in ．（1）have everywhere constant values．

Let \(\Pi\) denote the determinant of 6 rows and columns formed by the 21 coefficients， and in it let \(C_{r s}\) be the minor answering to \(c_{r s}\) ，the order of the suffixes being immaterial． Let strains with suffix 1 ，e．g．\(e_{1}\) ，answer to \(\overline{x x}=1\) with all the other stresses zero，strains with suffix 2 to 勿 \(=1\) with all the other stresses zero，and so on for each of the other six stresses in order．

Thus for instance answering to \(\bar{z}=1\) ，with all the other stresses zero，we have
\[
\left.\begin{array}{l}
e_{3}=C_{13} / \Pi, \quad f_{3}=C_{33} / \Pi, \quad y_{3}=C_{33} / \Pi, \\
a_{i}=C_{34} / \Pi, \quad b_{3}=C_{35} / \Pi, \quad c_{3}=C_{36} / \Pi \Pi \tag{}
\end{array}\right\}
\]
while answering to \(\overline{y z}=1\) ，with all the other stresses zero，we have
\[
\left.\begin{array}{l}
e_{4}=C_{18} / \Pi, \quad f_{4}=C_{24} / \Pi, \quad g_{4}=C_{3 /} / \Pi,  \tag{3}\\
a_{4}=C_{44} / \Pi, b_{4}=C_{45} / \Pi, \quad c_{4}=C_{46} / \Pi
\end{array}\right\}
\]
＊Cf．Wiedemann＇s Annalen，Bd．34，p．981， 1888.

We shall also employ the following notation:
\[
\begin{align*}
& e_{1}=1 / E_{1}, \quad f_{2}=1 / E_{2}, \quad g_{3}=1 / E_{3}, \\
& a_{4}=1 / n_{1}, \quad b_{3}=1 / n_{2}, \quad c_{6}=1 / n_{3}, \\
& e_{i}, g_{i}=-\eta_{i 1}, f_{i}, g_{3}=-\eta_{z 2}, g_{1} / e_{1}=-\eta_{13}, \quad g_{2}^{\prime} f_{2}=-\eta_{23},  \tag{4}\\
& u_{3}, g_{3}=-\eta_{35}, b_{3}, g_{3}=-\eta_{3,5}, \quad g_{4} / u_{4}=-\eta_{43}, \quad g_{\pi}, b_{5}=-\eta_{53}
\end{align*}
\]

The quantities \(E_{1}, E_{2}, E_{3}\) are Young's moduli for longitudinal traction in directions parallel to the axes of \(x, y\) and \(z\) respectively; while \(n_{1}, n_{3}, n_{3}\) are moduli of rigidity.

The quantities \(\eta\), when the suffix does not contain 4,5 or 6 , are values of Poisson's ratio. For instance, \(\eta_{31}\) is the ratio of lateral contraction parallel to \(x\) to longitudinal expansion parallel to \(z\) for longitudinal traction parallel to \(z\). The order of the suffixes is not in general immaterial in \(\eta\).
\[
\text { §2. Let } \quad \chi=\frac{1}{2}\left(e x^{2}+f y y^{2}+g z^{2}+a y z+b z x+c x y\right)
\]
and let the suffixes \(1, \ldots 6\) attached to the coefficients have the same significations as above. Thus for instance the coefficients in
\[
2 \chi_{3}=e_{3} x^{2}+f_{3} y^{2}+g_{3} z^{3}+u_{3} y z+b_{3} z x+c_{3} x y
\]
are the strains answering to \(\widehat{z z}=1\), with all the other stresses zero. The quadric surface
\[
\begin{equation*}
\chi=\text { constant } \tag{6}
\end{equation*}
\]
is what is termed the elongation quadric. In general the elongation quadric varies in form from point to point of the solid, but when the strains have everywhere constant values a single form of elongation quadric shows the strain at every point. This is the case in the present applications, and we shall suppose the quadric to have its centre at the origin of co-ordinates and may regard its dimensions to alter so as to enable any point we choose to lie on its surface. When the strain is pure, as in the present applications, and is also small, as is required for a legitimate application of the elastic solid equations, the displacements \(\alpha, \beta, \gamma\) at any point may be derived as follows. Take the elongation quadric (6), where \(\chi\) has the form (5), supposing its centre at the origin of coordinates and its magnitude such that it passes through the point in question, then
\[
\alpha=\frac{d \chi}{d x}, \quad \beta=\frac{d \chi}{d y}, \gamma=\frac{d \chi}{d z} .
\]

This may be at once verified, as it obviously gives
\[
\frac{d \alpha}{d x}=e, \ldots \frac{d \alpha}{d y}+\frac{d \beta}{d x}=c, \frac{d \alpha}{d y}-\frac{d \beta}{d x}=0, \text { etc. }
\]

The physical meaning is that the direction of the resultant displacement is along the normal to the elongation quadric.

Answering to \(\overline{\tilde{z}}=1\), and all the other stresses zero, we have
\[
\left.\begin{array}{l}
\alpha_{3}=\frac{d \chi_{3}}{d x}=-\frac{1}{E_{3}}\left(\eta_{31} x+\frac{1}{2} \eta_{36} y+\frac{1}{2} \eta_{35} z\right), \\
\beta_{3}=\frac{d \chi_{3}}{d y}=-\frac{1}{E_{3}}\left(\frac{1}{2} \eta_{35} x+\eta_{32} y+\frac{1}{2} \eta_{34} z\right),  \tag{7}\\
\gamma_{3}=\frac{d \chi_{3}}{d z}={ }_{E_{3}}\left(-\frac{1}{2} \eta_{35} x-\frac{1}{2} \eta_{34} y+z\right)
\end{array}\right\}
\]

Similarly when \(\widehat{y z}=1\) and all the other stresses are zero,
\[
\begin{align*}
& \alpha_{4}=\frac{d \chi_{4}}{d x}=-\frac{1}{n_{1}}\left(\eta_{42} x+\frac{1}{2} \eta_{46} y+\frac{1}{2} \eta_{+5} z\right) \\
& \beta_{4}=\frac{d \chi_{4}}{d y}=\frac{1}{n_{1}}\left(-\frac{1}{2} \eta_{45} x-\eta_{42} y+\frac{1}{2} z\right)  \tag{8}\\
& \gamma_{4}=\frac{d \chi_{4}}{d z}=\frac{1}{n_{1}}\left(-\frac{1}{2} \eta_{45} x+\frac{1}{2} y-\eta_{43} z\right)
\end{align*}
\]

The values of \(E^{\prime}\) 's, \(n\) 's and \(\eta\) 's may all be expressed as above in terms of the 21 elastic constants occurring in (1).
§ 3. There is another case we require to consider, viz. when there is everywhere a uniform normal tension equal to 1 . In this case
\[
\vec{x}=\overrightarrow{m y}=\hat{z z}=1, \overrightarrow{y z}=\hat{z x}=\hat{x y}=0 .
\]

Let the suffix 0 distinguish the corresponding strains and the corresponding form of \(\chi\). Then by (1)
\[
\begin{align*}
& \left.e_{0}=\left(C_{11}+C_{12}+C_{13}\right) / \Pi, \quad f_{0}=\left(C_{12}+C_{22}+C_{23}\right) / \Pi, \quad g_{0}=\left(C_{13}+C_{23}+C_{33}\right) / \Pi,\right\} \\
& \left.a_{0}=\left(C_{14}+C_{24}+C_{34}\right) / \Pi, \quad b_{0}=\left(C_{15}+C_{25}+C_{35}\right) / \Pi, \quad c_{0}=\left(C_{16}+C_{26}+C_{36}\right) / \Pi\right\} \tag{9}
\end{align*}
\]

The corresponding uniform dilatation \(\Delta_{0}\) is given by
\[
\begin{equation*}
\Delta_{0}=e_{0}+f_{0}+g_{0}=1 / k . \tag{10}
\end{equation*}
\]
where
\[
\begin{equation*}
k=\Pi_{i}\left(C_{11}^{\prime}+C_{22}+C_{53}+2 C_{12}^{\prime}+2 C_{13}+2 C_{13}\right) . \tag{11}
\end{equation*}
\]

From its physical meaning \(k\), the bulk modulus, is necessarily an invariant whatever be the directions of the co-ordinate axes.
\(\S 4\). Let \(X, Y, Z\) denote the component bodily forces at any point per unit of volume (including the reversed effective forces
\[
-\rho^{d^{2} \alpha} d t^{z},-\rho \frac{d^{2} \beta}{d t^{z}},-\rho^{d^{2} \gamma} d t^{z}
\]
where there is vibratory motion), and let \(F, G, H\) be the component surface forces per unit of surface. Then the bodily and surface equations in the elastic solid are each 3 in number, of the respective types:
\[
\begin{align*}
& \left.\begin{array}{l}
X=-\left(\frac{d \widehat{x x}}{d x}+\frac{d \widehat{x y}}{d y}+\frac{d \widehat{x z}}{d z}\right), \\
\cdots \cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right)  \tag{12}\\
& F=\lambda \widehat{x x}+\mu \widehat{x y}+\nu \widehat{x z}, \\
& \text {....................................................... } \tag{1:3}
\end{align*}
\]
where \(\lambda, \mu, \nu\) are the direction cosines of the outwardly-directed normal at points on the surface, or surfaces if there be more than one. The strain energy IV per unit volume at any point of the solid is a quadratic function of the 6 strains, and is obtained in terms of the strains by substituting for the stresses from (1) in
\[
W=\frac{1}{2}(e \widehat{x x}+\hat{y} \hat{y y}+g \widehat{z}+a \widehat{y z}+b \widehat{x}+c \widehat{x y}) .
\]

Suppose that a second system of bodily and surface forces acting on the same solid, with the accompanying displacements, strains, stresses and energy, are given by dashed letters, \(\Lambda^{\prime} \ldots, F^{\prime} \ldots, \alpha^{\prime} \ldots, e^{\prime} \ldots, \widehat{x}^{\prime} \ldots, W^{\prime \prime}\). Then Professor Betti* has established the equality of the following four expressions for any two systems of force:
\[
\begin{align*}
& \iiint\left(X \alpha^{\prime}+I^{\prime} \beta^{\prime}+Z \gamma^{\prime}\right) d x d y d z+\iint\left(F \alpha^{\prime}+G \beta^{\prime}+H \gamma^{\prime}\right) d S^{\prime} .  \tag{I}\\
& \iiint\left(\vec{x} x e^{\prime}+\overparen{y y} f^{\prime}+\approx=g^{\prime}+\widehat{y z} a^{\prime}+z \bar{z} b^{\prime}+\widehat{x y} c^{\prime}\right) d x d y d z \tag{II}
\end{align*}
\]
\[
\begin{align*}
& \iiint\left(X^{\prime} \alpha+Y^{\prime} \beta+Z^{\prime} \gamma\right) d x d y d z+\iint\left(F^{\prime} \alpha+G^{\prime} \beta+H^{\prime} \gamma\right) d S \tag{III}
\end{align*}
\]

The volume integrals are taken throughout the entire volume occupied by the solid, and the surface integrals over its entire surface, or surfaces if there be more than one. Professor Betti's mode of proof is very simple. Multiply the equations (12) by \(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\) respectively. Then integrating the right-hand sides by parts, using (13) and adding, we at once establish the identity of (I) and (II). Then remembering that
\[
\widehat{x x}=\frac{d W}{d e} \ldots, \widehat{y z}=\frac{d W}{d \theta} \ldots, \widehat{x x^{\prime}}=\frac{d W^{\prime}}{d e^{\prime}} \ldots, \widehat{y z}=\frac{d W^{\prime}}{d a^{\prime}} \ldots,
\]
and that \(W\) and \(W^{r \prime}\) are quadratic functions of the strains possessed of the same coefficients, we deduce the equality of (II) and (III). Then (III) bears to (IV) the same relation that (II) bears to (I). The equality of (I) and (III), with the reversed effective forces supposed zero, is the relation that is made use of here.
§. In passing, attention may be called to the relation that exists when we suppose the two systems of applied forces the same, so that the dashed and undashed letters are equal. Then (I) gives the work done by the applied bodily and surface forces acting through the displacements answering to the position of statical equilibrium, while (II) represents double the work done by the elastic stresses as the strains increase from zero to their equilibrium values. If then the applied forees suddenly commence to act, the work they have done up to the instant when the body passes through that position of strain which answers to final equilibrium-assuming all elements to reach this position simul-taneously-is double the work done by the stresses. Thus the energy communicated to the solid is at this instant half potential energy of strain and half kinetic energy of motion.

\footnotetext{
- Amali di Jratematica Pura ed Applicata, Ser. 11. Tomo v. pp. 102-3.
}
§6. The use that is to be made here of the equality of (I) and (III) is in determining the mean values, throughout the volume of an elastic solid, of the equilibrium strains and dilatation answering to any assigned system of bodily and surface forces. Suppose, for instance, we wish to find the mean value of the strain \(g\) when the forces \(X, Y, Z, F, G, H\) are given, then we have ouly to put \(\overrightarrow{z z}^{\prime}\) in (III) equal to 1 , with all the other stresses zero, and to substitute in (I) the corresponding displacements from (7). Thus representing this mean value by \(\bar{g}\), and denoting by \(v\) the volume of the solid, we have
\[
\begin{align*}
v \bar{g} \equiv \iiint g d x d y d z=\iiint\left(X \frac{d \chi_{3}}{d x}+Y \frac{d \chi_{3}}{d y}\right. & \left.+Z \frac{d \chi_{3}}{d z}\right) d x d y d z \\
& +\iint\left(F \frac{d \chi}{d x}+G \frac{d \chi_{3}}{d y}+H^{\frac{d \chi_{3}}{d z}}\right) d s . \tag{14}
\end{align*}
\]
where the volume integral is taken throughout the whole space occupied by the material, and the surface integral over its entire surface or surfaces. Sometimes it is convenient to retain the \(\chi\), but in other cases it is better to insert at once the expressions for the displacements. Thus we have
\[
\begin{align*}
E_{3} v \bar{g} & =\iiint\left[X\left(-\eta_{31} x-\frac{1}{2} \eta_{35} y-\frac{1}{2} \eta_{35} z\right)+Y\left(-\frac{1}{2} \eta_{35} x-\eta_{32} y-\frac{1}{2} \eta_{34} z\right)+Z\left(-\frac{1}{2} \eta_{35} x-\frac{1}{2} \eta_{34} y+z\right)\right] d x d y d z \\
& +\iint[F()+G()+H() d S \tag{15}
\end{align*}
\]
where the coefficients of \(F, G\) and \(H\) are respectively the same as those of \(X, Y\) and \(Z\). Similarly for the mean value \(\bar{u}\) of the shearing strain \(a\), putting \(\widehat{y z}=1\) and all the other stresses zero in (III), and substituting the corresponding displacements from (8) in (I), we find
\[
\begin{equation*}
e^{\prime}\left(i=\iiint\left(X^{d} \frac{\chi_{i}}{d x}+Y^{r} \frac{d \chi_{s}}{d y}+Z^{d \chi_{i}} d z\right) d x d y d z+\iint\left(F^{d} \frac{\chi_{s}}{d x}+G \frac{d \chi_{s}}{d y}+H^{d \chi_{s}} d z\right) d s\right. \tag{16}
\end{equation*}
\]
\(\qquad\)
or
\[
\begin{align*}
n_{1} v \bar{x} & =\iiint\left[X\left(-\eta_{45} x-\frac{1}{2} \eta_{46} y-\frac{1}{2} \eta_{45} z\right)+Y\left(-\frac{1}{2} \eta_{+5} x-\eta_{42} y+\frac{1}{2} z\right)+Z\left(-\frac{1}{2} \eta_{45} x+\frac{1}{2} y-\eta_{+3} z\right)\right] d x d y d z \\
& \left.+\iint[F())+G(\quad)\right] d S \tag{17}
\end{align*}
\]

For the mean value \(\bar{\Delta}\) of the dilatation
we put
\[
\begin{gathered}
\Delta \equiv e+f+y \\
\overrightarrow{x x^{\prime}}=\widehat{y y^{\prime}}=\widetilde{z z^{\prime}}=1,
\end{gathered}
\]
\[
\text { and } \quad \overparen{y z^{\prime}}=\widehat{\bar{x} x^{\prime}}=\widehat{x y^{\prime}}=0
\]
in (III), and substitute in (I) the corresponding displacements from (9). Also we notice
\[
\begin{equation*}
v \bar{\Delta} \equiv \iiint \Delta d x d y d z=\delta v \tag{18}
\end{equation*}
\]
where \(\delta v\) is the increase in the whole volume occupied by the solid. Thus we find
\[
\begin{align*}
v \Delta=\delta v=\iiint\left(N \frac{d \chi_{0}}{d x^{0}}+Y^{-} \frac{d \chi_{1}}{d!}\right. & \left.+Z \frac{d \chi_{1}}{d z}\right) d x d y d z \\
& +\iint\left(F^{\frac{d}{d}} \frac{\chi_{0}}{d x}+G \frac{d \chi_{11}}{d y}+H \frac{d \chi_{0}}{d z}\right) d S . \tag{19}
\end{align*}
\]
or
\[
\begin{align*}
\delta v & =\iiint\left[X\left(e_{0} x+\frac{1}{2} c_{0} y+\frac{1}{2} b_{n} z\right)+Y\left(\frac{1}{2} c_{n} x+f_{0} y+\frac{1}{2} e_{0} z\right)+Z\left(\frac{1}{2} b_{0} x+\frac{1}{2} a_{0} y+g_{0} z\right)\right] d x d y d z \\
& +\iint[F()+G()+H( \tag{20}
\end{align*}
\]
where \(e_{0} \ldots c_{n}\) are given by (9).
For the case of isotropy the expressions for the mean strains are of course much simpler. Thus
\[
\begin{align*}
& E_{v \bar{g}}=\iiint\left\{\boldsymbol{Z}_{z}-\eta(\boldsymbol{X} x+\mathrm{I} y)\right\} d x d y d z+\iint\{H z-\eta(F x+G y)\} d S .  \tag{21}\\
& m \bar{\alpha}=\frac{1}{2} \iiint(\Gamma z+Z y) d x d y d z+\frac{1}{2} \iint(G z+H y) d S \ldots \ldots \ldots \ldots \ldots  \tag{22}\\
& 3 k \delta v=\iiint(X x+Y y+Z z) d x d y d z+\iint(F x+G y+H z) d S \ldots \ldots \tag{23}
\end{align*}
\]

The mem values of the strains in the case of isotropy for given surface forces-i.e. results such as (21) and (22) with \(X=Y=Z=0\)-were given I believe by Professor Betti* in his original paper. But this I have unfortunately been unable to consult. I may add that I arrived quite independently at (23) and (20) when unacquainted with Professor Betti's results, having been led to their discovery by what seemed a curious coincidence in the expressions for the changes of volume produced by rotation in certain solids (see (32) below).
§ 7. One very general result as regards the mean strains-as we may call \(\bar{f}, \ldots \overline{\bar{u}}, \ldots \bar{\Delta}\)-is obvious from the formulae containing the functions \(\chi\). Taking, for instance, the strain \(g\), we see from (14) that \(g\) vanishes if
\[
\left.\begin{array}{r}
X \frac{d \chi_{3}}{d x}+Y \frac{d \chi_{3}}{d y}+Z \frac{d \chi_{3}}{d z}=0  \tag{24}\\
H^{d} \frac{d \chi_{3}}{d x}+G \frac{d \chi_{3}}{d y}+H \frac{d \chi_{3}}{d z}=0
\end{array}\right\}
\]

This significs that if the resultant of the applied forces at every point, both in the interior and at the surface, lies in the tangent plane at the point to the elongation quadric, for the stress \(\widehat{z z}=1\) with all the other stresses zero, which passes through the point and has its centre at the origin, then the mean strain \(\bar{g}\) vanishes. A similar result applies for each of the other mean strains. These results obviously follow from the property of the clongation quadric mentioned above in § 2. Attention may specially be called to the fact that (23) implies that the change of volume in an isotropic solid vanishes when the bodily and surface forces have their resultant at every point perpendicular to the radius from the origin.

\footnotetext{
* Niuozo Cimento, 1872.
}
§ 8. In some cases the formulae for the mean strains can be put into neater forms, For instance, if the applied surface forces be everywhere normal to the surface of the solid, then denoting the normal force by \(N\) and its direction by \(n\), we have
\[
\begin{equation*}
\iint\left(F^{d} \frac{\chi_{i}}{d x}+G \frac{d \chi_{i}}{d y}+H \frac{d \chi_{i}}{d z}\right) d S=\iint N \frac{d \chi_{i}}{d r} d S \tag{25}
\end{equation*}
\]

Again, if the bodily forces be derived from a potential \(V\), we obtain, noticing that
\[
\begin{align*}
& \qquad \begin{aligned}
\frac{d^{2} \chi_{i}}{d x^{2}}=e_{i}, \text { etc., }
\end{aligned} \\
& \iiint\left(X \frac{d \chi_{i}}{d x}+Y^{-} \frac{d \chi_{i}}{d y}+Z \frac{d \chi_{i}}{d z}\right) d x d y d z \\
&=\iint V^{Y} \frac{d \chi_{i}}{d n} d S-\iiint V^{\top}\left(e_{i}+f_{i}+g_{i}\right) d x d y d z  \tag{26}\\
&=\iint \chi_{i} \frac{d V}{d n} d S^{\prime}-\iiint \chi^{\nabla} \nabla^{V} V^{\top} d x d y d z \ldots \ldots \ldots \tag{27}
\end{align*}
\]

The form (26) might prove convenient when the surface of the solid is an equipotential surface for the bodily forces. In applying it to determine the change of volume the relation (10) should be moticed. The form (27) seems likely to prove convenient when \(V\) is the potential arising from gravitational forces whose origin lies outside \(s\), for the volume integral would then vanish since \(\nabla^{2} V=0\).

In the case of the change of volume in isotropy we may replace the volume integral in (23) when a potential \(V\) exists by
\[
\iint_{p} v^{r} d s-3 \iiint r^{r} d x d y d z
\]
where \(p\) is the perpendicular from the origin on the tangent plane to the surface of the solid.
§ 9. Owing to their physical meaning the expressions (I)—(IV) must remain equal however their forms may be altered by changes in the system of coordinates. We may for instance suppose the forces, displacements, strains and stresses occuring therein to refer to any set of orthogonal coordinates, -such for instance as r, \(\theta, \phi\) in polars-and may thus, at least in some cases of isotropy, determine the mean values of the corresponding strains thronghout the solid. In an aeolotropic material, such as (1) refers to, the constants in the stress-strain relations in coordinates other than Cartesians would vary from point to point, owing to the variation of the directions of the coordinate axes. There may however be some solids in which the values of the elastic constants are the same at different points not for parallel systems of axes as in (1), but for some other orthogonal system. And it is conceivable that in some such cases the mean ralues of strains referred to this orthogonal system may be obtained by means of the equality of (I) and (III).

\section*{Determination of the compressibility.}
§ 10. In an isotropic solid we may by meams of (23) determine the bulk-modulus, and so the compressibility, by measuring the change of volume produced by any known system of forces in a body of any shape. Suppose, for instance, a block of the material to rest on a perfectly smooth plane and to be subjected to vertical pressure over its upper surface, supposed horizontal. Taking the plane ay through the base of the block, with the origin at any conrenient point, and supposing the upper surface at a height 1 above this, we find from (23), denoting the total pressure by \(P\),
\[
\begin{equation*}
-3 k \delta v=P h \tag{28}
\end{equation*}
\]

If the block have a uniform horizontal section, and \(p\) be the mean pressure per mnit of area of the upper surface, this becomes
\[
\begin{equation*}
-\delta v / v=p / 3 z \tag{29}
\end{equation*}
\]

Thus for a given total pressure, \(\delta 0\) increases with \(h\), but for a given pressure per unit of surface \(\delta v / v\) is independent of \(h\).
§ 11. Since no plane is absolutely smooth it would appear desirable in practice to have the base of the block as small as is consistent with the stress-strain relations remaining everywhere linear, so as to make the value of
\[
\iint(F x+G y) d S
\]
taken over the base as small as possible. The general effect of these frictional forces is casily traced, at least in a block of regular shape. Under vertical pressure the solid tends to expand horizontally, and this the frictional forces on the base must oppose. Thus supposing the origin at the C. G. of the base, the frictional forces are on the whole directed towards the origin, or \(F x+G y\) is negative. Thus the surface integral would add numerically to the right-hand side of (28), and so its omission makes the calculated value of ( \(-3 k \delta v\) ) too small. The value of \(k\) deduced from (28) and the observed value of \((-\delta v)\) would consequently be too small also. Another source of error would be the want of absolute rigidity in the supporting plane, in consequence of which the points of application of the large surface forces \(H\) on the base would not all lie in the plane \(z=0\). This errur would be minimised by taking the height of the block great.
§ 12. In any acolotropic solid the bulk-modulus may be determined as follows. Cut a rectangular block out of the material with its edges \(l_{1}, l_{2}, l_{3}\) in any orthogonal directions. Place it on a smooth unyielding plane with an edge, say \(l_{3}\), vertical and apply symmetrically a total pressure \(P_{3}\) over the upper face, measuring the corresponding reduction \(\left(-\delta v_{0}\right)\) in volume. Repeat the experiment with the edges \(l_{2}\) and \(l_{1}\) successively vertical, applying total pressures \(P_{2}\) and \(P_{1}\), and determine the corresponding reductions in volume \(\left(-\delta v_{2}\right)\) and \(\left(-\delta v_{1}\right)\). Now the origin being at the \(\mathrm{C} . \mathrm{G}\). of the base, the axis of \(z\) vertically upwards, and the pressure being symmetrically applied, it is clear that
\[
\iint \frac{1}{2} H\left(u b_{v}+y a_{0}\right) d S
\]
vanishes over both faces. Thus we easily deduce
\[
-\delta v_{:}=l_{: 3} P_{0} g_{10}, \quad-\delta v_{2}=l_{2} P_{0} f_{0}, \quad-\delta v_{1}=l_{1} P_{1} e_{n},
\]
where \(e_{0}, f_{0}, g_{0}\) are given by (9). Whence by means of (10) we obtain
\[
\begin{equation*}
-\left\{\delta v_{1} / l_{1} P_{3}+\delta v_{0} / l_{3} P_{2}+\delta v_{3} / l_{3} P_{3}\right\}=e_{0}+f_{0}+g_{0}=1 / k \tag{30}
\end{equation*}
\]

If in each case we have the same mean pressure \(p\) per unit area of face, this becomes
\[
\begin{equation*}
-\left(\delta v_{1}+\delta v_{u}+\delta v_{2}\right) / v=p / k \tag{31}
\end{equation*}
\]

\section*{Rotating Bodies.}
§ 13. Suppose a homogeneous elastic solid to rotate with uniform angular velocity \(\omega\) about a principal axis of inertia through its C. G., and to be exposed to no forces other than the "centrifugal forces". This motion is dynamically possible, i.e. no constraint is required to preserve the direction of the axis of rotation or to prevent the body travelling off into space. Taking the axis of rotation for axis of \(x\) and denoting the density as previously by \(\rho\), we have
\[
r^{\prime} / y=Z / z=\omega^{\nu} \rho, \quad X=0, \quad \text { and } \quad F=G=H=0 .
\]

Substituting in (23), we find for any isotropic body
or
\[
\begin{array}{r}
3 k \delta v=\iiint \omega^{v} \rho\left(y^{2}+z^{v}\right) d x d y d z \\
\quad \delta v=\omega^{2} I / 3 k \ldots \ldots \ldots \tag{32}
\end{array}
\]
where \(I\) is the moment of inertia about the axis of rotation. The value of \(k\) might of course be deduced by means of this formula, supposing it possible to measure \(\delta v\).

In the case of an aeolotropic solid, free from surface forces and rotating about a principal axis through the c.a., let un take this axis for that of \(x\) and let the axes of \(y\) and \(z\) be the two other principal axes at the c.G. Then denoting the angular velocity by \(\omega_{1}\) and the increase in volume by \(\delta v_{1}\), we find from (20)
\[
\begin{align*}
\delta v_{1} & =\iiint \omega_{1}^{2} \rho\left(f_{0} y^{2}+g_{0} z^{2}\right) d x d y d z \\
& =\omega_{1}^{\prime \prime}\left(B_{1}^{\prime} f_{1}+C^{\prime \prime} y_{11}\right) \ldots \ldots \ldots \ldots \ldots \tag{33}
\end{align*}
\]
where \(A^{\prime}, B^{\prime}\) and \(C^{\prime}\) are the moments of inertia with respect to the planes \(y z, z x\) and \(x y\). Similarly let \(\delta v_{2}\) and \(\delta x_{y}\) be the increases in volume when the body rotates with angular velocities \(\omega_{2}\) and \(\omega_{3}\) about the axes of \(y\) and \(z\) respectively, then
\[
\begin{equation*}
\delta v_{u}=\omega_{u}^{*}\left(A^{\prime} e_{v}+C^{\prime} g_{v}\right), \quad \delta v_{n}=\omega_{v}^{2}\left(A^{\prime} e_{v}+B_{n}^{\prime} f_{n}\right) . \tag{34}
\end{equation*}
\]

Thus we obtain
\[
\begin{align*}
& 1 / k=e_{0}+f_{0}+g_{0}=\frac{1}{2}\left\{\left(\frac{1}{C^{\prime \prime}}+\frac{1}{B^{\prime}}-\frac{1}{A^{\prime}}\right) \frac{\delta v_{1}}{\omega_{1}{ }^{2}}\right. \\
& \left.+\left(\frac{1}{A^{\prime}}+\frac{1}{C^{\prime}}-\frac{1}{B^{\prime}}\right) \omega_{\omega_{2}^{2}}^{\delta v_{2}}+\left(\frac{1}{B^{\prime}}+\frac{1}{A^{\prime}}-\frac{1}{C^{\prime}}\right) \frac{\delta v_{3}}{\omega_{3}^{\prime \prime}}\right\} \tag{35}
\end{align*}
\]

If the benty be a sphere of radius \(h\) and the three angular velocities be equal, this simplifies to
\[
\begin{equation*}
\left(\delta r_{1}+\delta r_{2}+\delta r_{3}\right) / v=2 \omega^{2} \rho R^{2} / 5 k \tag{86}
\end{equation*}
\]
\& 14 . The form of rotating booly for which the present method supplies most information appears to be a right cylinder, inchuding the right prism. Let the axis of the cylinder be axis of \(z\), the origin being at the middle point, and let the axes of \(x\) and \(y\) be the two principal axes of the cross section. Denote the area of the cross section by \(\sigma\) and its principal radii of gyration by \(\kappa_{1}\) and \(\kappa_{2}\), so that
\[
\begin{equation*}
\sigma \kappa_{1}^{2}=\iint y^{2} d v_{1} d y, \quad \sigma \kappa_{2}^{2}=\iint r^{2} d x d y . \tag{37}
\end{equation*}
\]
where the integrals are taken over the cross section.
The increments \(\delta v_{1}, \delta v_{1}\) and \(\delta v_{3}\) in the volume \(v, \equiv 2 l \sigma\), where \(2 l\) is the length, when the cylinder rotates with angular velocities \(\omega_{1}, \omega_{2}\) and \(\omega_{3}\) about the axes of \(x, y\) and \(z\) vespectively are, by (20) and (37),
\[
\begin{equation*}
\delta v_{1} / \omega_{1}^{2} \rho v=f_{1} \kappa_{1}^{2}+g_{1} v^{2} / \beta, \quad \delta v_{2} / \omega_{2}^{2} \rho v=e_{n} \kappa_{2}^{2}+g_{v} l^{2} / \beta, \quad \delta v_{3}^{\prime} / \omega_{3}^{3} \rho v=e_{n} \boldsymbol{\kappa}_{2}^{2}+f_{1} \boldsymbol{\kappa}_{1}^{2} . \tag{38}
\end{equation*}
\]
from which \(k\) can be found as in (35). For the case of isotropy

Thus: in isotropy, when \(\omega_{1}=\omega_{2}=\omega_{3}=\omega\), we have
\[
\begin{equation*}
\delta v_{1}+\delta v_{2}-\delta v_{3}=\supseteq(\omega l)^{\prime \prime} \rho v / 9 / . \tag{40}
\end{equation*}
\]
a relation wholly independent of the shape of the cross section, and which in the case of a very thin lisk approximates to the form
\[
\begin{equation*}
\delta v_{1}+\delta v_{2}=\delta r \tag{+1}
\end{equation*}
\]

8 1\%. In the case of any right cylinder we may find the mean change in the length, (o) what in a thin disk is called the thickness.

For (1.i) sives the value of
\[
\begin{equation*}
r^{\prime} y=\iiint \int d x d y d z \equiv \iiint^{d} \frac{d y}{d z} d v d y d z . \tag{42}
\end{equation*}
\]
taken throughout the volume. But the axis of \(z\) being along the axis of the cylinder, this is simply \(2 \sigma \bar{\delta} t\), where
\[
\begin{equation*}
c l=\sigma^{-1} \| \int_{l} d l d d y \tag{4;i}
\end{equation*}
\]
is the mona, taken wer the crows section, of the increments in the half length \(l\). Let now the cylinder votate with angular velocity \(\omega_{1}\) about the axis of \(x\), taken as before along a principal axis of the cross section, then substituting in (15)
\[
X=0 \quad Y^{\prime}, y=Z_{i} / z=\omega_{1}^{2} \rho,
\]
we find, calling the mean increment in the length of the half axis \(\delta l_{1}\),
\(\mathrm{Or}^{\prime}\)
\[
2 \sigma \overline{\delta l_{1}}=\left(\omega_{1}^{2} \rho / E_{3}\right) \iiint\left(-\eta_{32} y^{2}+z^{2}\right) d w d y d z,
\]
\[
\begin{equation*}
\delta l_{1} l=\omega_{1}^{3} \rho\left(\frac{1}{3} l^{2}-\eta_{⿰ 氵 2} \kappa_{1}^{2}\right) / E_{3} . \tag{44}
\end{equation*}
\]

Similarly if \(\delta l_{2}\) and \(\delta l_{3}\) be the mean increments in the half length of the cylinder for angular velocities \(\omega_{2}\) and \(\omega_{3}\) about the second principal axis of the cross section and the axis of the cylinder respectively, we find

In any case supposing \(\omega_{1}=\omega_{2}=\omega_{3}=\omega\), we find
\[
\begin{equation*}
\left(\overline{\delta l_{1}}+\delta l_{2}-\overline{\delta l_{3}}\right), l=\mathbf{2}(\omega l)^{3} p, 3 E_{3} \tag{46}
\end{equation*}
\]
a very simple relation which for a very thin disk approximates to the form
\[
\delta l_{1}+\delta l_{2}=\delta l_{;}
\]
§ 16. When the cylinder rotates about its axis of figure its mean length is certainly reduced when \(\eta_{31}\) and \(\eta_{32}\) are both positive. There is however no reason why one at least of these constauts should not be negative in some forms of aculotropy, for at least some combinations of orthogonal directions. If \(\eta_{3 i}\) be negative rotation about the axis of \(x\) always increases the mean length, and if \(\eta_{3 I}\) be negative rotation about the axis of \(y\) always increases the mean length. But when these quantities are positive the mean length is diminished by rotation about the axis of \(x\) when
\[
\begin{equation*}
l<\kappa_{1} \sqrt{3} \overline{\eta_{v i z}} \tag{48}
\end{equation*}
\]
and by rotation about the axis of \(y\) when
\[
\begin{equation*}
l<\kappa_{-} \sqrt{ } \cdot 3 \eta, 1 \tag{49}
\end{equation*}
\]

In the case of isotropy \(\eta_{01}=\eta_{s i 2}=\eta\), and \(\eta\) would appear to be essentially positive. In a circular isotropic cyliuder of radius \(R\), assuming uniconstant isotropy, i.e. \(\eta=1 ; 4\), we find the meau length increased or diminished by rotation about a diameter of the central normal section according as
\[
l R>\text { or }>3 / \sqrt{ }+8 \text {, i.e. :3 } 7 \text { approximately. }
\]

When an isotropic cylinder rotates round its axis, the changes in the volume and in the mean length are connected by a very simple relation, the same for all forms of cross section, viz.
\[
(1-2 \eta)\left(\bar{\delta}_{3}, l\right)+\eta\left(\delta v_{3}, v\right)=0
\]

It is also worthy of notice that ultimately in a very thin circular isotropic disk the reduction in the mean thickness is twice as great when it rotates round its axis as when it rotates round a diameter, the angular velocity being the same in the two cases.
\[
\begin{align*}
& \left.\delta l_{2} l=\omega_{2}^{2} \rho\left(\frac{1}{3} l^{2}-\eta_{0,1} \kappa_{2}^{4}\right)^{\prime} E_{3},\right\} . \tag{45}
\end{align*}
\]
§ 17 . In the case of any rotating right cylinder we may find the mean change \(\overline{\delta \sigma}\) in the area \(\sigma\) of the cross sections by combining the previons data. For \(v=2 \sigma l\), so that
\[
\begin{equation*}
\delta \sigma / \sigma=\delta v / v-\delta l / l \tag{51}
\end{equation*}
\]
where the mean salues refer to any one case of rotation.
For instance, when an isotropic cylinder rotates first about a priucipal diameter of the central section, and then about its axis of figure we obtain
\[
\begin{align*}
& \delta \sigma_{1} / \sigma=\omega_{1}{ }^{n} \rho\left\{\frac{1}{3}\left(\begin{array}{c}
1 \\
3 k^{k}
\end{array}-\frac{1}{E}\right) l^{2}+\left(\begin{array}{c}
1 \\
3 k^{2}
\end{array}+\frac{\eta}{E}\right) \kappa_{1}^{2}\right\} \\
& =\omega_{1}{ }^{\prime \prime} \rho\left\{-\underline{\Xi}_{\eta} l^{2} / 3+(1-\eta) \kappa_{1}^{\prime \prime}\right\} / E^{\prime} \tag{52}
\end{align*}
\]
\[
\begin{align*}
& =\omega: \rho(1-\eta)\left(\kappa_{1}^{*}+\kappa_{1}^{*}\right) / E
\end{align*}
\]

The last result it will be noticed is independent of the length of the cylinder. Since every cross section of an isotropic circular cylinder rotating round its axis must remain circular, we may deduce the mean change in the radii of the cross sections from the equation
\[
\begin{equation*}
\delta R^{\prime} R=\frac{1}{2} \delta \sigma \sigma \tag{54}
\end{equation*}
\]

When a cylinder rotates about a diameter of the central section the alteration of a radius in any given cross section depends on its inclination to the axis of rotation.
§ 18. In the case of rotating rectangular parallelepipeds certain additional results of intorest are easily obtained.

We shall confine our attention to isotropic materials.
Thus suppose the rectangular parallelepiped \(2 a \times 2 b \times 2 c\) to rotate about the axis \(2 c\), taken as axis of \(z\). Then we find the mean change \(2 \delta a\) in the dimension 2 a , supposed parallel to \(x\), from the formula
\[
E \iiint_{d, r^{r}}^{l \alpha} d, r d y d z=\iiint \omega^{2} \rho\left(x^{3}-\eta y^{3}\right) d x d y d z,
\]
whence
\[
\begin{equation*}
\bar{\delta} a / a=\omega^{2} \rho\left(a^{2}-\eta b^{2}\right) / \beta E . \tag{55}
\end{equation*}
\]

Thus this dimension has its mean value increased or diminished according as
\[
\begin{equation*}
\mathrm{a} / \mathrm{b}>\text { or }<\sqrt{ } \eta \tag{56}
\end{equation*}
\]

The tendency to increase in length in a material line perpendicular to the axis of rotation will thus become reversed when the dimension which is at right angles both to it and to the axis of rotation is sufficiently increased.

Consider next the rectangular parallelepiped \(2 a \times 2 a \times 2 c\), one cross section of which, supposed parallel to \(x y\), is a square. Any diameter in the central section \(x y\) is a principal axis of inertia, and so may serve for an axis of rotation without the existence of constraints. Take then for axis of rotation a diameter inclined at an angle \(\theta_{1}\) to the
axis of \(x\), supposed parallel to an edge \(2 a\), the axis of \(z\) being as stated above parallel to 2c. We then have
\[
X / \sin \theta_{1}=-Y / \cos \theta_{1}=\omega^{\prime \prime} \rho\left(x \sin \theta_{1}-y \cos \theta_{1}\right), \quad Z=\omega^{2} \rho z
\]

Thence we easily deduce for the mean change in the dimension \(2 a\) parallel to \(x\)-i.c. inclined at an angle \(\theta_{1}\) to the axis of rotation-
\[
\begin{equation*}
\delta a / a=\omega^{2} \rho\left\{a^{2} \sin ^{2} \theta_{1}-\eta\left(c^{2}+a^{2} \cos ^{2} \theta_{1}\right)\right\} / 3 E^{v} . \tag{57}
\end{equation*}
\]

Thus \(\delta\) a increases algebraically as \(\theta_{1}\) increases from 0 to \(\pi / 2\). The mean alteration in the dimension 2c perpendicular to the axis of rotation is easily shown to be independent of \(\theta_{1}\).

Finally consider the cube \(2 a \times 2 a \times 2 a\). Here any line through the centre is a principal axis and may serve as an axis of rotation without the application of constraints. Take for coordinate axes the three perpendiculars from the centre 0 on the faces, and for axis of rotation a line whose direction cosines relative to \(O x, O_{y}, O z\) are respectively \(\cos \theta_{1}\), \(\cos \theta_{2}\) and \(\cos \theta_{3}\). Then
\[
X=\omega^{2} \rho\left(x \sin ^{2} \theta_{1}-y \cos \theta_{1} \cos \theta_{2}-z \cos \theta_{1} \cos \theta_{3}\right)
\]
and the other components of the bodily forces may be written down from symmetry. Employing these values for the component forces, it is easy to find the expression for the mean change in the dimension \(2_{a}\) parallel to \(O x\), and it may be reduced to the simple form
\[
\begin{equation*}
\widetilde{\delta \mathrm{a}} / \mathrm{a}=\omega^{2} \rho \mathrm{a}^{2}\left\{1-\eta-(1+\eta) \cos ^{2} \theta_{1}\right\} / 3 E . \tag{58}
\end{equation*}
\]

The mean change in a dimension parallel to an edge thus depends solely on the angular velocity and on the inclination of the edge to the axis of rotation. Attention may be specially called to the cone of semi-vertical angle
\[
\begin{equation*}
\theta_{1}=\cos ^{-1}\{\sqrt{ }(1-\eta) /(1+\eta)\} \tag{59}
\end{equation*}
\]
whose axis is the perpendicular from the centre on two opposite faces. Its generators have the property that when they act as axes of rotation the mean dimension parallel to the axis of the cone is unaltered.
§ 19. To enable a solid to continue rotating about any axis other than a principal axis through its c.a. some constraint must exist. When the axis of rotation is excentrici.e. does not pass through the c.a.-there must be pressures between the axle and its supports balancing the "centrifugal force" of the mass supposed collected at the c.G. This implies the existence of terms in the surface integrals in (20) and (23). If everything be symmetrical about a plane through the c.a. perpendicular to the axis of rotation, it is obvious from symmetry that if we take this axis for that of \(z\), and neglect friction parallel to \(z\) on the axle, the surface force \(H\) at the bearings will vanish. If further the diameter of the axle be small compared to diameters of the body perpendicular to the axis of rotation, the coordinates \(x\) and \(y\) in the surface integrals may be treated as small quantities, aud for a first approximation the surface integrals may be neglected. In such a case formula (32) gives as before the change of volume in an isotropic body, but the
moment of inertia romel the axis of rotation is of couse greater than about a parallel axis through the c.f. Thus if \(\kappa\) be the radtus of gyration about in parallel to the axis of rotation through the cos., and \(y\) be the perpendicular from the cos. on this axis, we have
where \(\delta r, \quad\) is the change of volume for rotation with the same angular velocity about a parallel axis through the c.g. Thus while a dipplacement of the c.e. from the axis of rotation has but little effect so long as it is small compared to \(\kappa\), it is most important when comparable with \(\kappa\).

S20. In an aeolotropic solid of form symmetrical with respect to the phane through the c.a. perpendicular to the axis of rotation we in like manner obtain a formula of the general form ( \(8: \%\) ) provided we take for our coordinate planes the primeipal planes of inertia at the point where the plane of symmetry cuts the axis of rotation. When the principal planes containing the axis of rotation are parallel to principal planes through the C.G. the effect of a displacement of the c.a. from the axis of rotation is as easily traced as in isotropy, but otherwise it must be remembered that the values of the elastic constants vary with the directions of the axes. It might thus in some cases be most conrenient to take the two coordinate axes, which are perpendicular to the axis of rotation, parallel to principal axes at the C.G., though this introduce a product of inertia into the formula dednced from (20).
§ 21. When the radius \(r_{1}\) of the axle, assumed circular, is small compared to the distance of the c.a. from the axis of rotation we can easily find a fairly accurate measure of the correction to the value of \(\delta v\) required on account of the hitherto neglected surface integral. Thus for isotropy, let the axis of rotation be axis of \(z\), and let the car lie on the axis of \(y\) at a distance :/ from the origin. Also let \(\theta\) denote the angle which a radius of the axle makes with the plane \(y z\). We shall suppose the body symmetrical about the plane \(x y\), and neglect friction on the axle parallel to its length, so that there is no component parallel to \(z\) in the surface forces. The forces exerted at any print of the axle by a bearing may then be resolved into \(N\) along \(r_{1}\) and \(T\) perpendicular to it. Thus supposing there to be two bearings, and assuming \(X\) and \(T\) the sane mumerically at \(-\theta\) as at \(+\theta\), we must have
\[
\begin{equation*}
4 \int_{n}^{\pi} N^{N} \cos \theta r_{1} \lambda \theta=\omega^{2} \rho r \bar{y} \tag{61}
\end{equation*}
\]

Alsu simee \(\quad F^{\prime} s+G_{y}=-M_{1} r_{1}\),
the surface integral in (23) becones
\[
\begin{equation*}
-4 \int_{10}^{2} N r_{1} d \theta \tag{62}
\end{equation*}
\]

T"o evaluate this intugral "xactly we require the law of distribution of \(N\) over the surface of the axle betwern \(\theta= \pm \pi-\). As this is mknown, I have calculated the correction to Ee on three hypotheses. The work is casy so it will suffice to state the hypotheses and quote the results. These are ats follows:

> \begin{tabular}{ll} \multicolumn{1}{c}{ Hypothesis } & Correction to \(\delta v\) \\ \(1^{\circ} N\) uniform, i.e. independent of \(\theta\), & \(-\left(\omega^{2} \rho v y r_{1} / 3 k\right) \times \boldsymbol{\pi} / \mathbf{2}\), \\ \(\varrho^{\circ} N \sim \cos \theta\), & \(-\left(\omega^{2} \rho v^{\prime} y r_{1} / 3 h\right) \times 4 / \pi\) \\ \(3^{\circ} N\) concentrated at end of diameter \(\theta=0\), & \(-\left(\omega^{2} \rho v \bar{y} r_{1} / 3 k\right) \times 1\) \end{tabular}

The true formula of correction will probably vary from one shape of body to another, but the result must lie between those of \(1^{\circ}\) and \(3^{3}\), and most likely will in gencral be not far from the result of 2 . Taking this as the most likely value we have in place of (60)
\[
\begin{equation*}
\delta v=\omega^{n} \rho v\left(\kappa^{n}+y^{2}-\frac{4}{\pi} \bar{y} r_{1}\right) / 3 k . \tag{63}
\end{equation*}
\]
§ 22. The effect on the length of a right cylinder of an excentric position of the axis of rotation is also easily studied provided it be parallel to the axis of the figure, or else be in the central cross section and be perpendicular to an axis of symmetry of that section. It will suffice to give the results for an isotropic material in these two cases, neglecting the correction arising from the surface integral. This correction may however easily be approximated to, just as in the case of the change of rolume.

Let the c.g. of the cross section be at a distance \(\bar{y}\) from the axis of rotation. Then for the increment \(\delta l\) in the mean half length we find from (21):

1 when the axis of rotation is parallel to the axis of figure
\[
\begin{equation*}
\delta l_{3} / l=-\eta \omega_{3}{ }^{2} \rho\left(\kappa_{1}^{2}+\kappa_{2}^{2}+\eta^{2}\right) / E \tag{64}
\end{equation*}
\]
\(2^{\circ}\) when the axis of rotation lies in the central cross section and is perpendicular to a plane of symmetry
\[
\begin{equation*}
\delta l_{1} / l=\omega_{1}^{\prime \prime} \rho\left\{\frac{1}{3} l^{2}-\eta\left(\kappa_{1}^{4}+y^{3}\right)\right\} / E . \tag{65}
\end{equation*}
\]

The notation will easily be understood from the previous examples.
The effect of the excentric position is in either case to promote shortening of the mean length.

\section*{Gravity at the Earth's Surface.}
§ 23. Let a homogeneous elastic solid of any shape be suspended from a point on its surface. The centre of gravity must lie on the vertical through this point, say at a depth \(h\) below it. Taking the point of suspension for origin, and the axis of \(z\) vertically downwards, and denoting gravity by \(g\) so that \(Z=g \rho\), we find from (20), for an aeolotropic solid
\[
\delta v / v=g \rho h g_{0}
\]
whence, or from (23), for an isotropic solid
\[
\begin{equation*}
\delta c^{\prime} \cdot v^{\prime}=g \rho l_{1}: 3 k \tag{67}
\end{equation*}
\]

If on the other hand the solid rest on a smooth horizontal plane-or be supported at one or Vol. XV. Part IIf.
more points in a horizontal plane-let us take this for \(x y\) and let the axis of \(z\) be drawn vertically upwards through the c.G. Then putting \(Z=-\mathrm{g} \rho\) in (20), and noticing that
\[
\iint H x d S \text { and } \iint H y d S
\]
must vanish owing to the conditions of statical equilibrimm, we find for the change \(\delta v^{\prime}\) in the volume of an aeolotropic solid
\[
\begin{equation*}
\delta v^{\prime} / v=-g \rho h^{\prime} g_{0} . \tag{68}
\end{equation*}
\]

For an isotropic solid
\[
\begin{equation*}
\delta v^{\prime} / v=-g \rho h^{\prime} / 3 k \tag{69}
\end{equation*}
\]

In these two formulae \(h^{\prime}\) is the height of the C.g. above the horizontal plane of support. There may be a number of isolated areas of support, as in a girder bridge, provided all are in one horizontal plane; and in any such case in an isotropic material the volume is diminished or increased according as the C.G. in the position of equilibrium is above or below the level of the supports.

If the same material line be the axis of \(z\) in the two cases answering to (66) and (68), and the length of this diameter be \(d\), we find
\[
\begin{align*}
& \text { in the aeolotropic solid }\left(\delta v-\delta v^{\prime}\right) / v=\operatorname{g} \rho d g_{0} \ldots \\
& " \quad \text { isotropic } \quad, \quad\left(\delta v-\delta v^{\prime}\right) / v=\operatorname{g\rho d} / 3 k . \tag{71}
\end{align*}
\]

The quantity \(k\) is essentially positive, and thus in isotropic solids the volume is greater when the body is suspended and less when it is supported on a smooth plane than it would be if the body were free from the earth's attraction. The quantity \(g_{0}\) is positive as a rule in aeolotropic solids, but there is no obvious reason why in some solids it may not be negative for certain directions of the corresponding axis.
§ 2t. To get some idea of the magnitude of this effect in isotropic solids we shall consider some special cases of bodies which may reasonably be regarded as fairly isotropic. In steel* we may regard a length modulus of \(25 \times 10^{7}\) centimetres as a fair average for \(E\), and may put \(\eta=1 / 4\). Taking these values, and denoting the densities of steel when suspended and when supported by \(\rho, \rho^{\prime}\) respectively, we find for its density \(\bar{\rho}\) if unacted on by the earth's gravitation
\[
\bar{\rho}=\rho\left(1+2 h / 10^{9}\right), \quad \bar{\rho}=\rho^{\prime}\left(1-2 h^{\prime} / 10^{9}\right),
\]
where \(h\) and \(h^{\prime}\) are the lengths occurring in (67) and (69) measured in centimetres. If the bonly were a right cylinder its height would equal \(2 h\) or \(2 h\) '. Thus the cylinder would require to be j) motres high before its specific gravities when suspended and when supported differed from one another by one part in a million. Steel, or irom, is however the metal in which the effect is least. In such a metal as lead it is very much greater. Thus if we assign to \(E\) ' in cast lead* a length modulus of \(16 \times 10^{8} \mathrm{~cm}\). and suppose \(\eta=1 / 4\), the difference between the specific gravities when suspended and supported would amount to one part in a million in a cylinder about a third of a metre in height, i.e little over a foot.

\footnotetext{
* See the table of moduli in Sir W. Thomson's article on Elasticity in the Encyclopatha Dritannica.
}

In sheet lead, according to Sir W. Thomson's table, this difference of the specific gravities would arise in a cylinder about 4 inches high. Of course these numerical results are intended merely to give an idea of the magnitude of the effect, and it must not be supposed that the elastic data they are based on-more especially the hypothesis of uniconstant isotropy in sheet lead-possess any great accuracy.
§ 25. In the case of a right cylinder we can also find the alteration in the mean length due to the action of the earth's gravitation. Thus supposing the cylinder first suspended, and then supported on a smooth plane, with its axis of figure, taken as axis of \(z\), vertical we find from (15) for the mean increments \(\overline{\delta l_{3}}\) and \(\delta l_{3}{ }^{\prime}\) in the length \(l\) for any elastic material
\[
\begin{equation*}
\overline{\delta l_{3}} / l=-\delta \overline{\delta l}_{3}^{\prime} / l=\frac{1}{2} \mathrm{~g} \rho l / E_{3} \cdots \tag{72}
\end{equation*}
\]

Here \(E_{3}\) is Young's modulus for the direction parallel to the axis, and so presumably is essentially a positive quantity.

If again the cylinder be suspended with its axis horizontal in such a way as to prevent flexure-for instance, by a large number of strings attached to points along a generatorand the vertical plane \(a z\) contain the c.G., the axis of the cylinder being axis of \(z\), we find from (15) for the increment \(\delta l_{1}\) of the mean length
\[
\begin{equation*}
\delta l_{1} / l=-\eta_{31} g \rho h_{1} / E_{3} \tag{73}
\end{equation*}
\]
where \(h_{1}\) is the distance of the c.a. below the horizontal plaue through the points of suspension. While if the cylinder rest on a smooth horizontal plane in this position, the increment \(\delta l_{1}^{\prime}\) in the mean length is given by
\[
\begin{equation*}
\delta l_{1}^{\prime} / l=\eta_{31} g \rho h_{1}^{\prime} / \boldsymbol{E}_{3} \tag{74}
\end{equation*}
\]
where \(\mu_{1}^{\prime}\) is the height of the c.G. above the supporting plane.
For an isotropic material we have only to replace \(E_{3}\) by \(E\) and \(\eta_{31}\) by \(\eta\) in the last three formulae.

The general conclusion we are led to is that under the action of gravity any elastic right cylinder lengthens when suspended with its axis vertical and shortens when suspended with its axis horizontal, unless in the latter case \(\eta_{: 31}\) be negative; but when supported on a smooth horizontal plane it shortens when its axis is vertical and lengthens, unless \(\eta_{31}\) be negative, when its axis is horizontal.

If we suppose the same diameter \(d\) vertical in the two cases (73) and (74) we get
\[
\left(\bar{\delta} l_{1}^{\prime}-\bar{\delta} l_{1}\right) / l=\eta_{31} g \rho d / E_{3} .
\]

Comparing this with (72) written as
\[
\begin{equation*}
\left(\delta l_{3}-\overline{\delta l_{3}^{\prime}}\right) / l=\operatorname{g} \rho l / E_{\mathrm{z}} \tag{76}
\end{equation*}
\]
we see how much more effective gravity is in altering the length of a long bar, of small diameter, when its axis is vertical than when it is horizontal. But if the diameter of a
long horizontal cylinder be considerable, the effect of gravity on its length is deserving of attention, especially in materials such as lead or gold, and to a smaller extent in silver and platinum.

In any right cylinder the mean change in the cross section in the several cases just treated may be found by combining the results for \(\delta v\) and \(\delta l\) by means of the formula
\[
\begin{equation*}
\delta \sigma \sigma=\delta u^{\prime} u-\delta l l \tag{75}
\end{equation*}
\]
§20. As the plane supporting a solid is never quite smooth, it is desirable to see what effect the roughness of this plane would have on the previous results. Confining our attention to isotropy, we require to add to the value of \(\delta v\) for a cylinder supported with its axis vertical on the plane \(z=0\), the value of the surface integral
\[
\frac{1}{3 k} \iint(F x+C y y) d x d y
\]
taken over the supported base, where \(F\) and \(G\) are the components parallel to \(x\) and \(y\) of the frictional forces.

Let \(N\) and \(T\) be the components of the frictional force at any point along and perpendicular to the radius vector from the origin. Then the above integral becomes
\[
\frac{1}{3 k} \iiint N r d x d y .
\]

Now the tendency of the supported solid-whose c.g. is assumed above the supporting plane-shortening under gravity is clearly to expand horizontally, and thus the frictional force is towards the origin, or \(N\) is negative. The surface integral is thus negative and from the corrected formula (69), viz.
\[
\begin{equation*}
\delta v^{\prime}=-g \rho h^{\prime} v / 3 k+\iint\left(N_{r} / 3 k\right) d x d y \tag{78}
\end{equation*}
\]
we see that this correction tends to increase numerically the reduction in volume due to the action of gravity.

The corrected formula (72) under the same conditions is
\[
\begin{equation*}
\overline{\delta l_{3}^{\prime}}=-g \rho l^{2} / 2 E-\iint(\eta N r / E \sigma) d x d y \tag{79}
\end{equation*}
\]
where the surface integral is taken over the supported base.
The frictional forces thus tend to reduce numerically the shortening in the cylinder's length due to gravity. The corrections in these two cases are less, ceteris paribus, the smaller the base of the bordy.

\section*{Bodies ander the mutual gravitation of their parts.}
§ 27. In a gravitating notere of radius \(R\), volume \(v\) and uniform density \(\rho\) we have
\[
X / n=Y / y=Z / z=-g \rho / R,
\]
where \(g\) is the acceleration of "gravity" at the surface. Substituting these values in (20) and remembering ( \(\mathbf{1 0}\) ), we deduce for the change of volume in any elastic sphere
\[
-\delta v=g \rho R v / \partial k
\]

Knowing the change of volume we can at once deduce the change of radius. If we were to apply this result to a sphere of the earth's size and mass, we should find that unless we assigned to \(k\) a much greater value than in any known material, under normal conditions, our formula would imply strains much in excess of those to which the mathematical theory of elasticity is legitimately applicable.
§ 28. To determine the effect of a small deviation from the spherical form, let us consider a homogeneous solid whose surface is given by
\[
\begin{equation*}
r=R+\Sigma\left(R_{i} \sigma_{i}\right) \tag{sl}
\end{equation*}
\]
where \(R_{i} \sigma_{i}\) represents a term, or a series of terms, involving surface spherical harmonies of degree \(i\), and the ratio of each term to \(R\), or the ratio of the sum of all the terms of all degrees to \(R\), is supposed so small its square is negligible. For such a body the gravitational potential is given by
\[
\begin{equation*}
V=-\frac{1}{2 g} r^{2} / R^{2}+\Sigma\left(3 \operatorname{gg} R_{i} \sigma_{i}(r / R)^{2} \div(2 i+1)\right\} \tag{82}
\end{equation*}
\]
where g represents the mean value of "gravity" at the surface.
Supposing the material elastically homogeneous but of the most general aeolotropic character given by (1), we find the change of volume from (20) by substituting
\[
X=\rho \frac{d V}{d x}, \quad Y=\rho \frac{d V}{d y}, \quad Z=\rho \frac{d V}{d z}, \quad F=G=H=0 .
\]

The sum of the terms independent of \(\sigma_{i}\) inside the integral is simply \(-2 \mathrm{~g} \rho R^{-1} \chi_{0}\). Thus integrating the terms involving \(\sigma_{i}\) by parts we find, using (10) and representing the element of normal to the surface by du,
\[
\begin{align*}
-\delta v / g \rho & =\iiint 2 R^{-1} \chi_{n} d x d y d z \\
& -\Sigma\left[3 R^{-i}(2 i+1)^{-1} \iint R_{i} \sigma_{i} i^{i} \frac{d \chi_{0}}{d \mathfrak{n}} d s^{i}\right] \\
& +\Sigma\left[3 R^{-i}(2 i+1)^{-1} \iiint R_{i} \sigma_{i} r^{i} k^{-1} d x d y d z\right] \tag{83}
\end{align*}
\]
where the volume integrals are taken throughout the entire volume, and the surface integral over the whole surface ( 81 ).
Now
\[
\iiint 2 R^{-1} \chi_{0} d x d y d z=2 \iiint R^{-1}\left(r^{-1} \chi_{0}\right) r^{-1} \sin \theta d r d \theta d \phi,
\]
and as \(r^{-2} \chi_{0}\) is independent of \(r\) this becomes, neglecting terms of order \(\left(R_{i} \sigma_{i} / R\right)^{2}\),
\[
\iiint 2 R^{-1} \chi_{0} d x d y d z=\frac{2}{\overline{3}} R^{4} \iint\left\{1+5 \Sigma\left(R_{i} \sigma_{i} / R\right)\right\}\left(r^{-2} \chi_{0}\right) \sin \theta d \theta d \phi
\]

But
\[
\begin{align*}
r^{-2} X_{0} & =\frac{1}{2} r^{n-3}\left(e_{0} x^{2}+f_{0}^{2} y^{2}+g_{1} z^{2}+a_{0} y z+b_{1} z x+c_{0} x y\right) \\
& =\frac{1}{0}\left(e_{0}+f_{0}+y_{0}\right)+\text { sum of surface harmonics of } 9_{\text {nd }} \text { degree. } \tag{84}
\end{align*}
\]

Thus using (10) and remembering that the integral of a surface harmonic over the surface of the sphere vanishes, we obtain
\[
\iiint 2 R^{-1} \chi_{n} d v d y d z=\frac{2}{3} R^{4}\left(\frac{2}{3} \frac{\pi}{R}\right)+2 R^{s} \iint \Sigma\left(R_{i} \sigma_{i} / R\right)\left(r^{-2} \chi_{0}\right) \sin \theta d \theta d \phi .
\]

Agrain in the surtace integral in (5\%) we may replace \(\frac{d \chi_{n}}{d n}\) by \(\frac{d \chi_{n}}{d r}\), or \(2 \chi_{n \prime}\), and may then put \(r=R\). Also transfoming the last volume integral in ( \(8: 3\) ) into polar coordinates, and neglecting terms of order \(\left(\boldsymbol{K}_{i} \sigma_{i} / R\right)^{*}\), we see that the integral vanishes by the ordinary property of surface harmonics. Thus, combining the several simplifications, we replace ( \(8: 3\) ) by
\[
\begin{equation*}
-\delta^{\prime} g \rho=R r^{\prime} \cdot \tilde{m}+\unrhd R^{4} \iint \leq\left\{\left(1-\frac{3}{\underline{-}+1}\right) \frac{R_{i} \sigma_{i}}{R}\right\}\left(r^{-n} \chi_{0}\right) \sin \theta d \theta d \phi . \tag{85}
\end{equation*}
\]

Refering to (st) we see at once from the ordinay properties of surface harmonies that the only terms in \(\Sigma\left(R_{i} \sigma_{i}\right)\) which can contribute anything to \(\delta v\) are those of the second degree. Again, the most general possible form of \(R_{2} \sigma_{2}\) is given by
\[
\begin{equation*}
R_{2} \sigma_{2}^{\prime} R=\frac{1}{2} r^{-2}\left(A_{2} x^{2}+B_{y} y^{2}+C_{2} z^{2}+2 D_{2} y z+2 E_{2} z x+2 F_{y} x y\right) . \tag{86}
\end{equation*}
\]
where the constants are subject to the one condition
\[
\begin{equation*}
A_{z}+B_{z}+C_{z}=0 . \tag{57}
\end{equation*}
\]

Thus we may replace (s.i) by
where do is the element of surface of a sphere of unit radius.
Suw it is easy to prove
\[
\iint w^{4} d x=\ldots=3 \iint y^{2} z^{2} d d=\ldots=4 \pi / 5
\]
while the integrals of all terms involving an old power of \(x, y\) or \(z\) vanish.
Thus using (87) we obtain from (88)
\[
\begin{equation*}
-\delta v^{v}=\frac{g \rho R v}{\bar{\partial} k}\left\{1+\frac{2 k_{0}}{5}\left(A_{2} e_{0}+B_{u} f_{u}+C_{2} g_{n}+D_{u} a_{0}+E_{0} b_{0}+F_{2} c_{0}\right)\right\} \tag{89}
\end{equation*}
\]
where \(A_{=}, B_{2}, C_{8}^{\prime}\) are subject to ( 87 ).
This form of the realt may be the most convenient under certain conditions, since the stress-strain relations in most kinds of aeolotropy are simplified by taking the axes of conordinates in certain fixed directions, but the physical meaning may be rendered clearer by a change of axes.

By the properties of quadric surfaces we may change the directions of the axes, keeping them orthogonal, so as to transform (86) into
where
\[
R_{z} \sigma_{2} / R=\frac{1}{2} r^{\prime-2}\left(A_{2}^{\prime} x^{\prime 2}+B_{2}^{\prime} y^{\prime 2}+C_{2}^{\prime} z^{\prime \prime 2}\right) .
\]
\[
\begin{equation*}
A_{2}^{\prime}+B_{2}^{\prime}+C_{2}^{\prime}=A_{2}+B_{2}+C_{2}=0 \tag{91}
\end{equation*}
\]

Thus putting \(\quad C_{2}^{\prime}=2 A_{2}{ }^{\prime \prime}, \quad B_{2}{ }^{\prime}=-\left(A_{2}{ }^{\prime \prime}+B_{2}{ }^{\prime \prime}\right), \quad A_{2}{ }^{\prime}=B_{2}{ }^{\prime \prime}-A_{2}{ }^{\prime \prime}\)
we have
\[
R_{2} \sigma_{2} / R=\frac{1}{2} r^{-2}\left\{A_{2}^{\prime \prime}\left(2 z^{\prime 2}-x^{\prime 2}-y^{\prime \prime}\right)+B_{2}^{\prime \prime}\left(x^{\prime 2}-y^{\prime 2}\right)\right\} .
\]

Let now \(e_{0}{ }^{\prime}, f_{0}^{\prime}, g_{0}{ }^{\prime}\) be the extensions, for uniform normal unit tension, in the directions of the new axes, then we transform (89) into
or
\[
\begin{align*}
& -\delta v=\frac{g \rho h v}{\bar{\partial} h}\left[1+\frac{\partial}{\bar{j}} k\left\{A_{2}^{\prime \prime}\left(2 g_{0}^{\prime}-e_{0}^{\prime}-f_{0}^{\prime}\right)+B_{2}^{\prime \prime}\left(e_{0}^{\prime}-f_{0}^{\prime}\right)\right\}\right] .  \tag{a}\\
& -\delta v=\frac{g \rho R v}{5 k}\left[1+\frac{\partial}{\bar{y}}\left\{A_{2}^{\prime \prime}\left(3 k g_{0}^{\prime}-1\right)+k B_{2}^{\prime \prime}\left(e_{0}^{\prime}-f_{0}^{\prime}\right)\right\}\right] \ldots . . \tag{b}
\end{align*}
\]

Now a positive value of \(A_{2}\) " means an increase of that diameter in whose direction \(g_{0}{ }^{\prime}\) is measured and a diminution of all perpendicular diameters, while a positive value of \(B_{2}{ }^{\prime \prime}\) means an increase of that diameter in whose direction \(e_{0}^{\prime}\) is measured, a diminution of that diameter in whose direction \(f_{0}^{\prime}\) is measured, and an unchanged length in that diameter in whose direction \(g_{0}^{\prime}\) is measured. Thus the general result implied in ( 89 ) or ( 94 ) is that the diminution in volume in the mass due to its own gravitation is greater or less than in a sphere of equal volume according as the longest diameters in the nearly spherical body
\[
r=R+R_{2} \sigma_{2}
\]
are directions in the material along which the reduction of length accompanying uniform normal pressure is above or below the average.

For any isotropic material the reduction in volume has the same value as in a sphere of equal volume. Thus the reduction in volume of a given isotropic mass due to its mutual gravitation is in general either a maximum or a minimum when the bounding surface is spherical.

To determine whether in this case the reduction is a maximum or a minimum we would require to go at least as far as terms of order \(\left(R_{i} \sigma_{i} / R\right)^{2}\), and it would be necessary to employ a more exact formula for the potential than (82). Such formulae are unknown to me save for ellipsoids, in which case we can go to any required degree of accuracy. As regards harmonic terms of degrees above the second, it seems most likely that for a given maximum value of \(R_{i} \sigma_{i}\) the effect on the change of volume will in general be less the greater \(i\) is. Thus the secoud harmonic term, unless relatively inconsiderable, may be anticipated to have usually a predominating inftuence. When the elastic properties of the medium, while showing aeolotropy, vary but little in different directions, the terms in \(A_{2}{ }^{\prime \prime}\) and \(B_{2}^{\prime \prime}\) in \((94)\) may conceivably be of no greater importance than those depending on the squares of the harmonic terms. It has thus appeared desirable not to assume isotropy in the following treatment of the ellipsoid ceven when nearly spherical.
§ 29. Let \(a, b\), e be the semi-axes of an ellipsoid of uniform density \(\rho\) and volume \(v\), of a homogeneous aeolotropic clastic material given by (1), and let
\[
\begin{equation*}
\psi=\int_{\infty}^{n} \frac{d u}{\sqrt{\left(a^{2}+u\right)\left(b^{2}+u\right)\left(c^{2}+u\right)}} . \tag{95}
\end{equation*}
\]

Then denoting by \(\mu\) the gravitational force between two unit masses at unit distance, we find for the bodily forces*
where
\[
\begin{gather*}
X=-\rho A x, \quad Y=-\rho B y, \quad Z=-\rho C z, \\
A=3 \mu \rho v \frac{d \psi}{d a^{2}}, \quad B=3 \mu \rho v \frac{d \psi}{d b^{2}}, \quad C=3 \mu \rho v \frac{d \psi}{d \mathrm{c}^{2}} \tag{96}
\end{gather*}
\]

The surface forces everywhere vanish. Thus from (20) we find for the change in volume of the ellipsoid due to its mutual gravitation
\[
\begin{align*}
-\delta v / \rho & =\iiint\left(x^{2} A e_{0}+y^{2} B f_{0}+z^{2} C g_{0}\right) d x d y d z \\
& =\frac{1}{5} v\left\{z^{2} A e_{0}+\mathrm{b}^{2} B f_{0}+c^{2} C g_{0}\right\} \ldots \ldots \ldots \tag{97}
\end{align*}
\]

If \(g_{1}, g_{2}, g_{3}\) be the ralues of "gravity" at the ends of the three principal axes of figure
\[
\begin{gather*}
\mathrm{a} A=g_{1}, \quad \mathrm{~b} B=\mathrm{g}_{3}, \quad \mathrm{c} C=g_{3} ; \\
-\delta v / v=\frac{1}{\hbar} \rho\left(\operatorname{ag}_{2} e_{v}+\log _{2} f_{n}+\mathrm{cg}_{3} g_{n}\right) .  \tag{98}\\
-\delta v / v=\frac{1}{15} \frac{\rho}{h}\left(\operatorname{ag}_{1}+b g_{2}+\operatorname{cg}_{3}\right) . \tag{99}
\end{gather*}
\]
thus \(\qquad\)
or for isotropy
The quantities \(A, B, C\), or \(g_{1}, g_{2}, g_{3}\) may be expressed as elliptic integrals.
When the ellipsoid is nearly spherical, let
\[
b^{2} / a^{2}=1-\epsilon_{1}^{2}, \quad c^{2} / a^{2}=1-\epsilon_{2}^{2}
\]

Then expanding \(\frac{d \psi}{d a^{2}}\) etc. in powers of \(\epsilon_{1}\) and \(\epsilon_{2}\), and neglecting powers above the fourth, we casily find
\[
\left.\begin{array}{l}
A=\frac{3 \mu \rho v}{a^{3}}\left(\frac{1}{3}+\frac{\epsilon_{1}^{2}+\epsilon_{2}^{2}}{10}+\frac{3 \epsilon_{1}^{4}+2 \epsilon_{1}^{3} \epsilon_{2}^{2}+3 \epsilon_{2}^{4}}{56}\right), \\
B=\frac{3 \mu \rho v}{a^{3}}\left(\frac{1}{3}+\frac{3 \epsilon_{1}^{2}+\epsilon_{2}^{2}}{10}+\frac{15 \epsilon_{1}^{4}+6 \epsilon_{1}^{3} \epsilon_{2}^{2}+3 \epsilon_{2}^{4}}{56}\right),  \tag{101}\\
C=\frac{3 \mu \rho v}{a^{3}}\left(\frac{1}{3}+\frac{\epsilon_{1}^{3}+3 \epsilon_{2}^{2}}{10}+\frac{3 \epsilon_{1}^{4}+6 \epsilon_{1}^{3} \varepsilon_{2}^{u}+15 \epsilon_{2}^{4}}{56}\right)
\end{array}\right\}
\]

Now let \(l\) be the radius of a sphere equal in volume and mass to the ellipsoid, and let \(g\) be the value of "gravity" at its surface; then
\[
\left.\begin{array}{l}
R^{s}=a b c=a^{3}\left(1-\epsilon_{1}^{2}\right)^{\frac{1}{2}}\left(1-\epsilon_{2}^{2}\right)^{\frac{1}{2}},  \tag{102}\\
\mu \rho v_{1} / R^{3}=g
\end{array}\right\} .
\]

\footnotetext{
*Sce Thomson and Tait's Natural Philosophy, Vol. I., Part 1r., p. 47.
}

Substituting the values of \(A, B, C\) from (101) in (97), eliminating a, b, c by means of (100) and (102) and arranging the terms, we find
\[
\begin{aligned}
& -\delta v=\frac{1}{\bar{\sigma}} g \rho R v\left[e_{n}+f_{n}+g_{0}+\frac{2}{1}\left\{\epsilon_{1}^{2}\left(e_{0}+g_{0}-2 f_{0}\right)+\epsilon_{2}^{2}\left(e_{n}+f_{0}-2 g_{0}\right)\right\}\right. \\
& \left.-\frac{1}{315}\left\{\epsilon_{1}^{4}\left(47 f_{0}-13 e_{n}-18 g_{0}\right)-\epsilon_{1}^{2} \epsilon_{2}^{2}\left(11 e_{0}+5 f_{n}+5 g_{0}\right)+\epsilon_{2}^{4}\left(47 g_{0}-13 e_{n}-13 f_{0}\right)\right\}\right] \ldots(103) .
\end{aligned}
\]

Employing (10), we may write this in the more convenient form
\[
\begin{align*}
-\delta v= & g \rho R v\left[1-\frac{\epsilon_{1}^{4}-\epsilon_{1}^{2} \epsilon_{2}^{v}+\epsilon_{2}^{4}}{45}+\frac{9}{15}\left\{\epsilon_{1}^{u g}\left(1-3 k f_{0}\right)+\epsilon_{2}^{2}\left(1-3 k g_{0}\right)\right\}\right. \\
& \left.+\frac{2}{31.5}\left\{10 \epsilon_{1}^{4}\left(1-3 k f_{0}\right)+\epsilon_{1}^{2} \epsilon_{2}^{v}\left(3 k k e_{n}-1\right)+10 \epsilon_{2}^{4}\left(1-3 k g_{0}\right)\right\}\right] . \tag{104}
\end{align*}
\]

It is easy to show that the terms in \(\epsilon_{1}{ }^{2}\) and \(\epsilon_{2}{ }^{2}\) agree with those already obtained in (94).

For any isotropic material we have the simple result
\[
\begin{equation*}
-\delta v=\frac{g \rho K v}{3 k}\left(1-\frac{\epsilon_{1}^{4}-\epsilon_{2}^{2} \epsilon_{2}^{2}+\epsilon_{2}^{4}}{45}\right) \ldots \tag{10.5}
\end{equation*}
\]

Thus in an isotropic nearly spherical ellipsoid the reduction in volume is always less than in a sphere of equal volume, or the sphere is that form of ellipsoid in which the reduction of rolume due to the mutual gravitution of the parts is a maximum. The smallness however of the terms in (105) depending on the eccentricity seems rather remarkable.

In an aeolotropic material the terms in \(\epsilon_{1}{ }^{4}, \epsilon_{1}{ }^{4} \epsilon_{2}{ }^{2}\) and \(\epsilon_{2}{ }^{4}\) which depend on differences of elastic quality in different directions have obviously the same physical import as the terms in \(\epsilon_{1}{ }^{2}\) and \(\epsilon_{2}{ }^{2}\); i.e. they signify an increased or diminished reduction of volume relative to that in the sphere according as the longest diameters are directions in which the contraction under uniform normal pressure is above or below the average.

For a prolate spheroid about the axis 2a, putting \(\epsilon_{2}{ }^{2}=\epsilon_{1}{ }^{2}=\epsilon^{2}\) in (104), and using (10), we get
\[
\begin{equation*}
-\delta v=\frac{g \rho R v}{\bar{\partial} k}\left[1-\frac{\epsilon^{4}}{45}+\frac{2}{15} \epsilon^{2}\left(1+\frac{11}{21} \epsilon^{2}\right)\left(3 k e_{0}-1\right)\right] \tag{106}
\end{equation*}
\]

For an oblate spheroid about the axis 2 c , putting \(\epsilon_{1}=0\), and \(\epsilon_{2}=\epsilon^{\prime}\) in (104), we find
\[
\begin{equation*}
-\delta v^{\prime}=\frac{g \rho R v}{5 k}\left[1-\frac{\epsilon^{\prime \prime}}{4.5}+\frac{2}{15} \epsilon^{\prime^{\prime 2}}\left(1+\frac{10}{21} \epsilon^{\prime \prime}\right)\left(1-3 k g_{n}\right)\right], \tag{107}
\end{equation*}
\]

As in (104), \(R\) denotes the radius of the sphere of equal volume and \(g\) gravity at its surface.

We notice that \(\delta v^{\prime}=\delta v\) when \(\epsilon^{\prime}=\epsilon\) in all isotropic materials. In an aeolotropic material when the spheroids have their axes of figure in the same direction in the material, \(e_{0}\) in (106) and \(y_{n \prime}\) in (107) are identical. Thus when \(\epsilon^{\prime}=\epsilon\) the effects of aeolotropy in the two spheroids are very nearly equal numerically, though of opposite sign.

Sin. In this paper our attention has hitherto been confined to the mean values of the strains, but we may obvionsly from the equality of (I.) and (II.) arrive even more easily at the mean ralues of the stresses. For instance, to find the mean value of \(x\) answering to a given system of applicel forces, viz. \(X, Y, Z\) per unit of volume, and \(F\). (,\(H\) per unit of surface, put \(f^{\prime}=g^{\prime}=u^{\prime}=b^{\prime}=c^{\prime}=0 \mathrm{in}\) (II.), and regard \(e^{\prime}\) as constant. Then for the corresponding displacements we have
\[
\begin{equation*}
\alpha^{\prime}=e^{\prime} x, \quad \beta^{\prime}=\gamma^{\prime}=0 . \tag{10S}
\end{equation*}
\]
and so from (I.) and (II.), dividing out by \(e^{\prime}\), we find
\[
\begin{equation*}
\iiint \tilde{x} d u d y d z=\iiint X^{x} u d x d y d z+\iint F w d S \tag{109}
\end{equation*}
\]
where the volume integrals are taken throughout the whole volume and the surface integral over the entire surface, or surfaces, of the solid.

Again, regarding \(a^{\prime}\) as constant, putting
\[
e^{\prime}=f^{\prime \prime}=g^{\prime}=b^{\prime}=c^{\prime}=0 \text { in (II.), }
\]
and substituting in (I.) the corresponding displacements, viz.
\[
\begin{equation*}
\alpha^{\prime}=0, \beta^{\prime} z=\gamma^{\prime} \mid y=u^{\prime}, 2 . \tag{110}
\end{equation*}
\]
we find
\[
\begin{equation*}
\iiint \int_{\bar{z}} d u d y d z=\frac{1}{2} \iiint(Y z+Z y) d w d y d z+\frac{1}{2} \iint(G z+H y) d \mathrm{~S} . \tag{111}
\end{equation*}
\]

The formulae for the other mean stresses may be written down from symmetry.
The results for the mean stresses are wholly independent of the acolotropic or isutropic nature of the medium. They may be verified in the simplest manner by direct reference to (12) and (1:3).

The information derivable from the values of the mean strains and stresses is necessarily in general of an imperfect character, as the law of variation of the strains and stresses throughout the solid is essential to a complete study of an elastic problem. Still the mean strains and stresses may indirectly prove of considerable service in verifying the accuracy of mathematical work, aud perhaps occasionally in affording a test of the sufficiency of theorics which supply for a definite physical problem a mathematical substitute as to whose approximate equivalence doubts may be entertained.
[April 22, 1892. By ordinary Statics the bodily and surface forces must satisty three equations such as
\[
\iiint X d x d y d z+\iint F d S=0
\]
and three such as
\[
\iiint\left(Z_{y}-V^{r} z\right) d x d y d z+\iint(H y-G z) d S=0
\]

Employing these we can write some of the gencral formulate in the paper in a variety of equivalent forms. For instance, we may transform (1.5) into
\[
\begin{aligned}
& E_{0} v y=\iiint\left[X\left(-\eta_{012} x-\eta_{30} y-\eta_{5 s} z\right)+Y\left(-\eta_{32} y-\eta_{: 4} z\right)+Z z\right] d x d y d z \\
& +\iint[F(\quad)+G(\quad)+H z] d 心,
\end{aligned}
\]
and may combine (20) and (111) in the form
\[
n \bar{w}=\iiint \bar{y} d x d y d z=\iiint\{(1-p) Y z+\rho Z y\} d x d y d z+\iint\{(1-p)(z z+p H y\} d S,
\]
where \(p\) is any constant, including 0.]

\title{
X. The Isotropic Elostic Sphere and Spherical Shell. By C. Chree, M.A., Fellow of King's College.
}
[Read February 13, 1893.]

\section*{CONTENTS.}

PART I. GIVEN BODILY AND SURFACE FORCES.
§ 1. Historical Introduction.
§ 2. Fundamental Equations.
§ 3. Three classes of displacements.
§ 4-11. Pure radial displacements :
General results, thin shell, limits to applied | 8 88-40. Solid sphere.
forces, stress-gradient curves, comparison of bodily and surface forces.
§§ 12-13. Mode of presenting surface forces.
\$8 14-15. Solution in arbitrary constants for displacements of second and third classes,
§ 16. Equations determining arbitrary constants.
SS 17-22. Pure transverse displacements:
General results, thin shell, limits to applied forces, effect of degree of harmonies, har. monics of degree 1 .
§ 23-37. Mixed radial and transverse displacements: Determination of arbitrary constants, values of displacements and stresses, thin shell, limits to applied forces, effect of degree of harmonics, stress gradient curves, summary of results.
§41. Nearly solid shell.
PART II. GIVEN SURFACE DISPLACEMENTS.
§ 42. Pure radial displacements.
§ 43. Pure transverse displacements.
§§ 44-51. Mixed radial and transverse displacements, ete.: Determination of arbitrary constants, values of displacements, thin shell, solid sphere, nearly solid shell.
§ 52. One surface arbitrarily displaced, other free.

\section*{Part I.}

Equilibrium under given bodily and surface forces.
§ 1. THe determination of the displacements, strains and stresses in an isotropic elastic spherical shell is of great interest as one of the few elastic problems of which a mathematically exact solution has been obtained. The problem has been solved in several different ways, but with results rather of mathematical than physical interest. The aim of the present solution may best be indicated by a brief reference to previous solutions.

The first treatment of the problem is due to Lamé*, who considered the case when the surfaces of the shell are acted on by any given forces, but took into account only one or two simple systems of bodily forces. His solution is in polar coordinates, and is an elegant if somewhat lengthy piece of analysis. It obtains expressions for the displacements involving arbitrary constants, and the method of determining these from the

\footnotetext{
* Liowille's Journal, Tome 19, pp. 51-87, 1854.
}
surface conditions is clearly shown. A physicist, however, desirous of applying the solution in practice would probably find the labour of determining these constants sufficiently arduous to deter him from his purpose.

A solution better known in this country is that of Lord Kelvin*. It is in some important respects more complete than Lamés, as the method of treating bodily forces derivable from a potential is included, and the case of given surface displacements is also considered. In the opinion of Thomson and Tait \(\dagger\) the use of Cartesian coordinates in this solution in place of the polar coordinates of Lamé is a great simplification.

This is not an opinion which the author of the present solution can endorse, and it seems to him that for practical purposes Lord Kelvin's solution stands very much in the same position as Lamés.

Recently the cases of given surface displacements and given surface forces have been solved in a way quite unlike cither of the preceding by Cerrutif. His results in the case of surface displacements are intelligible only to one faniliar with what may be called the "potential methods" of solution originated by Betti and Lord Kelvin, and whose best known applications are due to Boussinesq. Judging by the abstract in the 'Beiblatter' to Wiedemam's Amalen§ the solution for given surface forces-the original of which the author has not seen-is of the same character. The mathematical difficulties in this form of solution are very great, and the results do not seem of such a character as to lend themselves readily to practical applications.

In 1887 a paper|| was contributed by the author to the Society, containing inter alia a solution in polar coordinates which led by a more direct route than Lamés to equivalent results.

This paper determined explicitly the arbitrary constants for the case of a solid sphere under given normal surface forces, or with given normal surface displacements, but for other cases the results laboured under similar disadvantages to Lamés, as the labour of determining the arbitrary constants was left for the reader. This defect it is the primary object of the present paper to remove. It assumes the mathematical work of the previous paper, reproducing only so much as is required to render the results clearly intelligible; it then determines the arbitrary constants for all cases and furnishes an explicit solution applicable without serious trouble to any special problem. The opportunity is also taken of considering in some detail the conclusions to which the solution leads when the shell is very thin.

The results obtained in this case, being independent of any assumptions as to the relative magnitudes of the several stresses, seem not unlikely to be of service in testing the results arrived at by the ordinary treatment of thin shells.

It must of course be borne in mind that there may exist in some other forms of thin shells phenomena widely different from those shown by a complete spherical shell.

\footnotetext{
- Royal Society's Transactions for 1863, p. 583; or \(\ddagger\) Iend. I. dec. dei Lincei 5,2 sem. pp. 189-201, 1889 ; Thomson and Tait's Natural Philosophy, D'art 11., pp. also Mem. R. Acc. dei Lincei, pp. 25-44, 1890. 735 et seq.
§ Bd. xv. pp. 630-1.
+ Natural Philosophy, vol. 1. Part In., Art. 735.
|| Cand. Phil. Trans. vol. xiv. pp. 250-369.
}

For example, the strains and stresses produced by the flexure of thin plates with straight or curved edges, especially in the case of narrow strips, or the strains and stresses produced by surface forces at points on a thin shell where the curvature is unusually great, for instance near the ends of the axis of a very prolate spheroid, may follow laws which bear but a slight resemblance to those arrived at here.
§ 2. Employing the ordinary polar coordinates \(r, \theta, \phi\) as in my previous paper, and denoting the displacements by \(u, v, w\), we have for the components of strain
\[
\begin{align*}
& \frac{d u}{d r} \\
& \ddot{r}+\frac{1}{r} d v \\
& \frac{u}{r}  \tag{1}\\
& \frac{v}{r}+\frac{v}{r} \cot \theta+\frac{1}{r \sin \theta} \frac{d w}{d \phi}, \\
& 1 \\
& \bar{r} \sin \theta \frac{d v}{d \phi}+\frac{1}{r} \frac{d v}{d \theta}-\frac{w}{r} \cot \theta, \\
& \frac{d w}{d r}-\frac{w}{r}+\frac{1}{r \sin \theta} \frac{d u}{d \phi}, \\
& \frac{1}{r} \frac{d u}{d \theta}+\frac{d v}{d r}-\frac{v}{r}
\end{align*}
\]

Of these the first three are in the terminology of Todhunter and Pearson's "History", stretches, the last three slides, i.e. shearing strains.

The dilatation \(\delta\) is given by
\[
\begin{equation*}
\delta=\frac{d u}{d v}+\frac{2 u}{r}+\frac{1 d v}{r d \theta}+\frac{v}{r} \cot \theta+\frac{1}{r \sin \theta} \frac{d w}{d \phi} . \tag{2}
\end{equation*}
\]

The stresses, employing Professor Pearson's notation*, are
\[
\left.\begin{array}{l}
\widehat{r r}=(m-n) \delta+2 n \frac{d u}{d r}, \\
\widehat{\theta \theta}=(m-n) \delta+2 n\left(\frac{u}{r}+\frac{1}{r} \frac{d v}{d \theta}\right), \\
\widehat{d \phi}=(m-n) \delta+2 n\left(\frac{u}{r}+\frac{v}{r} \cot \theta+\frac{1}{r \sin \theta} \frac{d w}{d \bar{\phi}}\right),  \tag{3}\\
\widehat{r \theta}=n\left(\frac{d v}{d r}-\frac{v}{r}+\frac{1}{r} \frac{d u}{d \theta}\right), \\
\widetilde{r \phi}=n\left(\frac{d w}{d r}-\frac{w}{r}+\frac{1}{r \sin \theta} \frac{d u}{d \phi}\right), \\
\theta \phi=n \frac{1}{r}\left(\frac{d w}{d \theta}-w \cot \theta+\frac{1}{\sin \theta} \frac{d v}{d \phi}\right)
\end{array}\right\}
\]
where \(m\) and \(n\) are Thomson and Tait's elastic constants.
Of the stresses the last three in (3) are the shearing stresses.

\footnotetext{
* Todbunter and Pearson's History, vol. I. pp. 882-3.
}

For shortness let
\[
\begin{align*}
& \mathbf{A}=\frac{1}{r^{2} \sin \theta}\left\{\frac{d}{d \theta}\left(w r^{r} \sin \theta\right)-\frac{d}{d \bar{\phi}}(v r)\right\}, \\
& \mathbf{B}=\frac{1}{\sin \theta}\left\{\frac{d u}{d \phi}-\frac{d}{d r}(w r \sin \theta)\right\},  \tag{4}\\
& \mathfrak{C}=\sin \theta\left\{\frac{d}{d r^{r}}(v r)-\frac{d u}{d \theta}\right\}
\end{align*}
\]

Then for an isotropic solid of uniform density \(\rho\), acted on by bodily forces derived from a potential \(V\), the intermal equations of equilibrium are
\[
\left.\begin{array}{r}
(m+n) r^{2} \sin \theta \frac{d \delta}{d r}-n \frac{d \mathbb{C}}{d \theta}+n \frac{d \mathbf{B}}{d \phi}+\rho r^{2} \sin \theta \frac{d V}{d r}=0, \\
(m+n) \sin \theta \frac{d \delta}{d \theta}-n \frac{d \boldsymbol{A}}{d \phi}+n \frac{d \mathbb{C}}{d r}+\rho \sin \theta \frac{d V}{d \theta}=0 \\
(m+n) \operatorname{cosec} \theta \frac{d \delta}{d \phi}-n \frac{d \mathbf{B}}{d r}+n \frac{d \boldsymbol{A}}{d \theta}+\rho \operatorname{cosec} \theta \frac{d V}{d \phi}=0
\end{array}\right)
\]
§3. We shall consider first the case of given surface forces.
If over a bounding spherical surface the components of the applied forces along \(r, \theta, \phi\) be respectively \(F, G, H\), then the surface conditions are
\[
\left.\begin{array}{l}
\bar{r}  \tag{6}\\
\bar{x} \\
\bar{x} \\
= \pm G, \\
\bar{\phi} \\
= \pm H
\end{array}\right\} .
\]
where the + sign is taken at the outer, the - sign at the inner boundary.
The displacements constituting the solution of (5) and (6) for a spherical shell may most conveniently be subdivided into the following three classes:
(i) Pure radial displacements, in which there is no displacement perpendicular to the radius;
(ii) Pure transverse displacements, in which there is no displacement along the radius;
(iii) Mixed radial and transverse displacements.

Class I. Pure radiul displacements.
§ 4. These displacements in practical cases answer to bodily forces derived from a potential
\[
V r^{2}+V^{\prime} r^{-1}
\]
where \(V\) and \(V^{\prime}\) are constants, and to uniform normal surface forces, say
\[
\left.\begin{array}{l}
\overparen{r r}=R \quad \text { over } \quad r=a,  \tag{7}\\
\overparen{r r}=R^{\prime} \text { over } r=b
\end{array}\right\}
\]

Supposing \(a>b\), and \(V, V^{\prime}, R, R^{\prime}\) to be positive quantities, the applied forces have the directions and magnitudes shewn in fig. 1 , where \(O\) is the centre of the sphere
\[
O B=b, \quad O A=a
\]


Fig 1
The potential \(V_{r^{2}}\) is such as would arise from mutual gravitation in the shell, or from a term in the centrifugal force independent of surface harmonics, if the shell were rotating uniformly about a diameter. The only displacement is along the radius and is of the form
\[
\begin{equation*}
u=\frac{1}{3} r Y_{0}+r^{-2} Z_{-1}-\frac{1}{5} r^{3} \frac{\rho V}{m+n}-\frac{1}{2} \frac{\rho V^{\prime}}{m+n} \tag{8}
\end{equation*}
\]
where \(Y_{0}\) and \(Z_{-1}\) are arbitrary constants to be determined by the surface conditions (7). Employing the value of \(\widehat{r r}\) given in (3) and noticing that \(\delta\) reduces to \(\frac{d u}{d r}+\frac{2 u}{r}\), we obtain two simple equations for the determination of \(Y_{0}\) and \(Z_{-1}\). It is hardly necessary to record the values of these constants. When substituted in (8) they give
\[
\begin{array}{r}
u=-\frac{1}{5} r^{3} \frac{\rho V}{m+n}+{ }_{(3 m-n)\left(a^{3}-b^{3}\right)}\left\{a^{3} R-b^{3} R^{\prime}+\frac{5 m+n}{5(m+n)}\left(a^{5}-b^{5}\right) \rho V+\frac{m-n}{m+n}\left(a^{2}-b^{2}\right) \rho V^{\prime}\right\} \\
-\frac{1}{2} \frac{\rho V^{\prime}}{m+n}+\frac{1}{4 n} \frac{r^{-2} a^{3} b^{3}}{a^{3}-b^{3}}\left\{R-R^{\prime}+\frac{5 m+n}{5(m+n)}\left(a^{2}-b^{2}\right) \rho V-\frac{m-n}{m+n} \frac{a-b}{a b} \rho V^{\prime}\right\} \ldots(9 \tag{9}
\end{array}
\]

The value of the dilatation is
\[
\begin{array}{r}
\delta=-r^{2} \underset{m+n}{\rho V}+\frac{3}{(3 m-n)\left(u^{3}-b^{3}\right)}\left\{a^{3} R-b^{3} R^{\prime}+\frac{5 m+n}{5(m+n)}\left(a^{3}-b^{5}\right) \rho V+\frac{m-n}{m+n}\left(a^{2}-b^{3}\right) \rho V^{\prime}\right\} \\
-\rho V^{\prime} \\
-\frac{1}{r+n} \cdots(10) .
\end{array}
\]

The principal strains are \(\frac{d u}{d r^{*}}\) along \(r\), and two equal strains \(u / r\) along any two directions orthogonal to one another and to \(r\). We may suppose \(\theta\) and \(\phi\) these two directions, and may regard the corresponding principal stresses as \(\widetilde{\theta \theta}\) and \(\widehat{\phi}\). They are given by
\[
\widehat{\theta \theta}=\widehat{\phi \phi}=(m-n) \delta+2 n \frac{u}{r},
\]
and may be found at once from (9) and (10). The other principal stress \(\overline{0}\) is of more importance for the theory of thin shells, so it is desirable to express it in a form suitable for applications of this kind. This object is secured by the formula
\[
\begin{array}{r}
\widehat{r r}=\frac{a^{3}}{r^{3}} \frac{r^{3}-b^{3}}{a^{3}-b^{3}} R+\frac{b^{3}}{r^{3}} \frac{a^{3}-r^{3}}{a^{3}-b^{3}} R^{\prime}+\frac{5 m+n}{5(m+n)} \frac{\left\{a^{3}\left(a^{2}-r^{2}\right)\left(r^{3}-b^{3}\right)-b^{3}\left(r^{2}-b^{2}\right)\left(a^{3}-r^{3}\right)\right\}}{r^{3}\left(a^{3}-b^{3}\right)} \rho V \\
-\frac{m-n}{m+n} \frac{a^{2}(a-r)\left(r^{2}-b^{2}\right)-b^{2}(r-b)\left(a^{2}-r^{2}\right)}{r^{3}\left(a^{3}-b^{3}\right)} \rho V^{\prime} . \tag{11}
\end{array}
\]

The algelraically greatest strain at any point may be either \(u / r\) or \(\frac{d u}{d r}\) according to the nature of the applied forces. The stress-difference is the positive value of
\[
\begin{equation*}
s=\bar{m}-\widehat{\theta d}= \pm 2 m \cdot \frac{d}{d r}(1 \prime r) \tag{12}
\end{equation*}
\]
§5. When the shell is very thin we may conveniently put
\[
a-b=h, \quad a-r=\xi,
\]
so that \(h\) denotes the thickness of the shell, and \(\xi\) the distance of any point from the outer surface. Retaining the lowest and next lowest powers of \(h / a\) and \(\xi / a\) in the coefficients of the several terms, we easily deduce from the previous formulae the approximate results:
\[
\widehat{r r}=\frac{h-\xi}{h}\left(1+2 \begin{array}{c}
\xi \\
a
\end{array}\right) R+\frac{\xi}{h}\left(1-2 \frac{h-\xi}{a}\right) R^{\prime}+\frac{5 m+n}{m+n} \frac{\xi(h-\xi)}{a^{2}}\left(1-\frac{2}{3} \frac{h}{a}+\frac{4}{3} \frac{\xi}{a}\right) a^{2} \rho V
\]
\[
\begin{equation*}
-\frac{m-n}{m+n} \frac{\xi(h-\xi)}{a^{2}}\left(1+\frac{1}{3} \frac{h}{a}+\frac{7}{3} \frac{\xi}{a}\right) a^{-1} \rho V^{\prime} \ldots \tag{15}
\end{equation*}
\]
\[
\overline{\xi n}=\bar{a}=\frac{1}{2} \frac{\|}{\bar{h}}\left(1+\begin{array}{l}
\xi \\
a
\end{array}\right) R-\frac{1}{2} \frac{a}{h}\left(1-\frac{2 h-\xi}{a}\right) R^{\prime}+\left(1-\frac{1}{2} \frac{5 m+n}{m+n} \frac{h}{a}+\frac{3 m-n}{m+n} \frac{\xi}{a}\right) a^{n} \rho V
\]
\[
\begin{equation*}
-\frac{1}{2}\left(1-\frac{m-n}{m+n} \frac{h}{a}+\frac{3 m-n}{m+n} \frac{\xi}{a}\right) a^{-1} \rho V^{\prime} . \tag{16}
\end{equation*}
\]
§. 6. If we denote Young's modulus by \(E\), the bulk modulus by \(k\) and Poisson's ratio by \(\eta\), then
\[
E=n(3 m-n) / m, \quad k=m-n / 3, \quad \eta=(m-n) / 2 m
\]

Using these, and retaining only lowest powers, we easily find from the results (1:3)-(16)
\[
\begin{align*}
u / v & =\frac{1-\eta}{2 E^{\prime}} \frac{a}{h} F^{r} \ldots \ldots  \tag{17}\\
\frac{d u}{d r} & =-\frac{d u}{d \xi}=-\frac{\eta}{E} \frac{a}{h} H^{v} .  \tag{18}\\
\delta & =\frac{1}{3 \cdot} \cdot \frac{a}{h} F^{\prime} \ldots \ldots \ldots \ldots \tag{19}
\end{align*}
\]
\[
\begin{align*}
& u=\frac{m+n}{4 n(: m-n)}\left[\left(1-2 \frac{m-n}{m+n} \frac{h-\xi}{a}\right) \frac{R a^{2}}{h}-\left(1-2 \frac{h}{a}+2 \frac{m-n}{m+n} \frac{\xi}{a}\right) h^{R^{\prime} a^{2}}\right. \\
& \left.+2\left(1-\frac{1}{2} \frac{\bar{m}+n}{m+n} \frac{h}{a}+2 \frac{m-n}{m+n} \frac{\xi}{a}\right) a^{3} \rho V-\left(1-\frac{m-n}{m+n} \frac{h-2 \xi}{a}\right) \rho V^{\prime}\right] \cdots  \tag{13}\\
& \delta=\frac{1}{3 m-n}\left[\frac{\pi}{h}\left(1+\frac{h}{a}\right) R-\frac{\prime \prime}{h}\left(1-2 \begin{array}{l}
h \\
a
\end{array}\right) R^{\prime}+2\left(1-\frac{1}{2} m+n \frac{h}{a}+\frac{3 m-n}{m+n} \frac{\xi}{a}\right) e^{2} \rho V\right. \\
& \left.-\left(1-\frac{m-n}{m+n} \frac{h}{a}+\frac{3 m-n}{m+n} \frac{\xi}{a}\right) a^{-1} \rho \boldsymbol{V}^{\prime}\right] \ldots \tag{14}
\end{align*}
\]
where
\[
\begin{align*}
& S= \pm \frac{1}{2} \frac{a}{h} F \\
& F=R-R^{\prime}+2 a h \rho V-a^{-2} h \rho V^{\prime} . \tag{22}
\end{align*}
\]

These values of the strains and stresses may, under certain restrictions explained below, be called the "first approximations".

The quantity \(F\) is obviously, to the present degree of approximation, the resultant per unit area of surface of the entire radial force exerted by combined surface and bodily forces on the shell.

The necessary restrictions to the use of the results as first approximations will be easily grasped by considering the case when there are no bodily forces. In this case we must clearly have \(\frac{h}{a} \frac{R}{R-R^{\prime}}\) a small quantity in order that (17) may be a legitimate first approximation from (13); in other words if \(R\) and \(R^{\prime}\) be of the same sign-i.e. both tensions or both pressures,-they must not be so nearly equal that their difference bears to their sum a ratio of the order borne by the thickness of the shell to its radius. The general conclusion is that the results (17)-(21) are not to be employed as first approximations when \(F\) is so small compared to the individual bodily and surface forces of which it is composed as to bear to them a ratio of the order \(h / a\).
§7. We shall first consider the case when \(F\) is of the same order as its greatest components, and consequently (17)-(21) are satisfactory first approximations. The strains are then all approximately constant at every point of the thickness, and the same is true of the principal stresses \(\widehat{\theta \theta}\) and \(\widehat{\phi \phi}\), whose directions are parallel to the surface. Also the radial stress, while rapidly varying along the thickness is, to a first approximation negligible compared to the other stresses. The important strains and stresses are in fact due to the stretching or shortening of the "fibres" parallel to the surface, which accompanies the increase or diminution of radius produced by the application of \(F\). What the exact mode of application of \(F\) may be, whether it consist solely of bodily or solely of surface forces, or partly of both, and whether, if composed of surface forces, it be applied over the outer or the inner surface, is to a first approximation of no consequence. As regards the absolute magnitudes of the strains and stresses in this case, we see from (17)-(21), that they bear to the strains and stresses which a longitudinal traction of intensity \(F\) would produce in a long bar of the material ratios of the order \(a: h\). This is a very important consideration, as it leads at once to a restriction in the value permissible to \(F\) : viz. that the ratio of \(F\) to the greatest traction permissible in a long bar of the material must be at most of the order \(h / a\) of small quantities. This is obvious at once on the stress-difference theory of rupture from the form of (21). It also follows at once from (17) and (18) from the mathematical condition that the strains must be small.

It also may in general be deduced on the greatest strain theory of rupture from (17) and (18), since either u'r or \(\frac{d u}{d r}\) must be positive. An exception to the latter proof would however arise if \(\eta\) were very small and \(b^{\prime}\) directed inwards.
§s. We have next the case when \(F^{\prime}\) is so small compared to its components that (17)-(21) cease to be satisfactory approximations, and we must fall back on the more general results (1:3)-(16). If we suppose that the bodily forces per unit of surface are small compared to the surface forces, or more generally that the resultants of the bodily and surface forces are separately very small, then, with the exception of \(\widehat{o r}\) in so far as it depends on the bodily forces, all the strains and stresses are to a first approximation constant throughout the thickness. The fact that \(\widehat{\text { or }}\) is now of the same order as the other stresses is also important.

The limits allowable in the strains or stresses depend on the material, or on mathematical restrictions independent of the nature of the applied forces, and so these quantities may be as large in the present case as in the previous. The conclusion to be derived from a consideration of these limits in the present case is that the separate forces \(R, R^{\prime}\) etc. may nuw be comparable in magnitude with the greatest traction permissible in a long bar of the material. In the present case the alteration of the radius is small aud the consequent stretching but trifling, but the direct action of the applied load on its immediate neighbourhood is important.

8 9. One general conclusion of considerable physical interest is obrious on inspection of (13) and (16). The terms in \(\xi / a\) inside all the brackets are positive, and thus the values of \(u\)-and so obriously of \(u / v\)-and of \(\widehat{\theta \theta}\) or \(\widehat{\phi \phi}\) are invariably numerically greatest ower the inner surface of the shell.
§ 10. The variation in the value of the stresses \(\widehat{\bar{\theta}}, \widehat{\phi \phi}\) with the distance from the surfaces is seldom of much consequence, but the variation of \(\widehat{r r}\) is interesting in itself and important in the theory of thin shells. We shall consider it in the several cases when there are only surface forces over one of the two surfaces, and when there are only bodily forces.

In this and subsequent occasions certain curves called here "stress-gradient curves" will be fumul useful. In these the abscissa measures the distance from a surface of the -hell, and the ordinate the corresponding value of the stress under consideration. In none of the cascs occurring here is there any change in the sign of the stress as the distance from the surface alters, so for convenience the curves are all drawn on the positive side of the axis of abscissae. The same curve thus applies whether a surface force be a tension or a pressure. The rate at which the stress alters with the distance from a surface is measured by the tangent of the inclination to the axis of abscissae of the tangent to the stress-gradient curve. The numerical value of this tangent is here termed the "stress-gradient".

Take for instance the case of a force \(R^{\prime}\) over the imner surface. Then by (15) the first approximation, viz.
\[
\widehat{r r}=(\xi / h) R^{\prime},
\]
gives for the "stress-gradient curve" a straight line passing through the origin when the abscissa measures the distance from the outer or unstressed surface. The "stress-gradient" is thus to a first approximation uniform, precisely like the temperature gradient in the steady state of heat conduction through an infinite plate. To this degree of approximation each thin layer of the shell bears, as it were, its fair share of the applied surface force. Similar results clearly hold in the case of a normal force \(R\) over the outer surface, because \(h-\xi\) is now the distance from the inner or unstressed surface.

Taking into account the second approximations we see that in the case of both \(R\) and \(R^{\prime}\) the stress-gradient is steepest at the inner surface of the shell, and that the gradient continually diminishes as we approach the outer surface. In the accompanying figures 2 and 3 the thick lines \(B K E, D H A\) are the gradient curves in these two cases according to the second approximations, while the dotted straight lines answer to the first approximations.

Force \(R\).


Force \(R^{\prime}\).


In both figures \(B\) represents the inner, \(A\) the outer surface, and \(B A\) the thickness.
In fig. 2 the force \(R\)-represented in maguitude by \(A E\)-acts on the outer surface; in fig. 3 the force \(R^{\prime}\)-represented in magnitude by \(B D\)-acts on the inner surface. In both cases the dotted lines are parallel to the tangents to the second approximation curves at the point where \(\xi=h / 2\)-or what we may call the "mid-thickness".

The cases when bodily forces act may also be represented by stress-gradient curves. Thus fig. 4 applies to the case of bodily forces derived from a potential \(V_{r^{2}}\), and fig. 5 to bodily forces derived from \(V^{\prime} r^{-1}\); in both figures \(B\) represents the inner, \(A\) the outer surface. The dotted curves in both figures refer to the first approximations. They are parabolas whose vertices answer to the mid-thickness, and whose axes are perpendicular to the axis of abscissae.

The thick line curves \(B D A\) answer to the second approximations. In fig. 4 the points where the dotted and thick line curves intersect answers to the mid-thickness.
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In both cases the gradients are steepest at the two surfaces, where the ordinates are zero, and the gradient at the imer surface \(B\) is according to the second approximations slightly greater than that at the outer \(A\). When the shell is very thin the difference between the ordinates of the dotted and thick line curves is much exaggerated in the figures.

S 11. Before quitting the subject of uniform radial forces a few remarks on the relative magnitudes of the effecis of bodily and surface forces may be of service. Let us confine our attention to the terms in \(V\) and \(R\), because the same conclusions hold in the case of \(V^{\prime \prime}\) and \(h^{\prime \prime}\).

The bodily force is to a first approximation, i.e treating \(r\) as constant, \(2 \rho V a\) per unit of volume, or \(2 \rho V\) ah per unit of surface of the shell. Now from (17)-(22) we see that according to the first approximation all the strains, and likewise the stresses \(\widehat{\theta \theta}, \widehat{\phi \phi}\), arising from the bodily force bear to those arising from the surface force precisely the ratio \(2 p\) lich : \(R\) that the bodily force measured per unit of surface bears to the surface force. As appeaus, however, from (15) the radial stress arising from the bodily force bears to that arising from the surface force a ratio of the order \((2 \rho F a h)(h / a): R\).

If then a radial force act over one only of the two surfaces of a thin shell, the strains it produces, and the stresses whose directions are perpendicular to the radius, are precisely of the same order of magnitude as those produced by a bodily force the same in direction at every point of the thickness, whose total amount per unit of surface is the same; the radial stress however due to the surface force is, except in the immediate neighbourhood of the unstressed surface, very much larger than that due to the bodily force.
§ 12. Before considering the two other classes of displacements it is necessary to explain the form under which the surface forces are given. In a complicated problem like the present, in order to avoid cumbrous mathematical analysis, care must be taken to let the solution follow its natural chanuel. The following method of treatment is very forcibly suggested by the form of the general solution.

Let \(T_{i}, \mathbf{T}_{i}\) represent surface spherical harmonics of degree \(i\), including constant coefficients. The case when \(i\) is fractional does not seem excluded from our general solution, but when, as in the present instance, the spherical surfaces are complete \(i\) will be a positive integer. Then if \(\Theta\) and \(\Phi\) be the tangential components of the forces applied at one of the surfaces, say \(r=u\), in the directions \(\theta, \phi\) at the point considered, we are to present \(\Theta\) and (1) in the respective forms
\[
\begin{align*}
& \Theta=\mathbf{\Sigma}\left[\frac{d T_{i}}{d \theta}+\frac{1}{\sin \theta} \frac{d \mathbf{T}_{i}}{d \phi}\right] .  \tag{23}\\
& \mathbf{\Phi}=\mathbf{\Sigma}\left[\begin{array}{cc}
1 & d \mathscr{L}_{i}^{\prime} \\
\sin \theta d \phi & d \mathbf{T}_{i} \\
d \theta
\end{array}\right] \tag{24}
\end{align*}
\]

The summation is with respect to \(i\). The surface forces are practically split into two sets, one derivable from a "potential function" \(\Sigma J_{i}\), the other from a "stream function" \({ }^{-} \mathbf{T}_{i}\).

It will, I believe, be found that in most practical cases the tangential surface forces fall naturally into this shape, but if any difficulty should be experienced in giving them this form recourse may be had to the following results. Multiply (23) by \(\sin \theta\) and differentiate with respect to \(\theta\), then add to (24) differentiated with respect to \(\phi\). This eliminates the \(\mathbf{T}\) harmonics. Then employing the equation
\[
\begin{equation*}
i(i+1) Y_{i}+\frac{1}{\sin \theta} \frac{d}{d \theta}\left(\sin \theta \frac{d Y_{i}}{d \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{d^{2} Y_{i}}{d \phi^{2}}=0 \tag{25}
\end{equation*}
\]
satisfied by a surface harmonic \(Y_{i}\) of the \(i\) th degree, we find
\[
\begin{equation*}
\Sigma\left[i(i+1) T_{i}\right]=-\frac{1}{\sin \theta}\left\{\frac{d}{d \theta}(\Theta \sin \theta)+\frac{d \Phi}{d \phi}\right\} \tag{26}
\end{equation*}
\]

Next multiply (24) by \(\sin \theta\), then differentiate with respect to \(\theta\) and subtract from (23) differentiated with respect to \(\phi\). This eliminates the \(T\) functions and leads with the help of (25) to
\[
\begin{equation*}
\Sigma\left[i(i+1) \mathbf{T}_{i}\right]=\frac{1}{\sin \theta}\left[-\frac{d \Theta}{d \phi}+\frac{d}{d \theta}(\Phi \sin \theta)\right] \tag{27}
\end{equation*}
\]

Expanding the right-hand sides of (26) and (27) in the ordinary way, and equating harmonics of the same degrees on the two sides of the equations, we have at once the values of all the \(T\) and \(\mathbf{T}\) functions.

The radial surface forces are supposed presented in the form of surface harmonics and are denoted by \(\Sigma R_{i}\).
§ 13. For some purposes it might have been more advantageous to group the radial surface forces along with that part of the tangential surface forces expressed by the \(T\) functions, deducing both from a potential
\[
\Sigma\left[\left(r^{i} / a^{i-1}\right) Q_{i}+r^{-i-1} u^{i+2} Q_{-i-1}\right]
\]
where \(Q_{i}, Q_{-i-1}\) are surface harmonics of the \(i\) th degree, and \(r\) is put equal a after differentiation. The relations between \(Q_{i}, Q_{-i-1}\) and \(R_{i}, T_{i}\) are simply
\[
\left.\begin{array}{l}
R_{i}=i Q_{i}-(i+1) Q_{-i-1},  \tag{28}\\
T_{i}=Q_{i}+Q_{-i-1}
\end{array}\right\} .
\]
§ 14. In dealing with the solution of the equations (os) in terms of surface harmonics it will suffice to take as a type the terms which contain harmonics of a single degree. Thus suppose the bodily forces derivable from the potential
\[
r^{i} \tau_{i}^{r}+r^{-i-1} \gamma_{-i 11}
\]
where \(V_{i}, V_{-i-1}\) are surface harmonics of the \(i\) th degree.
The typical terms in the displacements are then those given in p. 268 of my previous paper. Slightly altering the notation, we may write
\[
\begin{equation*}
\delta=r^{i}\left(-\frac{\rho}{m+n} V_{i}+Y_{i}^{r}\right)+r^{-i=1}\left(-\frac{\rho}{m+n} V_{-i-1}+Y_{-i-1}\right) \tag{29}
\end{equation*}
\]
\[
\begin{aligned}
& u=-r^{i+1}\left\{\begin{array}{c}
i+2 \\
2(2 i+3)
\end{array} \frac{\rho l_{i}^{r}}{m+n}+\underset{2(2 i+3) n}{2(2)} r_{i}^{r}\right\}+r^{i-1} Z_{i} \\
& -r^{-i}\left\{\begin{array}{c}
i-1 \\
2(2 i-1)
\end{array} \frac{\rho V_{-i-1}}{m+n}+\frac{(i+1) m+2 n}{2(2 i-1) n} Y_{-i-1}\right\}+r^{-i-2} Z_{-i-1} \ldots \ldots
\end{aligned}
\]
\[
\begin{align*}
& \left.-\frac{1}{i+1} r^{-i-2} Z_{-i-1}\right]+\frac{1}{\sin \theta} \frac{d}{d \phi}\left[r^{i} X_{i}+r^{-i-1} X_{-i-1}\right] \ldots \\
& u^{\prime}=\frac{1}{\sin } \theta \frac{d}{d \phi}\left[-\stackrel{r^{i+1}}{2(2 i+3)}\left\{\frac{\rho V_{i}^{\top}}{m+n}+\frac{(i+3) m+2 n}{(i+1) n} Y_{i}\right\}+\frac{1}{i} r^{n-1-1} Z_{i}\right. \\
& \left.+\frac{r^{-i}}{2(2 i-1)}\left\{m+n+\frac{(i-2) m-2 n}{i n} Y_{-i-1}\right\}-\frac{1}{i+1} r^{-i-2} Z_{-i-1}\right]-\frac{d}{d \theta}\left[r^{i} X_{i}+r^{-i-1} X_{-i-1}\right] \ldots \tag{32}
\end{align*}
\]

Here \(Y_{i}, Y_{-i-1}, Z_{i}, Z_{-i-1}, X_{i}, X_{-i-1}\) are surface harmonics of degree \(i\) whose form depends on the surface forces, and in the case of the first four harmonics also on \(V_{i}\) and \(\Gamma_{-i-1}\). The letters may be regarded as including arbitrary constants to be determined by the surface conditions. In my previous paper dashed letters \(Y_{i}{ }^{\prime}\) etc. stood in place of \(Y_{-i-1}\) etc.; also \(X_{i} \sin \theta\) stood in place of \(\frac{1}{\sin \theta} \frac{d X_{i}}{d \phi}\) and \(w_{i}\) stood for \(-\frac{d X_{i}}{d \theta}\). Thus the present \(X_{i}\) has not precisely the same meaning as that letter bore previously. The present notation has the advantage of replacing two letters-connected through an equa-tion-by a single letter; but it in no respect adds to or takes from the solution as first enunciated.
§ 15. In order to apply the surface conditions (6) we require the typical terms in the expressions for \(\widehat{r r}, \widehat{r \theta}\) and \(\widehat{r \oint}\). Referring to (3) we easily deduce from (29)-(32) the following values:
\[
\begin{align*}
& \overline{m r}=-\frac{r^{2}}{\square i+3}\left[\left\{(2 i+3) m+\left(i^{2}+i-1\right) n\right\} \frac{\rho V_{i}}{m+n}+\left\{\left(i^{2}-i-3\right) m+n\right\} Y_{i}\right]+2(i-1) n r^{i-n} Z_{i} \\
& +r^{-i-1}\left[-(2 i-1) m-\left(i^{2}+i-1\right) n\right\}_{m+n}^{p V_{-i-1}}+\left(i^{2}+3 i-1\right) m+n\left\{Y_{-i-1}\right]-2(i+2) m m^{-i-3} Z_{-i}  \tag{33}\\
& \widehat{r \theta}=\frac{d}{d \theta}\left[\begin{array}{c}
i+1 \\
-2 i+3
\end{array} r^{i} \frac{\rho V_{i}}{m+n}-\frac{i(i+2) m-n}{(i+1)(2 i+3)} r^{i} V_{i}+\frac{2(i-1) n}{i} r^{i-2} Z_{i}\right. \\
& \left.-\frac{i}{2 i-1} n r^{-i-1} \rho V_{-i-1}-\frac{\left(i^{2}-1\right) m-n}{i(2 i-1)} r^{-i-1} Y_{-i-1}+\frac{2(i+2)}{i+1} m^{-i-3} Z_{-i-1}\right] \\
& +n \frac{1}{\sin \theta} \frac{d}{d \phi}\left[(i-1) r^{i-1} X_{i}-(i+2) r^{-i-2} X_{-i-1}\right] \ldots \tag{34}
\end{align*}
\]
\[
\begin{align*}
& \overrightarrow{\operatorname{W}}=\frac{1}{\sin \theta} \frac{d}{d \phi}\left[-\frac{i+1}{2 i+3} n r^{i} \frac{\rho V_{i}}{m+n}-\frac{i(i+2) m-n}{(i+1)(2 i+3)} r^{i} Y_{i}\right.+\frac{2(i-1) n}{i} r^{i-2} Z_{i} \\
&\left.-\frac{i}{2 i-1} m m^{-i-1} \frac{\rho \boldsymbol{V}_{-i-1}^{\prime}}{m+n}-\frac{\left(i^{2}-1\right) m-n}{i(2 i-1)} r^{-i-1} Y_{-i-1}^{r}+\frac{2(i+2)}{i+1} n^{-i-3} Z_{-i-1}\right] \\
&-n \frac{d}{d \theta}\left[(i-1) r^{i-1} X_{i}-(i+2) r^{-i-2} X_{-i-1}\right] \ldots \tag{35}
\end{align*}
\]

It should be noticed that in the typical terms in the displacements and the stresses, the terms in \(V_{-i-1}, Y_{-i-1}\) etc. may be deduced from those in \(V_{i}, Y_{i}\) etc. by simply writing \((-i-1)\) for \((+i)\) throughout all coefficients and indices; the converse mode of deduction is of course equally correct. This fact is an important aid to simplifying the algebraical work of evaluating the arbitrary constants.
§ 16. The surface values of the stresses (33), (34) and (35) are to be equated to the given surface forces. Thus over \(r=a\) we must have
\[
\widehat{r r}=R_{i} ; \widehat{r \theta}=\frac{d T_{i}}{d \theta}+\frac{1}{\sin \theta}-\frac{d \mathbf{T}_{i}}{d \phi} ; \widehat{r \phi}=\frac{1}{\sin \theta} \frac{d T_{i}}{d \phi}-\frac{d \mathbf{T}_{i}}{d \theta} ;
\]
and over \(r=b\)
\[
\widehat{\omega}=R_{i}^{\prime} ; \hat{M}=\frac{d T_{i}^{\prime}}{d \theta}+\begin{gathered}
1 \\
\sin \theta \\
\frac{d \mathbf{T}_{i}^{\prime}}{d \phi} ; \hat{\phi}=\frac{1}{\sin \theta} \frac{d T_{i}^{\prime}}{d \phi}-\frac{d \mathbf{T}_{i}^{\prime}}{d \theta} ; ~
\end{gathered}
\]
where \(R_{i}, R_{i}{ }^{\prime}\) etc. are surface harmonics as explained above.
These six equations obviously lead to the following six:-
\[
\begin{align*}
& (i-1) n a^{i-1} \boldsymbol{X}_{i}-(i+2) n \theta^{-i-2} X_{-i-1}=\mathbf{T}_{i}  \tag{36}\\
& (i-1) n b^{i-1} X_{i}-(i+2) n b^{-i-2} X_{-i-1}=\mathbf{T}_{i}^{\prime} \tag{37}
\end{align*}
\]
\[
\begin{equation*}
=T_{i}+\frac{i+1}{2 i+3} n a^{i} \frac{\rho V_{i}}{m+n}+\frac{i}{2 i-1} n a^{-i-1} \frac{\rho V_{-i-1}}{m+n} \tag{39}
\end{equation*}
\]
\(-\frac{\left(i^{2}-i-3\right) m+n}{2 i+3} b^{i} Y_{i}+2(i-1) n b^{i-2} Z_{i}+\begin{gathered}\left(i^{2}+3 i-1\right) m+n \\ 2 i-1\end{gathered} b^{-i-1} Y_{-i-1}-2(i+2) n b^{-i-3} Z_{-i-1}\)
\[
\begin{equation*}
=R_{i}^{\prime}+\frac{(2 i+3) m+\left(i^{2}+i-1\right) n}{2 i+3} b^{i} \frac{\rho V_{i}}{m+n}+\frac{(2 i-1) m-\left(i^{2}+i-1\right) n}{2 i-1} b^{-i-1} \frac{\rho V_{-i-1}}{m+n} \cdots \tag{40}
\end{equation*}
\]
\[
-\begin{aligned}
& i(i+2) m-n \\
& (i+1)(2 i+3)
\end{aligned} b^{i} Y_{i}+\frac{2(i-1)}{i} n b^{i-2} Z_{i}-\frac{\left(i^{2}-1\right) m-n}{i(2 \bar{i}-1)} b^{-i-1} Y_{i-1}+\frac{2(i+2)}{1+1} n b^{i-2} Z_{-i-1}
\]
\[
\begin{equation*}
=T_{i}^{\prime}+\frac{i+1}{2 i+3} n b^{i} \frac{\rho I_{i}^{\prime}}{m+n}+\frac{i}{2 i-1} n b^{-i-1} \rho I_{-i-1}^{i_{2}} . \tag{41}
\end{equation*}
\]
\[
\begin{align*}
& -\frac{\left(i^{2}-i-3\right) m+n}{2 i+3} \begin{array}{l}
-u^{i} Y_{i}+2(i-1) n u^{i-v} Z_{i}+\begin{array}{c}
\left(i^{2}+3 i-1\right) m+n \\
2 i-1
\end{array} u^{-i-1} Y_{-i-1}^{r}-2(i+2) n \epsilon^{-i}{ }^{3} Z_{-i-1} \\
2 i-2
\end{array} \\
& =R_{i}+\frac{(2 i+3) m+\left(i^{2}+i-1\right) n}{2 i+3} a^{i} \frac{\rho \boldsymbol{T}_{i}}{m+n}+\frac{(2 i-1) m-\left(i^{2}+i-1\right) n}{2 i-1} a^{-i-1} \frac{\rho \boldsymbol{T}_{-i-1}}{m+n} \cdots \\
& -\frac{i(i+2) n-n}{(i+1)(2 i+3)} a^{i} Y_{i}+\frac{2(i-1)}{i} n a^{i-2} Z_{i}-\frac{\left(i^{2}-1\right) m-n}{i(2 i-1)} a^{-i-1} Y_{-i-1}+\frac{2(i+2)}{i+1} n a^{-i-3} Z_{-i-1}
\end{align*}
\]

These six equations clearly constitute two independent sets; the first set, comprising (86) and (37), determines the two unknowns \(X_{i}^{*}\) and \(X_{-i-1}^{*}\); the second set, comprising (35), (39), (40) and ( 41 ), determines the four unknowns \(Y_{i}, Z_{i}, Y_{-i-1}, Z_{-i-1}\). The equations are to be regarded as simple equations, in which the right-hand sides are known quantities.

There are no terms in \(V_{i}\) or \(V_{-i-1}\) on the right of (36) and (37), and so the values of \(X_{i}\) and \(X_{-i-1}\) are independent alike of the bodily forces and of the surface forces derivable from a potential \(T_{i}\).

Again there are no terms in \(X_{i}\) or \(X_{-i-1}\) in the expressions (29) and (30) for \(\delta\) and \(u\); thus the displacements depending on \(X_{i}\) and \(X_{-i-1}\) do not contribute to the dilatation and have no radial component. They constitute what were termed above "pure transverse displacements". Owing to their great simplicity it is convenient to regard them as next in order to the pure radial displacements.

\section*{Class II. Pure transverse displacements.}
§ 17. From (36) and (37)
\[
\left.\begin{array}{l}
X_{i}=\left(a^{i+2} \mathbf{T}_{i}-b^{i+2} \mathbf{T}_{i}^{\prime}\right) \div\left\{(i-1) n\left(a^{2 i+1}-b^{2 i+1}\right)\right\},  \tag{42}\\
\left.X_{-i-1}=(a b)^{i+2}\left(b^{i-1} \mathbf{T}_{i}-a^{i-1} \mathbf{T}_{i}^{\prime}\right) \div\left\{(i+2) n\left(a^{2 i+1}-b^{i i+1}\right)\right\}\right\}
\end{array}\right\}
\]

The corresponding displacements are by (31) and (32)
\[
\begin{equation*}
\prime={ }_{n\left(u^{2-1}-b^{i-1}\right)}^{1} \sin \theta d \frac{d}{d \phi}\left[\frac{r^{i}\left(a^{i+2} \mathbf{T}_{i}-b^{i+2} \mathbf{T}_{i}^{\prime}\right)}{i-1}+\frac{r^{-i-1}(a b)^{i+2}\left(b^{i-1} \mathbf{T}_{i}-u^{i-1} \mathbf{T}_{i}^{\prime}\right)}{i+2}\right] \tag{4:3}
\end{equation*}
\]
\({ }_{\prime \prime}=-_{n\left(a^{2 i+1}-b^{i+i+1}\right)} \frac{d}{d \theta}\) [same expression as in square brackets in value of \(\left.v\right]\)..
For such displacements \(\delta\), as already stated, is zero and the only stresses existent are \(\overline{\mathrm{rg}}, \overline{\mathrm{r}}\) and \(\widehat{\bar{\phi} \phi}\). The two former are given by
\(\widehat{r \theta}=\stackrel{1}{{ }_{\left(t^{i+1}+1\right.}-l^{i i+1} \sin \theta} \frac{1}{d \phi} \frac{d}{d \phi}\left[r^{i-1}\left(a^{i+2} \mathbf{T}_{i}-b^{i+2} \mathbf{T}_{i}{ }^{\prime}\right)-r^{-i-2}(a b)^{i+2}\left(b^{i-1} \mathbf{T}_{i}-a^{i-1} \mathbf{T}_{i}\right)\right]\).
\(\bar{m}=-\frac{1}{a^{2 i+1}}-b^{z i+i} d \theta\) [same expression as in square brackets in value of \(\left.\overline{r \theta}\right] \ldots \ldots(46)\).
Having regard to (3) and (25) we may throw the value of \(\overline{\text { ब }}\) into the form
\[
\bar{B}=-\frac{r^{-1}}{a^{i+1}-b^{i+1}}\left[i(i+1)+2 \frac{d^{2}}{d \theta^{2}}\right][\text { same expression as in square brackets in }(43)] \ldots(47) \text {. }
\]

The case when \(\mathbf{T}_{i}, \mathbf{T}_{i}\) are zonal harmonics merits special attention on account of its great simplicity; for it \(v\) and \(\overline{\gamma \theta}\) are everywhere zero.

In the case of a thin shell we find from (43) and (44) as approximate values with our previous notation
\[
\begin{align*}
v & =\frac{a^{2}}{(i-1)(i+2) n h} \frac{1}{\sin \theta} \frac{d}{d \phi}\left[\left(1+\frac{h-\xi}{a}\right) \mathbf{T}_{i}-\left(1-\frac{2 h+\xi}{a}\right) \mathbf{T}_{i}^{\prime}\right] \ldots \ldots \ldots \ldots(48),  \tag{48}\\
w & =-\frac{a^{2}}{(i-1)(i+2) n h} \frac{d}{d \theta}[\text { same expression as in square brackets in (48)]..(49), }  \tag{49}\\
\widetilde{\theta \theta} & =\frac{1}{\sin \theta} \frac{d}{d \phi}\left[\frac{h-\xi}{h}\left(1+\frac{2 \xi}{a}\right) \mathbf{T}_{i}+\frac{\xi}{h}\left(1-2 \frac{h-\xi}{a}\right) \mathbf{T}_{i}^{\prime}\right] \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(50),  \tag{50}\\
\widetilde{r \phi} & =-\frac{d}{d \theta}[\text { same expression as in square brackets in }(\tilde{0} 0)] \ldots \ldots \ldots \ldots . .(51),  \tag{51}\\
\widetilde{\theta \phi} & =-\frac{a}{(i-1)(i+2) h}\left[i(i+1)+2 \frac{d^{2}}{d \theta^{2}}\right]\left[\left(1+\frac{h}{a}\right) \mathbf{T}_{i}-\left(1-\frac{2 h}{a}\right) \mathbf{T}_{i}^{\prime}\right\} \ldots \ldots \ldots(52) . \tag{52}
\end{align*}
\]

Owing to the similarity in form we need consider only one of the two displacements and one of the two stresses \(\widehat{r \theta}\) and \(\widehat{\bar{\gamma} \phi}\). We may most conveniently select \(w\) and \(\overline{\overrightarrow{ } \bar{\phi}}\), because in the case when \(\mathbf{T}_{i}\) and \(\mathbf{T}_{i}{ }^{\prime}\) are zonal harmonics \(v\) and \(\widehat{r \theta}\) vanish.

Attention must be paid to the directions in which the surface forces are measured.
At the outer surface the positive direction along \(\phi\) is that in which \(\phi\) increases, but at the inner surface the positive direction is that in which \(\phi\) diminishes. Thus the applied forces at the two surfaces are in the same or in opposite directions at corresponding points,-i.e. points on the same radius vector,-according as
\[
\frac{d \mathbf{T}_{i}}{d \theta} \text { and } \frac{d \mathbf{T}_{i}^{\prime}}{d \theta}
\]
are of opposite signs or of the same sign.
§ 18. There are two principal cases, of a character precisely aualogous to the two that presented themselves in the case of pure radial displacements. In the first case
\[
\frac{d \mathbf{T}_{i}}{d \dot{\theta}}-\frac{d \mathbf{T}_{i}{ }^{\prime}}{d \bar{\theta}}
\]
is of the same order as the greater of the two \(\frac{d \mathbf{T}_{i}}{d \theta}\) and \(\frac{d \mathbf{T}_{i}{ }^{\prime}}{d \theta}\); in the second case the former quautity is small compared to the latter. In the first case the statical resultant of the forces applied at corresponding points on the two surfaces is of the same order of magnitude as the greater of the forces applied at these points. In the second case the forces at the two surfaces are approximately equal and opposite. In the first case we get as satisfactory first approximations
\[
\begin{align*}
w & =-\frac{a^{2}}{(i-1)(i+\nu) n h} \frac{d}{d \theta}\left(\mathbf{T}_{i}-\mathbf{T}_{i}{ }^{\prime}\right) \ldots \ldots \ldots \ldots \ldots \ldots  \tag{53}\\
\widetilde{\theta \Phi} / n & =-\frac{a}{(i-1)(i+2) n h}\left[i(i+1)+2 \frac{d^{2}}{d \theta^{2}}\right]\left[\mathbf{T}_{i}-\mathbf{T}_{i}{ }^{\prime}\right] \tag{54}
\end{align*}
\]

Thus the displacements, and the shearing strain and stress whose axes \(\theta, \phi\) are parallel to the surfaces, have nearly constant values throughout the thickness; also this strain and stress bear to the other strains and stresses \(\bar{\beta} / n\), \(\bar{\beta}\) etc. ratios of the order \(a: h\) and so are relatively very large. In the case of these and similar statements it must be remembered that the magnitude of surface harmonics varies over the surface, so that terms which at most places are far the most important are zero, and may be vanishingly small compared to the other terms, at certain points or along certain curves. In order to aroid the prolixity that the continual reference to such special loci would entail, it will be assumed in what follows that the reader keeps the necessity of such limitations continually in view. He should notice that if either \(\mathbf{T}_{i}-\mathbf{T}_{i}^{\prime}\) or its differentials with respect to a variable it contains be everywhere very small, while \(\mathbf{T}_{i}\) and \(\mathbf{T}_{i}{ }^{\prime}\) themselves have their maxima values considerable, the harmonics must be of the same form and not merely of the same degree. Also near loci where the principal terms in a displacement vanish, the other terms may largely predominate, but the displacement all the same will be but small compared to the values it possesses where the principal terms are largest.

To return to our consideration of the case when \(\frac{d}{d \theta}\left(\mathbf{T}_{i}-\mathbf{T}_{i}{ }^{\prime}\right)\) is not small, we see that the conclusion it leads to is that when in the neighbourhood of a point on the surface there is everywhere a considerable resultant tangential force,--the forces tending to pull round the surface in the same direction,-there is a large displacement in this direction, and the strains and stresses whose directions are parallel to the surface tend to become large. The magnitude of these strains and stresses imposes an obvious limit to the magnitude of the resultant of the applied forces. Noticing that a shearing strain \(\sigma\) is equivalent to an extension \(\sigma / 2\) and a compression \(-\sigma / \mathcal{Z}\) along the directions bisecting its axes, we should deduce from (54), by means either of the greatest strain theory or of the mathematical condition that the strains must be small, the cunclusion that the ratio of the resultant of the tangential forces at corresponding points on the two surfaces to the greatest traction permissible in a long bar of the material may be at most of the order \(h / a\) of small quantities.
§ 19. We now pass to the case when \(\frac{d}{d \theta}\left(\mathbf{T}_{i}-\mathbf{T}_{i}{ }^{\prime}\right)\) bears to \(\frac{d \mathbf{T}_{i}}{d \theta}\) a ratio of the order \(h: a\) for all values of \(\theta\) and \(\phi\), i.e. when the tangential forces over the two surfaces are derived from the same harmonics and are at corresponding points nearly equal and opposite. It is easily seen from (48)-(52) that all the strains and stresses are now to a first approximation constant along the thickness. The stresses are now also all of the same order of magnitude, and the same is true of course of the strains. The order of magnitude is the same as for the stresses and strains in a long bar of the material subjected tw a longitudinal traction of similar magnitude to the foree on one of the surfaces of the shell; and thus this force may now be of the same order as the greatest traction permissible in a long bar.
§ 20. As yet nothing has been said as to the influence of the degree of the harmonic from which the surface forces are derived: but this is of considerable interest and claims
attention. From (48) and (49) we see that for given maxima values of the surface forces-i.e. of \(\frac{d \mathbf{T}_{i}}{d \theta}\) etc.-the displacements vary approximately as \(i^{-2}\) when \(i\) is large, and so fall off very rapidly as the degree of the harmonic increases. The formulae (50) and (51) do not contain \(i\) explicitly; thus \(\widehat{\theta}, \widehat{\phi}\) and the corresponding strains depend to the present degree of approximation only on the magnitude of the applied forces. A general law applicable to \(\widehat{\theta \phi}\) is not so easily laid down.

In a general way, when \(i\) is large we may regard the ratio of the maxima values of \(\frac{d \mathbf{T}_{i}}{d \theta}\) to those of \(\mathbf{T}_{i}\) as being of the order \(i: 1\). We thus conclude that when \(i\) is large the values of \(\widehat{\theta \phi}\) and the corresponding strain vary for a given magnitude in the surface forces inversely as \(i\). A large value in \(i\) implies a rapid fluctuation in the magnitude and signi.e. in the direction relative to \(\theta\) and \(\phi\)-of the resultant of the forces applied over a surface, the area throughout which this resultant retains one sign becoming more and more restricted in the direction parallel to \(\theta\) as \(i\) increases. This consideration explains the rapid diminution in the displacements as \(i\) increases. Take for simplicity the case when \(\boldsymbol{T}_{i}\) is a zonal harmonic, when the surface force is everywhere perpendicular to the axis of the harmonic and has a constant value round the perimeter of any small circle whose plane is perpendicular to this axis. When \(i=2\) the surface forces vanish only at what we may call the "poles" and the "equator". The forces over one of the two hemispheres tend to twist the sphere round the axis of the harmonic in one direction, and the forces on the opposite hemisphere have an equal tendency in the opposite direction. It is thus obvious that as we leave the equator, where the displacement will be nil, and travel towards one of the poles along a meridian, the action of the forces over the successive zones into which we may suppose the surface divided by "parallels of latitude" will all conspire, so that each zone will be turned through a small angle relative to the preceding zone in the direction of the forces. To find where the displacement is a maximum we notice that
\[
w \propto-\frac{d P_{2}}{d \theta} \propto 3 \sin \theta \cos \theta,
\]
so that \(w\) is a maximum in latitude \(45^{\circ}\). The angular displacement \(w / a \sin \theta\) increases, as we have said, right up to the poles, but after latitude \(45^{\circ}\) the linear displacement falls off owing to the diminution in the radii of the parallels of latitude.
\[
\begin{aligned}
& \text { Now if we take for comparison } i=4 \text {, we get } \\
& \qquad \hat{r \phi} \propto w \propto \sin \theta \cos \theta\left(7 \cos ^{2} \theta-3\right),
\end{aligned}
\]
so that the direction of the surface forces and of the displacement changes sign not only at the equator but also in the latitudes \(\sin ^{-1} \sqrt{3 / 7}\), or a little under \(41^{\circ}\). As we travel from the equator to a pole the rotations of the successive elementary zones are in the same direction only till we reach the latitude \(\sin ^{-1} \sqrt{1 / 7}\), or about \(22 \frac{1}{5}^{\circ}\), where \(w / \sin \theta\) is a maximum, and the latitude where the displacement \(w\) is a maximum is only about \(21^{\circ}\).

There is thus much less rom when \(i=4\) than when \(i=2\) for the cumulative effect of the rotations of the elementary zones to produce a large displacement; and obviously Vol. XV. Part IV.
as \(i\) increases this is more and more the case, because the parallels of latitude where the surface forces and the displacement vanish and change sign become increasingly numerous.

A general idea of the reason why the stress \(\widehat{\theta \phi}\) and the corresponding strain diminish as \(i\) increases seems also easily attainable. The strain consists in a shearing of the parallels of latitude on the same surface of the shell relatively to one another. Now suppose a long flat bar of uniform breadth and thickness held at both ends to be acted on in its plane by a series of forces of intensity \(+P\) on one half of its length and \(-P\) on the other all perpendicular to the length. Then it is easily proved that the maximum shearing force over a cross section diminishes rapidly as \(l\) diminishes though \(P\) remain the same. This is of course intended only for a very rough illustration of what happens, as the conditions it supposes differ widely from those of the actual case.

As regards \(\overline{r \theta}, \overrightarrow{\bar{\phi}}\), since at the surfaces they must equal the applied forces, it is obvious a priori that the magnitude of their principal terms can not depend on the degree of the harmonic.
\(\S 21\). The stress \(\widehat{\boxed{B}}\), as we have seen, has under ordinary conditions a nearly constant value throughout the thickness, but the variations of the other stresses along the thickness are always rapid unless the forces at corresponding points on the two surfaces are nearly equal and opposite. To consider the law of these variations, let \(\Theta, \Phi\) denote the total components parallel to \(\theta\) and \(\phi\) of the forces over the outer surface,-these forces being assumed of course to come from one or a series of the \(\mathbf{T}\) functions-and let \(\Theta^{\prime}\) and \(\Phi^{\prime}\) be the corresponding quantities for the inner surface. Then from ( 50 ) and (51) we find as our second approximations
\[
\begin{align*}
& \widehat{r \theta}=\frac{h-\xi}{h}\left(1+\frac{2 \xi}{a}\right) \Theta+\frac{\xi}{h}\left(1-2 \frac{h-\xi}{a}\right) \Theta^{\prime}  \tag{55}\\
& \left.\widehat{r \phi}=\frac{h-\xi}{h}\left(1+\begin{array}{c}
2 \xi \\
a
\end{array}\right) \Phi+\frac{\xi}{h}\left(1-2^{\frac{h}{4}-\xi}\right)^{\prime}\right) \Phi^{\prime}
\end{align*}
\]
\(\qquad\)
It is certainly noteworthy that the law of variation of these stresses along the thickness is, to so close an approximation, the same for all forces applied over one only of the surfaces, whatever be the degree or degrees of the harmonic term or terms from which they are derived. A similar conclusion as to the variation of the displacements along the thickness follows from (48) and (49), but the amplitude of the displacements depends on the degrees of the harmonics as well as on the absolute magnitudes of the surface forces.

Comparing (55) and (56) with (15), we see that the law of variation of \(\widehat{r \theta}\) or ro along the thickness of a thin shell for a tangential force over either surface is precisely the same as the law of variation of orr in the case of a uniform normal force over the same surface. Thus the stress gradient curve 2, § 10 , will apply to the case of tangential forces derived from stream functions over the outer surface, and the curve 3 to the case of tangential forces over the inner surface.
§ 22. Before quitting the subject of pure tangential displacements it is necessary to point out that, in general, surface forces derived from a harmonic of degree 1 must be excluded from our solution. The reason will appear from a consideration of the simplest case, that of the zonal harmonic \(P_{1}\).

Thus put \(\mathbf{T}_{1}=\Phi_{1} P_{1}, \mathbf{T}_{1}^{\prime}=\Phi_{1}^{\prime} P_{1}\), where \(\Phi_{1}, \Phi_{1}^{\prime}\) are constants. Thence, since
we have
\[
\left.\begin{array}{c}
-\frac{d P_{3}}{d \theta}=\sin \theta \\
\widehat{r \phi}=\Phi_{1} \sin \theta \text { over } r=a  \tag{57}\\
\overparen{r \phi}=\Phi_{1}^{\prime} \sin \theta \quad, \quad r=b
\end{array}\right\} .
\]

The forces over either one of the surfaces clearly all tend to turn the shell in the same direction round \(\theta=0\), the numerical magnitudes of the resultant couples being \(\frac{8}{3} \pi a^{3} \Phi_{1}\) for the outer, and \(\frac{8}{3} \pi b^{3} \Phi_{1}^{\prime}\) for the inner surface. Unless these couples be equal and opposite there will not be equilibrium. We shall first show that when there is equilibrium our solution applies.

For equilibrium we must have
\[
\mathbf{T}_{1}^{\prime} / \mathbf{T}_{1}=\Phi_{1}^{\prime} / \Phi_{1}=(a / b)^{3}
\]

Substituting in (44), we see that the coefficient of \(r\) takes the form \(\frac{0}{0}\) and so appears indeterminate. The corresponding terms however in (45), (46) and (47) contribute nothing to the stresses and consequently nothing to the strains, and so this term has nothing whatever to do with the elastic problem. A displacement \(w \propto r \sin \theta\) is in fact a rigid body rotation round \(\theta=0\), and the magnitude of such a displacement is fixed by other than elastic conditions.

We need thus consider only the second term in (44), or may take
\[
\begin{equation*}
w=-\frac{\Phi}{3 n} a^{3} r^{-2} \sin \theta \tag{58}
\end{equation*}
\]

This is the complete answer to the elastic solid problem in the present case.
We have clearly, however, not obtained a complete explanation of the elastic solid aspects of the case \(i=1\).

It is obvious that the resultant couples over the two surfaces need not in a shell always balance one another, while, if the sphere is solid, equilibrium under forces of this kind over the one surface is impossible. When the applied forces are not in equilibrium motion will ensue, but elastic strains and stresses will exist during the motion. Their investigation requires account to be taken of the "reversed effective forces". When this is done it will, I believe, be found that when the initial circumstances are completely given the displacements, strains and stresses at any subsequent time, supposing the limits of perfect elasticity not to be exceeded, are as determinate as in any case of equilibrium.

The problem is an interesting one, but its present consideration would lead us too far afield.

\section*{Class III, Mixed rudiul and transverse displacements.}
§ 23. The displacements are those represented in the formulae (30), (31), (32) by the terms in \(V_{i}, V_{-i-1}\) and the four harmonics \(Y_{i}, Z_{i}, Y_{-i-1}, Z_{-i-1}\) whose values are determined by the equations (38)-( 41 ). Thus the displacements of this class depend on the bodily forces, the normal surface forces and that part of the tangential surface forces which is derived from the \(T\), or potential, functions.

Let us consider the determinant whose terms are the coefficients of the four unknowns in equations (38), (39), (40), (41), each divided by \(n\). Calling this \(\Pi\) we have
\[
\begin{align*}
& \Pi=-\frac{\left(i^{2}-i-3\right) m+n}{(2 i+3) n} a^{i}, 2(i-1) a^{i-2}, \quad \frac{\left(i^{2}+3 i-1\right) m+n}{(2 i-1) n} a^{-i-1},-2(i+2) a^{-i-3} \mid \\
& -\frac{i(i+2) m-n}{(i+1)(2 i+3) n} a^{i}, \frac{2(i-1)}{i} a^{i-2},-\frac{\left(i^{2}-1\right) m-n}{i(2 i-1) n} a^{-i-1}, \quad \frac{2(i+2)}{i+1} a^{-i-3} \\
& -\frac{\left(i^{2}-i-3\right) m+n}{(2 i+3) n} b^{i}, 2(i-1) b^{i-2}, \quad\left(i^{2}+\frac{3 i-1) m+n}{(2 i-1) n} b^{-i-1},-2(i+2) b^{-i-3}\right.  \tag{0}\\
& -\frac{i(i+2) m-n}{(i+1)(2 i+3) n} b^{i}, \frac{2(i-1)}{i} b^{i-1},-\frac{\left(i^{2}-1\right) m-n}{i(2 i-1) n} b^{-i-1}, \quad \frac{2(i+2)}{i+1} b^{-i-3}
\end{align*}
\]

Denote the coefficients of the members of the first row in the expanded determinant by the letters \(\Pi_{11}, \Pi_{12}\) etc., the coefficients of the members of the second row by \(\Pi_{21}\), \(\Pi_{22}\) etc. and so on. Also for shortness let
\[
\begin{align*}
& \frac{\rho(m+n)^{-1}}{2 i+3}\left[\left\{(2 i+3) \frac{m}{n}+i^{2}+i-1\right\}\left(a^{i} \Pi_{11}+b^{i} \Pi_{31}\right)+(i+1)\left(a^{i} \Pi_{21}+b^{i} \Pi_{41}\right)\right]=\varpi_{1}  \tag{60}\\
& \frac{\rho(m+u)^{-1}}{2 i+3}\left[\left\{(2 i+3) \frac{m}{n}+i^{2}+i-1\right\}\left(u^{i} \Pi_{12}+b^{i} \Pi_{32}\right)+(i+1)\left(a^{i} \Pi_{22}+b^{i} \Pi_{42}\right)\right]=\sigma_{2} \ldots \ldots(  \tag{61}\\
& \frac{\rho(m+n)^{-1}}{2 i+3}\left[\left\{(2 i+3) \frac{m}{n}+i^{2}+i-1\right\}\left(a^{i} \Pi_{13}+b^{i} \Pi_{33}\right)+(i+1)\left(a^{i} \Pi_{23}+b^{i} \Pi_{43}\right)\right]=\sigma_{3} \ldots \ldots( \\
& \frac{\rho(m+n)^{-1}}{2 i+3}\left[\left\{(2 i+3) \frac{m}{n}+i^{2}+i-1\right\}\left(a^{i} \Pi_{14}+b^{i} \Pi_{34}\right)+(i+1)\left(a^{i} \Pi_{24}+b^{i} \Pi_{44}\right)\right]=\bar{w}_{4}  \tag{63}\\
& \underset{2 i-1}{2(m+n)^{-1}}\left[\left\{(2 i-1) \frac{m}{n}-\left(i^{2}+i-1\right)\right\}\left(a^{-i-1} \Pi_{21}+b^{-i-1} \Pi_{31}\right)+i\left(a^{-i-1} \Pi_{21}+b^{-i-1} \Pi_{41}\right)\right]=\varpi_{1}{ }^{\prime} .  \tag{64}\\
& \frac{\rho(m+n)^{-1}}{2 i-1}\left[\left\{(2 i-1) \frac{m}{n}-\left(i^{2}+i-1\right)\right\}\left(a^{-i-1} \Pi_{12}+b^{-i-1} \Pi_{32}\right)+i\left(a^{-i-1} \Pi_{22}+b^{-i-1} \Pi_{42}\right)\right]=w_{2}^{\prime} \ldots(65),  \tag{65}\\
& \underset{2 i-1}{\rho(m+n)^{-1}}\left[\left\{(2 i-1)_{n}^{m}-\left(i^{2}+i-1\right)\right\}\left(u^{-i-1} \Pi_{13}+b^{-i-1} \Pi_{33}\right)+i\left(u^{-i-1} \Pi_{23}+b^{-i-1} \Pi_{43}\right)\right]=\sigma_{3}^{\prime} \ldots(66), \\
& \frac{\rho(m+n)^{-1}}{2 i-1}\left[\left\{(2 i-1) \frac{m}{n}-\left(i^{2}+i-1\right)\right\}\left(l^{-i-1} \Pi_{1 s}+b^{-i-1} \Pi_{34}\right)+i\left(u^{-i-1} \Pi_{24}+b^{-i-1} \Pi_{4 s}\right)\right]=\sigma_{4}^{\prime} \ldots \tag{67}
\end{align*}
\]

Then
\[
\begin{align*}
& n \Pi Y_{i}=R_{i} \Pi_{11}+T_{i} \Pi_{21}+R_{i}^{\prime} \Pi_{31}+T_{i}^{\prime} \Pi_{41}+V_{i \omega_{2}}+V_{-i-1} \omega_{1}^{\prime}  \tag{68}\\
& n \Pi Z_{i}=R_{i} \Pi_{12}+T_{i} \Pi_{22}+R_{i}^{\prime} \Pi_{32}+T_{i}^{\prime} \Pi_{42}+V_{i \omega_{2}}+V_{-i-1 \omega_{2}^{\prime}}^{\prime}  \tag{69}\\
& n \Pi Y_{-i-1}=R_{i} \Pi_{13}+T_{i} \Pi_{23}+R_{i}^{\prime} \Pi_{33}+T_{i}^{\prime} \Pi_{43}+V_{i} \omega_{3}+V_{-i-1} \omega_{3}^{\prime}  \tag{70}\\
& n \Pi Z_{-i-1}=R_{i} \Pi_{14}+T_{i} \Pi_{24}+R_{i}^{\prime} \Pi_{34}+T_{i}^{\prime} \Pi_{44}+V_{i \varpi_{4}}+V_{-i-1 \omega_{1}^{\prime}}
\end{align*}
\]
\(\qquad\)
§ 24. This constitutes from a purely mathematical standpoint a complete solution of the problem, but to render it of practical value we must evaluate the determinants. We find
\[
\begin{equation*}
\Pi=4(i-1)(i+2)(a b)^{-2} \Pi \div\left\{i^{2}(i+1)^{2}(2 i-1)(2 i+3)\right\} \tag{72}
\end{equation*}
\]
where
\[
\begin{array}{r}
\bar{\Pi}=(a b)^{-2 i-2}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
\left.-(i-1) i(i+1)(i+2)(2 i-1)(2 i+3)(m / n)^{2}(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right] \ldots \tag{73}
\end{array}
\]
also
\[
\begin{align*}
& \Pi_{11}=\frac{4(i-1)(i+2) a^{-i-3} b^{-2 i-4}}{i^{2}(i+1)(2 i-1)}\left[\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\} a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
&\left.+i(i+2)(2 i-1)(m / n) b^{2 i-1}\left(a^{2}-b^{2}\right)\right] . \tag{74}
\end{align*}
\]
\[
\begin{align*}
\Pi_{12}=\frac{2(i+2) a^{-i-3} b^{-2 i-4}}{i(i+1)^{2}(2 i-1)(2 i+3)}\left[\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}\left\{i(i+2) \frac{m}{n}-1\right\}\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
\left.\quad+(i-1)(i+1)(2 i+3) \frac{m}{n}\left\{\left(i^{2}-1\right) \frac{m}{n}-1\right\} b^{2 i+2}\left(a^{2}-b^{2}\right)\right] \ldots \ldots \ldots
\end{aligned} \begin{aligned}
& \Pi_{13}=\frac{-4(i-1)(i+2) a^{-i-3} b^{-5}}{i(i+1)^{2}(2 i+3)}\left[\{ ( 2 i ^ { 2 } + 4 i + 3 ) \frac { m } { n } - ( 2 i + 1 ) \} \left(\left(t^{2 i+3}-b^{2 i+3}\right)\right.\right.  \tag{75}\\
&\left.\quad+(i-1)(i+1)(2 i+3)(m / n) a^{2 i+1}\left(a^{2}-b^{2}\right)\right] \ldots \ldots \ldots
\end{align*}
\]
\[
\Pi_{1^{4}}=\frac{-2(i-1) a^{-i-1} b^{-3}}{i^{2}(i+1)(2 i-1)(2 i+3)}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left\{\left(i^{2}-1\right) \frac{m}{n}-1\right\} b^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right.
\]
\[
\begin{equation*}
\left.+i(i+2)(2 i-1) \frac{m}{n}\left\{i(i+2) \frac{m}{n}-1\right\} a^{v i-1}\left(a^{2}-b^{2}\right)\right] \tag{77}
\end{equation*}
\]
\[
\Pi_{21}=\frac{-4(i-1)(i+2) a^{-i-3} b^{-2 i-4}}{i(i+1)(2 i-1)}\left[\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\} a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right.
\]
\[
\begin{equation*}
\left.-(i+1)(i+2)(2 i-1) \frac{m}{n} b^{2 i-1}\left(a^{2}-b^{u}\right)\right] \tag{78}
\end{equation*}
\]
\[
\left.\begin{array}{lllc}
\Pi_{31}=\Pi_{12} & \text { with } & a & \text { and } \\
\Pi_{32} & b \text { interchanged } \\
\Pi_{12} & " & " & " \\
\Pi_{33}=\Pi_{13} & " & " & " \\
\Pi_{34}=\Pi_{24} & " & " & " \\
\Pi_{41}=\Pi_{21} & " & " & " \\
\Pi_{42}=\Pi_{22} & " & " & " \\
\Pi_{43}=\Pi_{23} & " & " & " \\
\Pi_{44}=\Pi_{24} & " & " & "
\end{array}\right)
\]

The last 8 relations are obvious, since the third and fourth rows of the complete determinant \(\Pi\) may be deduced from the first and second respectively by writing \(b\) for a. An inspection of the determinant also shows that we may deduce \(\Pi_{13}\) from \(\Pi_{11}, \Pi_{18}\) from \(\Pi_{12}, \Pi_{2}\) from \(\Pi_{22}\) and \(\Pi_{24}\) from \(\Pi_{22}\) by substituting \((-i-1)\) for \((+i)\). It is thus in reality necessary to calculate only 4 of the 16 minors.

We also find
\[
\begin{align*}
\begin{aligned}
& \varpi_{1}=\frac{4(i-1)(i+2)(a b)^{-2 i-1}}{i^{2}(i+1)(2 i-1)(2 i+3)} \frac{\rho n}{m+n} {\left[\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\} \times\right.} \\
&\left\{(2 i+3) \frac{m}{n}-1\right\}\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right) \\
&\left.+i(i+2)(2 i-1)(2 i+3) \frac{m}{n}\left(\frac{m}{n}+i\right)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right] \ldots \ldots . \\
& \varpi_{2}=\frac{2(i+2)\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}}{(i+1)(2 i-1)(2 i+3)} \times
\end{aligned}
\end{align*}
\]
\[
\left\{(i+2) \frac{m}{n}-1\right\} \rho(a b)^{-s i-1}\left(a^{2 i+1}-b^{2 i+1}\right)\left(a^{2 i+3}-b^{i+3}\right) .
\]
\[
\begin{align*}
& \Pi_{:=}=\begin{array}{r}
-2(i+2)\left(a^{-i-3} b^{-2 i-b}\right. \\
i(i+1)(2 i-1)(2 i+3)
\end{array}\left[\left(2 i^{2}+1\right)_{n}^{m}+2 i+1\right\}\left\{\left(i^{2}-i-3\right) \frac{m}{n}+1 i^{\prime}\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \left.-(i-1) i(2 i+3) \frac{m}{n}\left\{\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right\} b^{n i+1}\left(a^{2}-b^{2}\right)\right] .  \tag{79}\\
& \Pi_{=s}=\frac{-4(i-1)(i+2) a^{-i-3} b^{-s}}{i(i+1)(2 i+3)}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left(a^{2 i+s}-b^{3 i+3}\right)\right. \\
& \left.-(i-1) i(2 i+3) \frac{m}{n} a^{2 i+1}\left(a^{2}-b^{2}\right)\right]  \tag{80}\\
& \Pi_{25}=\frac{-2(i-1) a^{-i-1} b^{-3}}{i(i+1)(2 i-1)(2 i+3)}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\} \times\right. \\
& \left\{\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right\} b^{2}\left(a^{2 i-1}-b^{i i-1}\right) \\
& \left.-(i+1)(i+2)(2 i-1) \frac{m}{n}\left\{\left(i^{2}-i-3\right) \frac{m}{n}+1\right\} a^{2 i-1}\left(a^{2}-b^{2}\right)\right] . \tag{81}
\end{align*}
\]
\[
\begin{align*}
& \varpi_{3}=\frac{-4(i-1)(i+2)(2 i+1)}{(i+1)^{2}(2 i+3)}\left\{(i+2) \frac{m}{n}-1\right\} \rho(a b)^{-5}\left(a^{2}-b^{2}\right)\left(a^{2 i+3}-b^{2 i+3}\right)  \tag{85}\\
& \varpi_{4}=\frac{-2(i-1)(i+2)}{(i+1)(2 i+3)} \frac{m}{n}\left\{(i+2) \frac{m}{n}-1\right\} \rho(a b)^{-3}\left(a^{2}-b^{2}\right)\left(a^{2 i+1}-b^{2 i+1}\right)  \tag{86}\\
& \varpi_{1}^{\prime}=\frac{-4(i-1)(i+2)(2 i+1)}{i^{2}(2 i-1)}\left\{(i-1) \frac{m}{n}+1\right\} \rho(a b)^{-2 i-s}\left(a^{2}-b^{2}\right)\left(a^{2 i-1}-b^{i-1-1}\right)  \tag{87}\\
& \varpi_{2}{ }^{\prime}=\frac{-2(i-1)(i+2)}{i(2 i-1)} \frac{m}{n}\left\{(i-1) \frac{m}{n}+1\right\} \rho(a b)^{-2 i-1}\left(a^{2}-b^{2}\right)\left(a^{2 i+1}-b^{2 i+1}\right)  \tag{88}\\
& \boldsymbol{\sigma}_{3}^{\prime}=\frac{4(i-1)(i+2)(a b)^{-2 i-4}}{i(i+1)^{2}(2 i-1)(2 i+3)} \frac{\rho n}{m+n}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\} \times\right. \\
& \left\{(2 i-1) \frac{m}{n}+1\right\}\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right) \\
& \left.-(i-1)(i+1)(2 i-1)(2 i+3) \frac{m}{n}\left(\frac{m}{n}-i-1\right)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right] .  \tag{89}\\
& \boldsymbol{\sigma}_{4}^{\prime}=\frac{2(i-1)}{i^{2}(2 i-1)(2 i+3)}\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\} \times \\
& \left\{(i-1) \frac{m}{n}+1\right\} \rho(a b)^{-2 i-2}\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+1}-b^{2 i+1}\right) \\
& \varpi_{i}^{\prime}=\frac{2(i-1)}{i^{2}(2 i-1)(2 i+3)}\left\{\left(2 i^{2}+4 i+3\right) \frac{n}{n}-(2 i+1)\right\} \times
\end{align*}
\]
§ 25. Substituting the values just found for \(\Pi_{11} \ldots \varpi_{1} \ldots\) etc. in (68), (69), (70) and (71), we obtain the values of \(Y_{i}, Z_{i}, Y_{-i-1}, Z_{-i-1}\); and inserting these in equations (29), (30), (31) and (32) we have the typical terms in the values of the dilatation and displacements explicitly determined. The solution so obtained, it must be remembered, includes only what we have denoted, § 23, "mixed radial and transverse displacements". It answers both to bodily and surface forces; the types of the former are derived from the potential (see § 14)
\[
r^{i} V_{i}+r^{-i-1} V_{-i-1} ;
\]
the latter have for their types (see § 16):
over \(r=a\),
\[
\widehat{r r}=R_{i}, \quad \widehat{r \theta}=\frac{d T_{i}}{d \theta}, \widehat{r \phi}=\frac{1}{\sin \theta} \frac{d T_{i}}{d \phi},
\]
over \(r=b\),
\[
\widehat{r r}=R_{i}^{\prime}, \widehat{r \theta}=\frac{d T_{i}^{\prime}}{d \hat{\theta}}, \widehat{r \phi}=\frac{1}{\sin \theta} d T_{i}^{\prime} d \phi
\]

The dilatation and displacements are as follows, \(\Pi\) being given by (73):
\(n \bar{\Pi} \delta=R_{i}\left[\frac{(i+1)(2 i+3) r^{i}}{a^{i+1} b^{2 i+2}}\left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right) a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right.\right.\)
\[
\left.+i(i+2)(2 i-1)(m / n) b^{2 i-1}\left(a^{2}-b^{2}\right)\right\}
\]
\[
-\frac{i(2 i-1) r^{-i-3}}{u^{-1} b:}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(a^{2 i+3}-b^{n i+3}\right)\right.
\]
\[
\left.\left.+(i-1)(i+1)(2 i+3)(m / n) a^{2 i+1}\left(a^{2}-b^{2}\right)\right\}\right]
\]
\(+R_{i}\) [coefficient obtained from that of \(R_{i}\) by interchanging \(a\) and \(b\) ]
\[
\begin{array}{r}
+T_{i}\left[-\frac{i(i+1)(2 i+3)}{a^{i+1} b^{2 i+2}} r^{i i}\left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right) a^{2}\left(a^{v i-1}-b^{2 i-3}\right)\right.\right. \\
\left.-(i+1)(i+2)(2 i-1)(m / n) b^{2 i-1}\left(a^{2}-b^{2}\right)\right\} \\
-\frac{i(i+1)(2 i-1)}{a^{i+1} b^{i}} r^{-i-1}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(a^{2 i+3}-b^{0 i+3}\right)\right. \\
\\
\left.\left.-(i-1) i(2 i+3)(m / n) a^{2 i+1}\left(a^{2}-b^{2}\right)\right\}\right]
\end{array}
\]
\(+T_{i}^{\prime}\) [coefficient obtained from that of \(T_{i}\) by interchanging \(u\) and \(b\) ]
\[
\begin{aligned}
& 2 n \bar{\Pi} u \\
& =R_{i}\left[-\begin{array}{c}
(i+1) r^{i+1} \\
\left(1 b^{2}\right)^{i+1}
\end{array}\left(i_{n}^{m}-2, i\left(\left(2 i^{2}+1\right)_{n}^{m}+2 i+1\right) a^{2}\left(\left(a^{2 i-1}-b^{2 i-1}\right)+i(i+2)(2 i-1) \frac{m}{n} b^{2 i-1}\left(a^{2}-b^{2}\right)\right\}\right.\right. \\
& \quad+\frac{i}{i-1} \frac{r^{i-1}}{\left(a b^{2}\right)^{i+1}}\left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right)\left(i(i+2) \frac{m}{n}-1\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \left.+(i-1)(i+1)(2 i+3) \frac{m}{n}\left(\left(i^{2}-1\right) \frac{m}{n}-1\right) b^{2 i+1}\left(a^{2}-b^{2}\right)\right\}
\end{aligned}
\]
\[
\begin{align*}
& +\rho V_{i}\left[\frac { i r ^ { i } } { ( a b ) ^ { 2 i + 2 } } \left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right)\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right.\right. \\
& \left.+i(i+1)(i+2)(2 i-1)(2 i+3)(m / n)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right\} \\
& \left.-i^{2}(2 i-1)(2 i+1)\left\{(i+2) \frac{m}{n}-1\right\} r^{-i-1}(a b)^{-3}\left(a^{2}-b^{2}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right] \\
& +\rho V_{-i-1}\left[-(i+1)^{2}(2 i+1)(2 i+3)\left\{(i-1) \frac{m}{n}+1\right\} r^{i}(a b)^{-2 i-2}\left(a^{2}-b^{2}\right)\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
& -\quad(a b)^{2 i+2}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \left.\left.-(i-1) i(i+1)(2 i-1)(2 i+3)(m / n)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right\}\right] . \tag{91}
\end{align*}
\]
\[
\begin{aligned}
& +i\left((i+1) \frac{m}{n}+2\right) \frac{r^{-i}}{a^{i+1} b^{3}}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \left.+(i-1)(i+1)(2 i+3) \frac{m}{n} u^{2 i+1}\left(a^{2}-b^{2}\right)\right\} \\
& -\frac{i+1}{i+2} r^{-i-2} a^{i-1} b\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(\left(i^{2}-1\right) \frac{m}{n}-1\right) b^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
& \left.\left.+i(i+2)(2 i-1) \frac{m}{n}\left(i(i+2) \frac{m}{n}-1\right) a^{2 i-1}\left(a^{2}-b^{2}\right)\right\}\right]
\end{aligned}
\]
\(+R_{i}^{\prime}\) [coefficient obtained from that of \(R_{i}\) by interchanging \(a\) and \(b\) ]
\[
\begin{aligned}
& +T_{i}\left[i ( i + 1 ) ( \frac { m } { n } i - 2 ) \frac { r ^ { i + 1 } } { ( a b ^ { 2 } ) ^ { i + 1 } } \left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right) a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right.\right. \\
& \left.-(i+1)(i+2)(2 i-1) \frac{m}{n} b^{2 i-1}\left(a^{2}-b^{2}\right)\right\} \\
& -\frac{i(i+1)}{i-1} \frac{r^{i-1}}{\left(a b^{2}\right)^{i+1}}\left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right)\left(\left(i^{2}-i-3\right) \frac{m}{n}+1\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \left.-(i-1) i(2 i+3) \frac{m}{n}\left(\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right) b^{2 i+1}\left(a^{2}-b^{2}\right)\right\}
\end{aligned} \quad \begin{array}{r}
+i(i+1)\left(\frac{m}{n}(i+1)+2\right) \frac{r^{-i}}{a^{i+1} b^{3}}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
\left.-(i-1) i(2 i+3) \frac{m}{n} a^{2 i+1}\left(a^{2}-b^{2}\right)\right\}
\end{array} \quad \begin{aligned}
& -\frac{i(i+1)}{i+2} \frac{r^{-i-2}}{a^{i-1} b}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right) b^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
& \left.\left.\quad-(i+1)(i+2)(2 i-1) \frac{m}{n}\left(\left(i^{2}-i-3\right) \frac{m}{n}+1\right) a^{2 i-1}\left(a^{2}-b^{2}\right)\right\}\right]
\end{aligned}
\]
\(+T_{i}^{\prime}\) [coefficient obtained from that of \(T_{i}\) by interchanging \(a\) and \(\left.b\right]\)
\(+i \rho V_{i}\left[-\frac{r^{i+1}}{(a b)^{2 i+2}}\left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right)\left((i+1) \frac{m}{n}-1\right)\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right.\right.\)
\[
\left.+i(i+1)(i+2)(2 i-1) \frac{m}{n}\left(\frac{m}{n}-2\right)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right\}
\]
\(+\frac{i}{i-1}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{i-1}}{(a b)^{2 i+2}}\left(a^{2 i+1}-b^{2 i+1}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\)
\(+i(2 i+1)\left\{(i+1) \frac{m}{n}+2\right\}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{-i}}{(a b)^{3}}\left(a^{2}-b^{2}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\)
\(\left.-i(i+1)(2 i-1) \frac{m}{n}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{-i-2}}{a b}\left(a^{2}-b^{2}\right)\left(a^{2 i+1}-b^{2 i+1}\right)\right]\)
Vol. XV. Part IV.
\[
\begin{aligned}
& -(i+1) \rho V_{-i-1}\left[-(i+1)(2 i+1)\left(i \frac{m}{n}-2\right)\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{i+1}}{(u b)^{3 i+2}}\left(a^{2}-b^{2}\right)\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
& +i(i+1)(2 i+3) \frac{m}{n}\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{i-1}}{(a b)^{i+2}}\left(a^{2}-b^{2}\right)\left(a^{2 i+1}-b^{2 i+1}\right) \\
& +{ }_{(c b)^{-i+n}}^{r^{-i}}\left\{\left(\left(2 i^{i}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(i \frac{m}{n}+1\right)\left(a^{n i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{0 i+3}\right)\right. \\
& \left.-(i-1) i(i+1)(2 i+3) \frac{m}{n}\left(\frac{m}{n}-2\right)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right\} \\
& \left.-\begin{array}{l}
i+1
\end{array}\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{-i-2}}{(u b)^{2 i}}\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{a i+1}-b^{n i+1}\right)\right] \ldots \\
& \Xi_{n} \Pi v=\frac{d R_{i}}{d \theta}\left[-\left\{(i+3) \frac{m}{n}+2\right\} \frac{r^{i+1}}{\left(a b^{2}\right)^{i+1}}\left\{\left(\left(2 i^{i}+1\right) \frac{m}{n}+2 i+1\right) a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right.\right. \\
& \left.+i(i+2)(2 i-1) \frac{m}{n} b^{i i-1}\left(a^{2}-b^{2}\right)\right\}+\underset{i-1}{1}\left(a b^{2}\right)^{i+1}\left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right)\left(i(i+2) \frac{m}{n}-1\right)\left(u^{2 i+3}-b^{i i+3}\right)\right. \\
& \left.+(i-1)(i+1)(2 i+3) \frac{m}{n}\left(\left(i^{2}-1\right) \frac{m}{n}-1\right) b^{2 i+1}\left(a^{2}-b^{2}\right)\right\} \\
& -\left\{(i-2) \frac{m}{n}-2\right\} \frac{r^{-i}}{a^{i+1} b^{3}}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m b}{n}-(2 i+1)\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \left.+(i-1)(i+1)(2 i+3) \frac{m}{n} a^{2 i+1}\left(a^{2}-b^{2}\right)\right\} \\
& +\frac{1}{i+2} \frac{r^{-i-2}}{a^{i-1} b}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(\left(i^{2}-1\right) \frac{m}{n}-1\right) b^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
& \left.\left.+i(i+2)(2 i-1) \frac{m}{n}\left(i(i+2) \frac{m}{n}-1\right) a^{2 i-1}\left(a^{2}-b^{2}\right)\right\}\right] \\
& +\frac{d R_{i}^{\prime}}{d \theta}\left[\text { coefficient obtained from that of } \frac{d R_{i}}{d \theta} \text { by interchanging } a \text { and } b\right] \\
& +\frac{d T_{i}}{d \theta}\left[i \{ ( i + 3 ) \frac { m } { n } + 2 \} \frac { r ^ { i + 1 } } { ( a b ^ { 2 } ) ^ { i + 1 } } \left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right) a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right.\right. \\
& \left.-(i+1)(i+2)(2 i-1) \frac{m}{n} b^{2 i-1}\left(a^{2}-b^{2}\right)\right\}-\frac{i+1}{i-1} \frac{r^{i-1}\left(a b^{2}\right)^{i+3}}{i-}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right) \times \\
& \left.\left(\left(i^{2}-i-3\right) \frac{m}{n}+1\right)\left(a^{2 i+3}-b^{2 i+3}\right)-(i-1) i(2 i+3) \frac{m}{n}\left(\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right) b^{2 i+1}\left(a^{2}-b^{2}\right)\right\} \\
& -(i+1)\left\{(i-2) \frac{m}{n}-2\right\} \bar{a}^{r^{i+i} b^{3}}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \left.-(i-1) i(2 i+3) \frac{m}{n} a^{2 i+1}\left(a^{2}-b^{2}\right)\right\} \\
& +\frac{i}{i+2} \frac{r^{-i-2}}{a^{i-1} b}\left\{\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left(\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right) b^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
& \left.\left.-(i+1)(i+2)(2 i-1) \frac{m}{n}\left(\left(i^{2}-i-3\right) \frac{m}{n}+1\right) a^{n i-1}\left(a^{2}-b^{2}\right)\right\}\right]
\end{aligned}
\]
\[
\begin{align*}
& +\frac{d T_{i}^{\prime}}{d \theta}\left[\text { coefficient obtained from that of } \frac{d T_{i}}{d \theta} \text { by interchanging } a \text { and } b\right] \\
& +\rho \frac{d V_{i}}{d \theta}\left[-\frac{r^{i+1}}{(a b)^{2 i+2}}\left\{\left(\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right)\left((i+3) \frac{m}{n}-1\right)\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{i i+3}-b^{i i+3}\right)\right.\right. \\
& \left.+i(i+2)(2 i-1) \frac{m}{n}\left((i+3) \frac{m}{n}+2 i\right)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right\} \\
& +\frac{i}{i-1}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{i-1}}{(a b)^{2 i+2}}\left(a^{2 i+1}-b^{2 i+1}\right)\left(a^{2 i+3}-b^{2 i+3}\right) \\
& -i(\boldsymbol{2} i+1)\left\{(i-2) \frac{m}{n}-2\right\}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{-i}}{(a b)^{3}}\left(a^{2}-b^{2}\right)\left(a^{2 i+3}-b^{2 i+3}\right) \\
& \left.+i^{2}(2 i-1) \frac{m}{n}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{-i-2}}{a b}\left(a^{2}-b^{2}\right)\left(a^{2 i+1}-b^{2 i+1}\right)\right] \\
& +\rho \frac{d V_{-i-1}}{d \theta}\left[(i+1)(2 i+1)\left\{(i+3) \frac{m}{n}+2\right\}\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{i+1}}{(a b)^{2 i+2}}\left(a^{2}-b^{2}\right)\left(a^{2 i-1}-b^{2 i-1}\right)\right. \\
& -(i+1)^{2}(2 i+3) \frac{m}{n}\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{i-1}}{(a b)^{i+2}}\left(a^{2}-b^{2}\right)\left(a^{2 i+1}-b^{2 i+1}\right) \\
& +\frac{r^{-i}}{(a b)^{2 i+2}} \vdots\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left((i-2) \frac{m}{n}+1\right)\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right) \\
& \left.-(i-1)(i+1)(2 i+3) \frac{m}{n}\left((i-2) \frac{m}{n}+2 i+2\right)(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right\} \\
& \left.-\frac{i+1}{i+2}\left(\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right)\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{-i-2}}{(a b)^{2 i}}\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+1}-b^{2 i+1}\right)\right] \ldots \ldots( \tag{93}
\end{align*}
\]

The value of \(w\) is obtained from that of \(v\) by replacing \(\frac{d}{d \theta}\) by \(\frac{1}{\sin \theta} \frac{d}{d \phi}\). In any one of the quantities \(\delta, u, x, w\), so far as they depend on the surface forces, terms in \(r^{-i}\) may be obtained from those in \(r^{i+1}\), and terms in \(r^{-i-2}\) from those in \(r^{i-1}\), by simply writing \((-i-1)\) for \((+i)\) in all indices and coefficients. The same substitution deduces the coefficient of \(V_{-i-1}\) in each case from that of \(V_{i}\). The quantity \(\bar{\Pi}\) on the left of the equations will be found to transform into itself, i.e. to remain unchanged, when \((-i-1)\) is written for \(i\).

The solution just written down may at first sight seem rather cumbrous. It must be remembered however that it contains the answer to innumerable special problems, and that in very few practical applications will there be found anything like so general a system of applied forces as that treated here. Having regard to the actual facts, the comparative brevity of the solution is in reality somewhat remarkable.
§ 26. From these typical terms in the displacements the typical terms in the stresses may be found by means of the general formulae (3). Three only of the stresses, viz. \(\widehat{r r}, \widehat{r \theta}\) and \(\widehat{r \phi}\), are given explicitly below. They possess greater iwherent interest than the other three, more especially in the case of thin shells. The method by which they were actually calculated was by substituting in (33), (34) and (35) the values deduced from (68), (69),
(70) and (71) for \(Y_{i}\), etc. The expressions are as follows, \(\bar{\Pi}\) being as before given by (73):-
\[
\begin{aligned}
& \bar{\Pi} \overline{r r r}=\frac{1}{2 i+1} R_{i}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\} \times\right. \\
& \frac{r^{-i-3}}{\left(a b^{2}\right)^{i+1}}\left\{(i+1) a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\left(r^{2 i+3}-b^{2 i+3}\right)+i r^{2}\left(r^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right)\right\} \\
& -(i-1) i(i+1)(i+2)(2 i-1)(2 i+3)(m / n)^{2} \frac{r^{-i-3}}{a^{i+1} b^{3}}\left(a^{2}-b^{2}\right)\left(r^{2}-b^{2}\right)\left\{(i+1) a^{2 i+1}+i r^{2 i+1}\right\} \\
& +i(i+1)(i+2)(2 i-1) \frac{m}{n}\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\} \frac{r^{-i-3}}{a^{i+1} b^{3}} \times \\
& \left\{b^{2}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\} \\
& +(i-1) i(i+1)(2 i+3) \frac{m}{n}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\} \frac{r^{-i-3}}{a^{i-1} b^{2 i+2} \times} \\
& \left.\left\{a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-b^{2 i-1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\}\right]
\end{aligned}
\]
\(+{ }_{\underline{2} i+1}^{1} R_{i}^{\prime}\) [coefficient obtained from that of \(R_{i}\) inside square bracket by interchanging \(a\) and \(b]\)
\[
\begin{aligned}
& +i(i+1) T_{i} \frac{r^{-i-3}\left(a b^{2}\right)^{i+1}\left[-\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\} \times\right.}{} \quad\left\{\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right\}\left(a^{2 i+1}-b^{2 i+1}\right)\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right) \\
& +(2 i+1)\left\{\left(i^{2}+3 i-1\right) \frac{m}{n}+1\right\}\left\{\left(i^{2}-i-3\right) \frac{m}{n}+1\right\} b^{2 i-1}\left(a^{2}-b^{2}\right)\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right) \\
& \left.+2(2 i+1)\left(3 \frac{m}{n}-1\right)\left\{i(i+1) \frac{m}{n}+1\right\}\left\{a^{2 i+1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-b^{2 i+1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\}\right]
\end{aligned}
\]
\(+i(i+1) T_{i}^{\prime} \frac{r^{-i-3}}{\left(a^{2} b\right)^{i+1}}\) [coefficient obtained from that of \(T_{i}\) inside square bracket by interchanging \(a\) and \(b]\)
\[
\begin{aligned}
&+\rho V_{i} i^{2}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{-i-3}}{(a b)^{2 i+2}}\left[\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}\left(a^{2 i+3}-b^{2 i+3}\right)\right. \\
& \times\left\{a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-b^{2 i-1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\} \\
&\left.+(i+1)(i+2)(2 i-1) \frac{m}{n}(a b)^{2 i-1}\left(a^{2}-b^{2}\right)\left\{b^{2}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\}\right] \\
&+\rho V_{-i-1}(i+1)^{2}\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{-i-3}}{(a b)^{2 i+2}}[ \left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left(a^{2 i-1}-b^{2 i-1}\right) \\
& \times\left\{a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)-b^{2}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)\right\} \\
&\left.+(i-1) i(2 i+3) \frac{m}{n}\left(a^{2}-b^{2}\right)\left\{b^{2 i-1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)-a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)\right\}\right] \ldots \ldots(94),
\end{aligned}
\]
\(\Pi \widehat{r \theta}=\frac{d R_{i}}{d \theta}\left[\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}\left\{i(i+2) \frac{m}{n}-1\right\} \times\right.\)
\[
\frac{r^{-i-3}}{\left(a b^{2}\right)^{i+1}}\left\{a^{2 i+1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{s i+1}\right)-b^{2 i+1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\}
\]
\[
+\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left\{\left(i^{2}-1\right) \frac{m}{n}-1\right\} \times
\]
\[
\frac{r^{-i-3}}{a^{i+1} b}\left\{\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)-\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)\right\}
\]
\[
\left.+(2 i+1)\left\{i(i+2) \frac{m}{n}-1\right\}\left\{\left(i^{2}-1\right) \frac{m}{n}-1\right\} \frac{r^{-i-3}}{a^{i+1} b^{3}}\left(a^{2}-b^{2}\right)\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right]
\]
\[
+\frac{d R_{i}^{\prime}}{d \theta}\left[\text { coefficient obtained from that of } \frac{d R_{i}}{d \theta} \text { by interchanging } a \text { and } b\right]
\]
\[
+\frac{d T_{i}}{d \theta} \frac{1}{2 i+1} \frac{r^{-i-3}\left(a b^{2}\right)^{i+1}}{2}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\} \times\right.
\]
\[
\left\{(i+1) r^{2}\left(r^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2 i+3}\right)+i a^{2}\left(a^{2 i-1}-b^{2 i-1}\right)\left(r^{2 i+3}-b^{2 i+3}\right)\right\}
\]
\[
-(i-1) i(i+1)(i+2)(2 i-1)(2 i+3)(m / n)^{2} b^{2 i-1}\left(a^{2}-b^{2}\right)\left(r^{2}-b^{2}\right)\left\{(i+1) r^{2 i+1}+i a^{2 i+1}\right\}
\]
\[
+i(i+1)(i+2)(2 i-1) \frac{m}{n}\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\} b^{2 i-1} \times
\]
\[
\left\{a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)-b^{2}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)\right\}
\]
\[
+(i-1) i(i+1)(2 i+3) \frac{m}{n}\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\} a^{2} \times
\]
\[
\left.\left\{b^{2^{i-1}}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{\Omega i+1}\right)-a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{i+1}\right)\right\}\right]
\]
\(+\frac{d T_{i}^{\prime}}{d \theta} \frac{1}{2 i+1} \frac{r^{-i-3}}{\left(a^{2} b\right)^{i+1}}\) [coefficient obtained from that of \(\frac{d T_{i}}{d \theta}\) inside square bracket by interchanging \(a\) and \(b\) ]
\[
\begin{align*}
& +\rho \frac{d V_{i}}{d \theta^{-i}}\left\{(i+2) \frac{m}{n}-1\right\} \frac{r^{-i-3}}{(a b)^{-i+2}}\left[\left\{\left(2 i^{2}+1\right) \frac{m}{n}+2 i+1\right\}\left(a^{2 i+3}-b^{2 i+3}\right) \times\right. \\
& \left\{a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-b^{2 i-1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\} \\
& \left.+i(i+2)(2 i-1) \frac{m}{n}(a b)^{2 i-1}\left(a^{2}-b^{2}\right)\left\{a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)-b^{2}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{i+1}\right)\right\}\right] \\
& +\rho \frac{d V_{-i-1}}{d \theta}(i+1)\left\{(i-1) \frac{m}{n}+1\right\} \frac{r^{-i-3}}{(a b)^{i i+2}}\left[\left\{\left(2 i^{2}+4 i+3\right) \frac{m}{n}-(2 i+1)\right\}\left(a^{2 i-1}-b^{n i-1}\right) \times\right. \\
& \left\{b^{2}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right\} \\
& +(i-1)(i+1)(2 i+3) \frac{m}{n}\left(a^{2}-b^{2}\right)\left\{b^{2 i-1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right. \\
& \left.\left.-a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{\Sigma i+1}\right)\right\}\right] .
\end{align*}
\]

The expression for \(\overline{r \phi}\) is obtained from that for \(\widehat{r \theta}\) by replacing \(\frac{d}{d \theta}\) by \(\frac{1}{\sin \theta} \frac{d}{d} \phi\). As in the case of the displacements, the substitution of \((-i-1)\) for \((+i)\) deduces terms in \(r^{-i}\) and \(r^{-i-2}\) depending on the surface forces from those in \(r^{i+1}\) and \(r^{i-1}\) respectively, and also the terms containing \(V_{-i-1}\) from those containing \(V_{i}\).
§ 27. The complete expressions for the displacements \(u, v\) of the third class are found by summation with respect to \(i\) of the typical terms given by (92) and (93), and a similar summation is of course required of the typical terms given in (94) and (95) for \(\widehat{r r}\) and \(\widehat{r \theta}\). The complete expressions for \(w\) and \(\overparen{\sigma}\) are derived from the complete expressions for \(v\) and \(\hat{F \theta}\) by the substitution of \(\frac{1}{\sin \theta} \frac{d}{d \phi}\) for \(\frac{d}{d \theta}\). The limits of the summation had better be regarded as \(i=2\) and \(i=\infty\). The case \(i=0\) would answer to forces, such as uniform normal tractions, whose values are independent of the angular coordinates; and the correct solution is in reality derivable from (92). We already, however, have considered it, treating the displacements so produced as of a separate class, and have given the solution in (9). It is in fact easily verified that if in (92) we put \(i=0\), and replace \(R_{i}, R_{i}^{\prime}, V_{-i-1}\) by \(R, R^{\prime}, V^{\prime}\) respectively, we obtain the corresponding terms in (9). The terms in \(V\) in (9) are not represented in (92). The potential from which the bodily forces answering to the solution (92) are derived satisfies Laplace's equation \(\nabla^{2}=0\), or answers to forces other than the mutual gravitation of the shell. But the potential \(V r^{2}\) answering to (9) includes mutual gravitation and "centrifugal force", ueither of which satisfies Laplace's equation.

The case \(i=1\) must in general be excluded from the solution for the reasons stated in \(\S 22\) in the analogous case in pure transverse displacements. In any particular case where forces involving harmonics of the first degree are distributed over the two surfaces of a shell in such a way that the entire system of forces is in statical equilibrium the solution (91), (92), etc. will give correctly the elastic displacements.
§ 28. The forms under which the stresses \(\overline{r r}, \overrightarrow{r \theta}, \vec{r}\) are presented may seem at first sight rather peculiar. They have been adopted with a view principally to two ends, viz. to afford a ready means of testing the accuracy by reference to the surface conditions, and to facilitate application to the case of thin shells. The coefficients are all constructed on a uniform and very simple plan. Take for instance the values of \(\widehat{r}\) depending on \(R_{i}\) and \(T_{i}\). In the case of \(R_{i}\) the expression inside the square bracket must by the surface couditions vanish when \(r=b\), and a glance shows the occurrence of \(r-b\) as a factor in every term. The terms in the last 4 lines contain in addition the factor \(a-r\) and so vanish likewise over \(r=a\). The first 3 lines inside the square bracket on the other hand when a is substituted for \(r\) fall at once into \((2 i+1) \bar{I}\), and so the surface condition \(\widehat{r r}=l_{i}\) over \(r=u\) is seen to be satisfied. The first terms are those which are of most importance near the surface where the corresponding stress is applied, and in the case of a thin shell these terms are of a higher order of magnitude than the subsequent terms which vanish over both surfaces. The expression for \(\overline{r r}\) in terms of \(T_{i}\) has to vanish over both surfaces, and so is arranged to show: the factors \(a-r\) and \(r-b\) in each term.

The terms which vanish at both surfaces can be thrown into a variety of equivalent forms, some more convenient for one purpose, some for another. Use may be made for instance of the identities:
\[
\begin{aligned}
& a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-b^{2 i-1}\left(r^{2}-\bar{b}^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right) \\
= & r^{2}\left\{a^{2 i-1}\left(a^{2}-r^{2}\right)\left(r^{2 i-1}-b^{2 i-1}\right)-b^{2 i-1}\left(r^{2}-b^{2}\right)\left(a^{2 i-1}-r^{2 i-1}\right)\right\} \\
= & r^{2}\left\{\left(r^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+1}-r^{2 i+1}\right)-\left(a^{2 i-1}-r^{2 i-1}\right)\left(r^{2 i+1}-b^{2 i+1}\right)\right\} .
\end{aligned}
\]

In what precedes we have always described \(b\) as the radius of the inner surface and we shall continue to do so. But from the form of (92), (93), (94), (95) we may clearly in these equations regard \(a\) as the radius of the inner surface if we take the undashed letters \(R_{i}, T_{i}\) to denote the forces applied over that surface. When the outer surface is free of force the reader may find it a saving of time to take this view.
\(\S 29\). We pass now to the consideration of the form taken by the displacements and stresses in a thin shell. The expressions given below for \(\widehat{r r}, \widehat{r \theta}\) and \(\widehat{\gamma \phi}\) were calculated directly from (94) and (95) ; and the values of \(u, v, w\) might similarly be derived from (92) and (93). As a matter of fact, however, the displacements were found by inserting in equations (68)-(71) the approximate values found for \(\Pi, \Pi_{1}\), etc. by expauding the expressions (72)-(90) in powers of \(h / a\), where \(h\) is the thickness of the shell. To save - space these approximate values of \(\Pi\) etc. are not recorded here.

Denoting Young's modulus by \(E\) and Poisson's ratio by \(\eta\), and putting as before \(a-b=h, a-r=\xi\), we find, retaining the lowest and next lowest powers of \(h / a\) and \(\xi / a\), the following results*:
\(u=R_{i} \frac{a^{2}}{n h}\left[\frac{\left(2 i^{2}+2 i-1\right) m-n}{2(i-1)(i+2)(3 m-n)}-\eta \frac{n}{E} \frac{h-\xi}{a}\right]\)
\[
-R_{i}^{\prime} \frac{a^{2}}{n h}\left[\frac{\left(2 i^{2}+2 i-1\right) m-n}{2(i-1)(i+2)(3 m-n)}(1-2 h / a)+\eta \frac{n}{E} \frac{\xi}{a}\right]
\]
\(+T_{i} i(i+1){ }_{2 n h}^{a^{2}}\left[\frac{1}{(i-1)(i+2)}-\frac{n}{E} \frac{h}{a}\right]-T_{i}^{\prime} i(i+1) \frac{a^{2}}{2 n h}\left[\frac{1-2 h / a}{(i-1)(i+2)}+\frac{n}{E} \frac{h}{a}\right]\) \(+a^{i+1} \frac{\rho}{n} \frac{i}{i}\left[\frac{i\{(2 i+1) m-n\}}{2(i-1)(3 m-n)}+i \eta \frac{n}{E} \frac{\xi}{a}-\frac{i^{2}\{(i+2) m-n\}}{2(i-1)(3 m-n)} \frac{h}{a}\right]\)
\(-a^{-i} \frac{\rho V_{-i-1}}{n}\left[\begin{array}{c}(i+1)\{(2 i+1) m+n\} \\ 2(i+2)(3 m-n)\end{array}+(i+1) \eta \frac{n}{E} \frac{\xi}{a}+\frac{(i+1)^{2}\{(i-1) m+n\}}{2(i+2)(3 m-n)} \frac{n}{a}\right]\). ]..........(96),
\(v=\frac{d R_{i}}{d \theta} \frac{a^{2}}{2 n h}\left[\frac{1}{(i-1)(i+2)}+\frac{n}{E} \frac{2 \xi-h}{a}\right]-\frac{d R_{i}^{\prime}}{d \theta} \frac{a^{2}}{2 n h}\left[\frac{1-2 h / a}{(i-1)(i+2)}+\frac{n}{E} \frac{2 \xi-h}{a}\right]\)
\(+\frac{d T_{i}}{d \theta} \frac{a^{2}}{n h}\left[\frac{1}{(i-1)(i+2)}-\frac{1}{2} \frac{h-\xi}{a}\right]-\frac{d T_{i}^{\prime \prime}}{d \theta} \frac{a^{2}}{n h}\left[\frac{1-2 h / a}{(i-1)(i+2)}+\frac{1}{2} \frac{\xi}{a}\right]\)
\(+a^{i+1} \frac{\rho}{2 n} \frac{d V_{i}}{d \theta}\left[\frac{1}{i-1}+\frac{(2 i+3) m-n}{3 m-n} \frac{\xi}{a}-\frac{i}{i-1} \frac{(i+2) m-n}{3 m-n} \frac{h}{a}\right]\)
\(-a^{-i} \frac{\rho}{2 n} \frac{d V_{-i-2}}{d \theta}\left[\frac{1}{i+2}+\frac{(2 i-1) m+n}{3 m-n} \frac{\xi}{a}-\frac{i+1}{i+2} \frac{(i-1) m+n}{3 m-n} \frac{h}{a}\right]\).

\footnotetext{
* The reader must bear in mind that these results answer only to the displacements of our Class (iii), i.e. to the
system of applied forces given near the beginning of \(\S 25\) above.
}
\[
\hat{r \theta}=\frac{d R_{i}}{d \theta} \frac{m\left\{\left(2 i^{2}+2 i-1\right) m-n\right\}}{(m+n)(3 m-n)} \frac{\xi(h-\xi)}{a h}\left[1+\frac{3 m^{2}+\left(2 i^{2}+2 i+1\right) m n-2 n^{2}}{3 m\left\{\left(2 i^{2}+2 i-1\right) m-n\right\}} \frac{h}{a}\right.
\]
\[
\left.+\frac{3\left(5 i^{2}+5 i-3\right) m^{2}-\left(i^{2}+i+8\right) m n+n^{2}}{3 m\left\{\left(2 i^{2}+2 i-1\right) m-n\right\}} \frac{\xi}{a}\right]
\]
\[
-\frac{d R_{i}^{\prime}}{d \theta} \frac{m\left\{\left(2 i^{2}+2 i-1\right) m-n\right\}}{(m+n)(3 m-n)} \frac{\xi(h-\xi)}{a h}\left[1-\frac{3\left(3 i^{2}+3 i-1\right) m^{2}+\left(\imath^{2}+i-4\right) m n-n^{2}}{3 m\left\{\left(2 i^{2}+2 i-1\right) m-n\right\}} \frac{h}{a}\right.
\]
\[
\begin{array}{r}
\quad+\frac{\left.3\left(5 i^{2}+5 i-3\right) m^{2}-\left(i^{2}+i+8\right) m n+n^{2} \frac{\xi}{a}\right]}{3 m\left\{\left(2 i^{2}+2 i-1\right) m-n\right\}} \\
+\frac{d T_{i}}{d \theta} \frac{h-\xi}{h}\left[1+\frac{\left(i^{2}+i+2\right) m+2 n}{m+n} \frac{\xi}{a}\right]+\frac{d T_{i}^{\prime}}{d \theta} \frac{\xi}{h}\left[1-\frac{\left(i^{2}+i+2\right) m+2 n}{m+n} \frac{h-\xi}{a}\right] \\
+a^{i} \rho \frac{d V_{i}}{d \theta} \frac{\{(i+2) m-n\}\{(2 i+1) m+n\}}{(m+n)(3 m-n)} \frac{\xi(h-\xi)}{a^{2}} \times \\
-\quad\left[1-\frac{i\{3(i+1) m+n\}}{3\{(2 i+1) m+n\}} \frac{h-2 \xi}{a}-(i-2) \frac{\xi}{a}\right] \\
-a^{-i-1} \rho \frac{d V_{-i-1}}{d \theta}(i+1) \frac{\{(i-1) m+n\}\{(2 i+1) m-n\}}{(m+n)(3 m-n)} \frac{\xi(h-\xi)}{a^{2}} \times \\
 \tag{99}\\
\quad\left[1+\frac{(i+1)(3 i m-n)}{3\{(2 i+1) m-n\}} \frac{h-2 \xi}{a}+(i+3) \frac{\xi}{a}\right] \ldots \ldots
\end{array}
\]

The value of \(w\) may be got from that of \(v\), and the value of \(\widehat{r \phi}\) from that of \(\widehat{r \theta}\), by substituting \(\frac{1}{\sin \theta} \frac{d}{d \phi}\) for \(\frac{d}{d \theta}\).
§ 30. Noticing that \(\frac{d}{d r}=-\frac{d}{d \xi}\) we find, retaining only the algebraically lowest powers of \(h / a\),
\[
\begin{align*}
\frac{d u}{d r} & =-\frac{\eta}{E} \frac{a}{h} F_{i}  \tag{100}\\
\delta & =\frac{1}{3 k} \frac{a}{h} F_{i} \ldots \tag{101}
\end{align*}
\]
\[
\begin{align*}
& \widehat{r r}=R_{i}{ }^{h}-\xi\left[\begin{array}{ll}
h-\frac{(i-1)(i+2)}{m+n}-2 n \\
m+n
\end{array}\right]+R_{i}^{\prime}{ }_{h}^{\xi}\left[1+\frac{(i-1)(i+2) m-2 n}{m+n} \frac{h-\xi}{a}\right] \\
& -T_{i} 2 i(i+1) \frac{m}{m+n} \xi(h-\xi)\left[1-\frac{i(i+1) m}{3 m}+n h+\begin{array}{c}
\left(i^{2}+i+15\right) m+n \\
a
\end{array} \frac{\xi}{a}\right] \\
& +T_{i}^{\prime} \leadsto i(i+1) m_{m+n}^{m} \frac{\xi(h-\xi)}{a h}\left[1+\frac{\left(i^{2}+i-9\right) m+n h}{6 m}+\frac{\left(i^{2}+i+15\right) m+n}{6 m} \frac{\xi}{a}\right] \\
& -a^{i} \rho V_{i} i^{2} \frac{(i+2) m-n}{m+n} \frac{\xi(h-\xi)}{a^{2}}\left[1-\frac{\left(i^{2}+6 i+2\right) m-i n}{3(3 m-n)} \frac{h-2 \xi}{a}-(i-2) \frac{\xi}{a}\right] \\
& +a^{-i-1} \rho V_{-i-1}(i+1)^{2} \frac{(i-1) m}{m+n}+n \frac{\xi(h-\xi)}{a^{2}} \times \\
& {\left[1-\frac{\left(i^{2}-4 i-3\right) m+(i+1) n}{3(3 m-n)} \frac{h-2 \xi}{a}+(i+3) \frac{\xi}{a}\right]}  \tag{98}\\
& \text {. }
\end{align*}
\]
where
\[
\begin{equation*}
F_{i}^{\prime}=R_{i}-R_{i}^{\prime}+h\left\{i a^{i-1} \rho V_{i}-(i+1) a^{-i-9} \rho V_{-i-1}\right\} \tag{102}
\end{equation*}
\]
and \(k\) as before is the bulk modulus.
Obviously \(F_{i}\) is the total radial force per unit of surface, at the element considered, arising from all the bodily and surface forces which contain harmonics of degree \(i\).

With the exception, as explained below, of cases in which \(i\) is very large, (100) and (101) will be satisfactory tirst approximations unless \(F_{i}\) be small compared to the individual forces \(R_{i}, R_{i}^{\prime}\), etc., of which it is composed. These results are the exact equivalents of the results (18) and (19) for uniform normal forces.
§ 31. Before examining more minutely these and similar results, it is convenient to form some idea of the magnitude of the strains and stresses. The actual determination of the greatest strain and the stress-difference is complicated by the fact that the directions of the principal strains and stresses at a point will not in general coincide with the fundamental directions \(r, \theta, \phi\), and also by the fact that the magnitudes of all the terms involved fluctuate over the surface. Exact determinations are apparently possible only for particular cases treated individually. Without actually calculating the greatest strain it is, however, fairly obvious that it will in general be a quantity of the same order of magnitude as the greater of the two expressious \(u / r\) and \(\frac{1}{r} d v\) whose sum constitutes the stretch along \(\theta\).

This consideration enables us to reach some important conclusions for the cases when all the forces act on the surfaces. Let
\[
\left.\begin{array}{rl}
R_{i}-R_{i}^{\prime} & =F_{i}  \tag{103}\\
\frac{d}{d \theta}\left(T_{i}-T_{i}^{\prime}\right) & =\Theta_{i}, \\
\frac{1}{\sin \theta} \frac{d}{d \phi}\left[T_{i}-T_{i}^{\prime}\right] & =\Phi_{i}
\end{array}\right\}
\]
so that \(F_{i}, \Theta_{i}, \Phi_{i}\) are the components along \(r, \theta, \phi\) of the resultant of the forces on both surfaces derived from harmonics of degree \(i\). Then, retaining only the algebraically lowest power of \(h / a\), we find
\[
\left.\begin{array}{l}
u / r=F_{i} \frac{a}{n h} \frac{\left(2 i^{2}+2 i-1\right) m-n}{2(i-1)(i+2)(3 m-n)}+\left(T_{i}-T_{i}^{\prime}\right) \frac{a}{2 n h}(i-1)(i+2) \\
\cdot \frac{1}{r} \frac{d v}{d \theta}=\frac{d^{2} F_{i}}{d \theta^{2}} \frac{a}{2 n h} \frac{1}{(i-1)(i+2)}+\frac{d \Theta_{i}}{d \theta} \frac{a}{n h} \frac{1}{(i-1)(i+2)},  \tag{104}\\
\frac{1}{r \sin \theta} \frac{d w}{d \phi}=\frac{1}{\sin ^{2} \theta} \frac{d^{2} F_{i}}{d \phi^{2}} \frac{a}{2 n h(i-1)(i+2)}+\frac{1}{\sin \theta} \frac{d \Phi_{i}}{d \phi} \frac{a}{n h}(\overline{1}(i-1)(i+2)
\end{array}\right\}
\]

These quantities must in general not exceed the order of magnitude permissible to strains in the material, and this condition clearly cannot be satisfied all over the surface unless \(F_{i}, \Theta_{i}, \Phi_{i}\) and their resultant be kept so small that their ratios to the greatest longitudinal traction permissible in a long bar of the material be, at most, small quantities of the order \(h / a\). This condition will of course be satisfied for the components along \(r, \theta, \phi\) if it is satisfied for their resultant.
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The condition that the resultant must be small must clearly also hold though bodily forces act in addition : and, as the resultant of bodily forces per unit of surface will usually be very small in the case of a really thin shell, even when their direction is the same all along the thickness, this condition will in general be sufficient. The condition will, however, cease to be sufficient if the bodily forces are so intense that their resultant per unit of surface bears a ratio of the order \(h / a\) to the greatest traction permissible in a long bar of the material. This follows from the fact that the principal terms in the displacements and strains depending on \(V_{i}\) and \(V_{-i-1}\) do not cut out when
\[
i a^{i-1} \rho V_{i}-(i+1) a^{-i-2} \rho V_{-i-1}=0 .
\]

Unless the bodily forces be of unusual intensity we may for a first approximation neglect the terms containing \(h\) and \(\xi\) in the coefficients of \(V_{i}\) and \(V_{-i-1}\) in (96) and (97); but if the resultant of all the applied forces aloug the thickness be small compared to the resultant for one only of the surfaces, we must retain all the terms in these expressions depending on surface forces. In such a case the individual forces \(R_{i}\) etc. over either of the two surfaces may be of the same order of magnitude as the greatest traction permissible in a long bar of the material.
\(\S 32\). One of the most striking features of (96) and (97) is brought out by a comparison of the terms in \(R_{i}\) and \(T_{i}\), regarding these as quantities of the same order of magnitude. According to the first approximation the term in \(u\) depending on \(R_{i}\) is of the same order of magnitude as that depending on \(T_{i}\), and the terms in \(v\) depending on \(R_{i}\) and \(T_{i}\) are likewise of the same order of magnitude. These latter terms are in fact precisely equal if \(R_{i}=2 T_{i}\). Similar results follow a comparison of the principal terms in \(R_{i}{ }^{\prime}\) and \(T_{i}{ }^{\prime}\).

From these considerations we see that the magnitude of the maxima values of a displacement whether radial or tangential depends rather on the magnitude than the direction of those of the applied forces which vary harmonically. It should, however, be noticed that, since for instance \(\frac{d R_{i}}{d \theta}\) and \(\frac{d R_{i}}{d \phi}\) vanish when \(R_{i}\) is a maximum, the tangential displacements due to the normal surface forces derived from a particular harmonic vanish where the radial displacements are a maximum. Also the radial displacements due to the tangential surface forces derived from a particular harmonic will have their maxima values at points where these forces themselves and the tangential displacements vanish.
S.33. We have next to consider the nature of the terms in \(h / a\) and \(\xi / a\) inside the square brackets in the expressions (96) and (97) for the displacements. Supposing that the resultant per unit of surface of the applied forces is a quantity of the same order as the resultant of the forces applied over one of the surfaces, these terms-at least when \(i\) is not very large-are to be regarded as of secondary importance. Being linear in \(\xi\), these terms have necessarily their mean values at the mid surface. Again the coefficient of \(\xi\) is in every case positive. Thus to a second approximation the displacements numerically considered, when they vary with \(\xi\), have their maxima values at the inner surface, their mean values at the mid surface.

The fact that the radial displacements arising from tangential surface forces are, even to a second approximation, the same at all points along the thickness is worthy of notice. It shows that while, as we have seen, the radial displacement arising from tangential surface forces is similar in order of magnitude to that arising from equal radial forces, the radial strain in the former case is small compared to that in the latter.

It will be noticed that when surface forces alone act, even if the total components \(F_{i}, \Theta_{i}, \Phi_{i}\) for the two surfaces absolutely vanish, the values of \(u, v\) and \(w\)-and consequently of all the strains whose directions are parallel to the surface-are approximately constant all along the thickness. The values of these strains are in general of a higher order of magnitude than those of the three strains \(\frac{d u}{d r}, \frac{\widehat{r \theta}}{n}\) and \(\frac{\widehat{r \phi}}{n}\), but this ceases to be the case when the forces at corresponding points on the two surfaces are nearly equal and opposite.
§34. We have next to consider the influence of the degree of the harmonic on the values of the displacements. When \(i\) is large we shall regard \(\frac{d R_{i}}{d \theta}\) as of the order \(i R_{i}\) etc.; and we shall regard \(R_{i}, R_{i}^{\prime}, \frac{d T_{i}^{\prime}}{d \theta}\) and \(\frac{d T_{i}^{\prime}}{d \theta}\) as of given magnitude.

From (96) we see that the radial displacements arising from radial surface forces have neither their "principal" nor their "secondary" terms much affected by the value of \(i\) : but when \(i\) is large the radial displacements depending on tangential surface forces have their "principal" terms varying inversely and their "secondary" terms directly as \(i\). This latter law applies also to the tangential displacements arising from radial surface forces. The influence of the degree of the harmonic on the tangential displacements arising from tangential surface forces is even more important, for when \(i\) is large the magnitude of the "principal" terms varies inversely as \(i\). We notice that in the case of surface forces the "secondary" terms in the tangential displacements when \(i\) is large bear to the "principal" terms ratios of the order \(i=h / \alpha\), and that the same law applies to the radial displacements derived from tangential forces. Thus, except for the radial displacements derived from radial forces, the importance of the "secondary" terms relative to the "principal" increases very rapidly with the degree of the harmonic from which the surface forces are derived. In fact when \(i\) is very large \(i\) " \(h / a\) ceases to be small and the "secondary" terms may be of as great or even greater importance than the "principal". In such a case we ought not to rely on (96) and (97), but must have recourse to (92) and (93) to ensure that we do not neglect terms of the same order as we have retained.

In the case of bodily forces when \(i\) is large, if we treat \(i V_{i}, \frac{d V_{i}}{d \theta}, i V_{-i-1}\) and \(\frac{d V_{-i-1}}{d \theta}\) as of given magnitude, we see that the "principal" terms in \(u\) are nearly independent of \(i\), while the "principal" terms in \(v\) vary inversely as i. The "secondary" terms in both \(u\) and \(v\) increase rapidly in importance relatively to the "principal" terms as \(i\) increases.
§ 35 . We have next to consider the stresses. Of these the three \(\widehat{\theta \theta}, \widehat{\phi \phi}, \widehat{\theta \phi}\) have "principal" terms iudependent of \(\xi\). Thus unless the resultant force over the thickness of the shell be small compared to the resultants for the two surfaces separately, or else \(i\) be so large that terms in \(\xi / a\) become important, these stresses have nearly constant values throughout the thickness. The "principal" terms in these stresses may easily be derived from the displacements, the relation (101) being employed in the formulae for \(\widehat{\theta}\) and \(\bar{\delta}\) unless \(F_{i}\) be small. These stresses unless \(F_{i}, \Theta_{i}, \Phi_{i}\) be small are of a higher order of magnitude than \(\widehat{r r}, \widehat{r \theta}\) and \(\widehat{\gamma}\); but they are of less interest in the theory of thin shells, and further, owing to the variety of the differential coefficients they contain, they can hardly be considered satisfactorily except by treating each individual case by itself. It is thus sufficient to point out that the conclusions to be derived from them, through the maximum stress-difference they supply, as to the magnitudes permissible in the applied forces, are of the same character as we arrived at by considering the strains.

We now pass to the stresses \(\widehat{\pi r}, \widehat{\theta}, \widehat{\phi}\), and since the two latter are exactly similar in form we need not consider \(\overline{\text { B }}\) separately. We shall as before speak of the terms containing the algebraically least powers of \(h / a\) as the "first approximation", but in almost every case it must be borne in mind that when \(i\) is so large that \(i^{2} h / a\) ceases to be small the "secondary" terms may be of as great or even greater importance.

In the special case when there are no bodily forces and when the surface forces at corresponding points on the two surfaces are exactly equal and opposite, the "principal" terms in \(\widehat{r r}\) depending on the radial forces, and the "principal" terms in \(\widehat{r \theta}\) and \(\widehat{r \phi}\) depending on the tangential forces are constant throughout the thickness. In the same case the principal terms in \(\widehat{F r}\) depending on the tangential forces, and the principal terms in \(\hat{r o}\) and \(\widehat{r \phi}\) depending on the radial forces vanish. Thus all three stresses \(\widehat{r r}, \overrightarrow{r \theta}, \widehat{\bar{\phi}}\) show a remarkable approach to constancy along the thickness.

In general, however, when the forces at corresponding points on the two surfaces give a moderate resultant, the rate of rariation of \(\widehat{r r}, \widehat{r \theta}\) and \(\widehat{\gamma \phi}\) along the thickness is very rapid. The law of variation when forces of one type only-i.e. either radial forces alone, or tangential forces alone-act over one only of the two surfaces, is conveniently shown as in previous cases by stress-gradient curves. The only novelty is that two curves are now required for each type of forces, one, the "radial" curve, representing the variation of \(\overline{r r}\) with \(\xi\), the other, the "tangential" curve, the variation of \(\overline{r \theta}\) and \(\widehat{r \phi}\).

As regards both types of surface forces, we see that to a first approximation the stress of the same type as the applied force- \(\widehat{r r}\) being a radial, \(\overline{r \theta}\) and \(\overline{r \phi}\) tangential stresses relative to the surface-has for its gradient curve a straight line whose zero urdinate answers to the unstressed surface. Also the gradient, to this degree of approximation, depends only on the local magnitude of the force and not on the degree of the harmonic it comes from. The stress-gradient curves of the opposite type to the applied surface forces are to a first approximation parabolas, the maximum ordinates answering to the mid-thickness, the zero ordinates to the two surfaces.

In the case of the bodily forces arising either from \(V_{i}\) or \(V_{-i-1}\) the radial and taneential stress-gradient curves are to a first approximation parabolas symmetrical about
the maxima ordinates, which answer to the mid-thickness, and with zero ordinates answering to the two surfaces of the shell.
§ 36. When we take into account the "secondary" terms, and notice that \(m-n\) is positive in all known materials and \(i\) is not less than 2, we find that in the case of radial surface forces the radial stress-gradient curve lies below or above the straight line given by the first approximation according as the forces act over the outer or the inner surface. These curves are shown in figs. 6 and 7, the dotted line referring to the first, the thick line to the second approximation.

Fig \(\theta\)

Radial Forces.
Radial curves.


Fig 7

As in previous curves \(B\) refers to the inner, \(A\) to the outer surface. In both the thick line curves the gradient is steepest at the outer surface. This it will be remembered is the opposite of what happens when the radial forces are of constant magnitude over the surface (see \(\S 10\) ).

When the radial forces act over the outer surface the tangential stress gradient curve given by the second approximation lies, as shown by fig. 8, above the parabola given by the first approximation; but when the forces act over the inner surface the second approximation curve, as shown by fig. 9, lies above the parabola given by the first approximation only near the inner surface.


Radial Forces.
Tangential curves.


The mode of distinguishing the first and second approximation curves is the same as before.

The radial* and tangential gradient curves answering to the tangential surface forces

* In Fig. 10 the thick line curve will lie completely below the dotted curve if \(i \nless 4\).
are shown in figs \(10-13\). The notation and mode of representation is the same as in the other curves. The tingential gradient curves, as in the case of Class (ii) displacements, are of the same gencral form as the gradient curves 2 and 3 for uniform radial forces.

The radial and tangential* gradient curves for the bodily forces are similarly represented in figs. \(14-17\).

In both the radial curves the stress gradient according to the second approximation curves is steeper at the imer surface and less steep at the outer surface than according to the first approximation, or dotted line, curves.

\section*{Bodily Forces.}


In the case of each curve it is to be kept in view that what is shown is the relative magnitude of a single stress at different distances from the surface along a single radius vector. The law of variation as \(\xi\) varies in the value say of \(\widehat{m}\) in terms of \(R_{i}\) is the same for all radii vectores, but the absolute value and the sign of \(\widehat{m}\) vary with the values of \(\theta\) and \(\phi\).

Again the maxima values of the radial and tangential stresses arising from one and the same type of surface forces are of different orders of magnitude in \(h / a\). Thus the "principal" term in the approximation to the stress opposite in type to the applied surface force is only of the same order of magnitude as the "secondary" terms in the approximation to the stress of the same type as the applied force. In other words the stress opposite in type to the applied surface force is to a first approximation negligible compared to the stress of the same type. It should also be noticed that the "principal" terms in the stresses arising from the bodily forces will be of the same order of magnitude as the "secondary" terms in a stress arising from a surface force of its own type only when the bodily forces per unit of surface are of the same order of maguitude as the surface forces.

In the preceding remarks on the gradient curves we have assumed "secondary" terms small compared to those containing algebraically lower powers of \(h / a\). As \(i\) increases, however, the "secondary" terms in those stresses that are of the same type as the applied surface forces rapidly increase in relative importance, and they cease to be small compared to the "principal" terms when \(i^{2} h / a\) ceases to be small. Moreover when \(i\) becomes very big the stress opposite in type to the applied surface force ceases to be

\footnotetext{
- In Fig. 16 the thick lide curve will lie above the dotted curve close to \(B\) if \(i<5\).
}
small relative to the stress that is of the same type. Thus for a complete investigation of what happens in any instance when \(i^{2} h / a\) is not small recourse should be had to the general formulae (94) and (95).

An approximation to what happens when \(i\) is very large in the case of both displacements and stresses may be found by retaining only the highest powers of \(i\) in (92), (93), (94) and (95). Thus, for instance, on the left of these equations we may take \(\bar{\Pi}\) as given by the following simplified form of (73):
\[
\Pi=4 i^{\dot{b}}(m / n)^{2}(a b)^{-2 i-2}\left\{\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{u i+3}-b^{0 i+3}\right)-i^{2}(a b)^{2 i-1}\left(a^{2}-b^{2}\right)^{2}\right\} .
\]

The course then to be adopted depends on how big \(i\) and \(h / a\) actually are. Until this is known we are rather in the dark as to the relative importance of the two terms in the above expression for \(\Pi\), or of the several terms in the coefficients of \(R_{i}\) etc. on the right of equations (92)-(95).
\(\S 37\). Before quitting the subject of thin shells it may be well to give a brief summary of the results we have established for all forms of applied forces, whether the displacements they lead to be of the first, second or third class. As previously \(a\) denotes the radius, \(h\) the thickness of the shell, and \(h / a\) is very small. Our conclusions are as follows:
\(\left(1^{\circ}\right)\) The resultant per unit of surface of all the forces applied along a radius-whether these be bodily or surface forces, or both combined-must be small compared to the greatest longitudinal traction* permissible in a long bar of the material. The ratio borne by the former quantity to the latter may be at most of the order \(h / a\) of small quantities.

If, however, the surface forces at corresponding points on the two surfaces be nearly equal and opposite, the resultant of either set may be of the same order of magnitude as the limiting longitudinal traction in the bar.
\(\left(2^{\circ}\right)\) If the resultant of the forces applied along a radius do not vary very rapidly in magnitude or direction relative to \(r, \theta, \phi\)-i.e. if there be no surface harmonics of high degrees with large numerical coefficients-and if this resultant be not small compared to the resultant of the forces applied over one only of the surfaces, then approximate values to the radial strain and dilatation at all points in the shell are
\[
\begin{gathered}
\frac{d u}{d r}=-\frac{\eta}{E} \frac{a}{h} F, \\
\delta=\frac{1}{3 k} \frac{a}{h} \bar{F},
\end{gathered}
\]
where \(F\) is the radial component per unit of surface of all the applied forces acting along the radius through the point considered, while \(\eta\) is Poisson's ratio, \(E\) Young's modulus and \(k\) the bulk modulus.
( \(3^{\circ}\) ) Under the same conditions as in \(2^{\circ}\), the stresses \(\widehat{\sim T}, \widehat{r \theta}, \widehat{W}\), usually assumed negligible in theories of thin shells, are in reality small compared to the other stresses,

\footnotetext{
* Measured of course per unit of cross section.
}
to which they bear ratios of the order h/a of small quantities. In this case the stretching of the shell is the important factor in the values of the principal strains and stresses.
( \(4^{\circ}\) ) If there be \(n 0\) very intense bodily forces, and if the surface forces at corresponding points all orer the two surfaces be nearly equal and opposite, the stresses \(\widehat{r r}\), \(\widehat{\vec{r}} \sqrt{3}\) lose their inferiority relative to the other stresses. This also happens in any case when the magnitude, or direction relative to \(r, \theta, \phi\), of the applied forces varies rapidly from point to point of the surface.
(5') If a force of given type-radial or tangential-whose rate of variation with the angular coordinates is not very excessive, be applied over one only of the surfaces, the stress of the corresponding type has to a first approximation a straight line for its gradient curve, and the stress of opposite type-tangential or radial-uuless it absolutely vanishes has for its gradient curve according to the first approximation a parabola whose vertex and maximum ordinate answer to the mid-thickness.
(6") The displacements, strains and stresses arising from a bodily force are in general* of the same order of magnitude as those arising from a surface force when the two forces measured per unit of surface are of equal magnitudes. In practice this means that in a very thin shell the effects of bodily forces must be very small unless these forces be of extremely great intensity.

\section*{Solid Sphere.}
§38. The displacements in the solid sphere may be derived from the corresponding results for the shell by omitting all terms containing \(b\) raised to a positive power. We shall represent all three classes of displacements simultaneously. With our previous notation answering to
\[
\begin{align*}
& \text { bodily forces from the potential } r^{2} V+\Sigma r^{i} V_{i} \\
& \qquad \text { surface forces }\left\{\begin{array}{l}
\widehat{r r}=K+\Sigma R_{i}, \\
\widehat{r \theta}=\sum\left[\frac{d T_{i}}{d \theta}+\frac{1}{\sin \theta} \frac{d \mathbf{T}_{i}}{d \phi}\right], \\
\overrightarrow{r b}=\sum\left[\begin{array}{c}
1 \\
\sin \theta
\end{array} \frac{d T_{i}}{d \phi}-\frac{d \mathbf{T}_{i}}{d \theta}\right]
\end{array}\right\} \tag{105}
\end{align*}
\]
we get
\[
\begin{align*}
& u=\frac{r R}{3 m-n}+\frac{1}{5} \frac{\rho V}{m+n}\left\{\begin{array}{l}
5 m+n \\
3 m-n
\end{array} a^{3} r-v^{3}\right\} \\
& +\sum \frac{1}{2\left(2_{i}+4 i+3\right) m-\left(2_{2}+1\right) m ;}\left[i_{\rho} V_{i}\left\{\frac{i}{i-1}\{(i+2) m-n\} a^{2} r^{i-1}-\{(i+1) m-n\} r^{i+1}\right\}\right. \\
& +R_{i}\left\{\frac{i}{i-1}\{i(i+2) m-n\} \frac{r^{i-1}}{a^{i-2}}-(i+1)(m i-2 n) \frac{r^{i+1}}{a^{i}}\right\} \\
& \left.+i(i+1) T_{i}\left\{(m i-2 n) \frac{r^{i+1}}{a^{i}}-\frac{1}{i-1}\left\{\left(i^{2}-i-3\right) m+n\right\} \frac{r^{i-1}}{a^{i-2}}\right\}\right] . \tag{106}
\end{align*}
\]

\footnotetext{
- There are exceptions amongst the strains and stresses; compare for instance terms in \(T_{1}\) and \(V_{t}\) in (99).
}
\[
\begin{aligned}
& v=\frac{1}{n \sin \theta} \sum\left[\frac{1}{i-1} \frac{d \mathbf{T}_{i}}{d \phi} \frac{r^{i}}{a^{i-1}}\right] \\
& +\sum \frac{1}{2 n\left\{\left(2 i^{2}+4 i+3\right) m-(2 i+1) n\right\}}\left[\rho \frac { d V _ { i } } { d \theta } \left\{\begin{array}{c}
i \\
i-1
\end{array}\{(i+2) m-n\} a^{2} r^{i-1}-\left\{(i+3) m-n, r^{i+1}\right\}\right.\right.
\end{aligned}
\]
\[
\begin{align*}
& \left.+\frac{d T_{i}}{d \theta}\left\{i\{(i+3) m+2 n\} \frac{r^{i+1}}{a^{i}}-\frac{i+1}{i-1}\left\{\left(i^{2}-i-3\right) m+n\right\} \frac{r^{i-1}}{a^{i-2}}\right\}\right] \\
& w=-\frac{1}{n} \sum\left[\frac{1}{i-1} \frac{d \mathbf{T}_{i}}{d \theta} r_{a^{i-1}}\right] \\
& \left.+\sum_{2 n\left\{\left(2 i^{i}+4 i+3\right) m-(2 i+1) n\right\}}\left[\frac{\rho}{\sin \theta} \frac{d V_{i}\left\{\frac{i}{d \phi}\{(i+1\right.}{i-1} \frac{1}{} \frac{1}{}-n\right\} a^{2} r^{i-1}-\{(i+3) m-n\} r^{i+1}\right\} \\
& +\underset{\sin \theta}{1} \frac{d R_{i}}{d \phi}\left\{\frac{1}{i-1}\{i(i+2) m-n\} \frac{r^{i-1}}{a^{i-2}}-\{(i+3) m+2 n\} \frac{r^{i+1}}{a^{i}}\right\} \\
& \left.+\frac{1}{\sin \theta} \frac{d T_{i}}{d \phi}\left\{i\{(i+3) m+2 n\} \frac{r^{i+1}}{a^{i}}-\frac{i+1}{i-1}\left\{\left(i^{2}-i-3\right) m+n\right\} \frac{r^{i-1}}{a^{i-2}}\right\}\right] \ldots
\end{align*}
\]

The summations run from \(i=2\) to \(i=\infty\). The value \(i=1\) is incompatible with the preservation of equilibrium.
§ 39. It must be carefully noticed that though we may thus deduce the displacements for a solid sphere from those for a shell, the strains and stresses due to given forces over the outer surface are not the same in a solid sphere as in a shell whose outer boundary is the same, however small the radius of the inner surface may be. In the solid sphere we omit in the displacements all terms vanishing with \(b\), and deduce the strains and stresses from the terms left; but in a shell a displacement \(b^{i+1} r^{-i}\), while itself negligible however small \(r\) may be, will supply a strain varying as \((b / r)^{i+1}\). Such a strain will be very small except near the inner surface, but close to that surface it may be very large. Thus the strains and stresses near the centre of the solid sphere and near the inner surface of the nearly solid shell may be, and in fact generally are, widely different*.
§ 40. In the case of purely surface forces derived from a potential ( \(r^{i} / a^{i-1}\) ) \(Q_{i}\), as in \(\S 13\), the results (106), (107) and (108) take the remarkably simple forms
\[
\left.\begin{array}{rl}
u & =\frac{d}{d r}\left\{\frac{r^{i} / a^{i-2}}{2 n(i-1)} Q_{i}\right\}, \\
v & =\frac{1}{r} \frac{d}{d \theta}\left\{\frac{r^{i} / a^{i-2}}{2 n(i-1)} Q_{i}\right\}, \\
v & =\frac{1}{r \sin \theta} d \phi\left\{\frac{r^{i} / a^{i-2}}{2 n(i-1)} Q_{i}\right\}
\end{array}\right\}
\]

In this case the dilatation \(\delta\) obviously vanishes, as \(Q_{i}\) is a surface harmonic.

\footnotetext{
* For an explanation of this seeming discontinuity see the Society's Proceedings, Vol. vir. pp. 285-6, 1892.
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}

\section*{Nearly solid shell.}
\(\S 41\). There is considerable interest attaching to the action of forces applied over the inner surface of a nearly solid shell, i.e. a shell for which \(b / a\) is very small. The method of treating this case will perhaps be sufficiently illustrated by the deduction of the radial displacement answering to the purely radial force \(R_{i}\). To find this we employ (92), retaining in the coefficient of each power of \(r\) only the lowest power of \(b\). The result is of course only a first approximation, neglecting higher powers of \(b / a\) than those retained. It is
\[
\begin{aligned}
& 2 n\left\{\left(2 i^{2}+4 i+3\right) m-(2 i+1) n\right\}\left\{\left(2 i^{2}+1\right) m+(2 i+1) m u / R_{i}^{\prime}\right. \\
&= i(i+1)(i+2)(2 i-1) m(i m-2 n)(b r)^{i+1} a^{-s i-1} \\
& \quad-\frac{i(2 i+1)}{i-1}\left[\left(i^{4}+2 i^{3}-i^{2}-2 i+3\right) m n^{2}+2 m n-n^{2}\right] r^{i-1} b^{i+1} a^{-2 i+1} \\
&+\left\{\left(2 i^{2}+4 i+3\right) m-(2 i+1) n\right\} {\left[\begin{array}{l}
i+1 \\
i
\end{array} \frac{2}{2}\left\{\left(i^{2}-1\right) m-n\right\} \frac{b^{i+3}}{r^{i+2}}-i\{(i+1) m+2 n\} \frac{b^{i+2}}{r^{i}}\right] \ldots \ldots(110) . }
\end{aligned}
\]

Near the imer surface, i.e. when \(r\) is of the order \(b\), we may obviously neglect the terms in \(r^{i+1}\) and \(r^{i-1}\) compared to those in \(r^{-i}\) and \(r^{-i-2}\), and so get the approximation
\[
\begin{equation*}
\prime \prime=\frac{R_{i}^{\prime}}{2 n\left\{\left(2 i^{2}+1\right) m+(2 i+1) n\right\}}\left[\frac{i+1}{i+2}\left\{\left(i^{2}-1\right) m-n\right\} \frac{b^{i+3}}{r^{i+2}}-i\{(i+1) m+2 n\} \frac{b^{i+1}}{r^{i}}\right] \ldots \tag{111}
\end{equation*}
\]

This result, it will be observed, may be derived from the term in \(R_{i}\) in (106) by substituting \(b\) for \(a\) and writing \((-i-1)\) for \((+i)\) in all indices and coefficients. The same substitution applies in the case of any displacement for any surface force. Thus if we want the displacements, strains or stresses near the inner surface of a nearly solid shell arising from forces applied over that surface, we have only to transform the corresponding results for a solid sphere, acted on over its surface by forces following the same law, by replacing \(a\) by \(b\), and \(i\) by \(-(i+1)\) in all indices and coefficients. When \(i\) is large \(u\) diminishes with extreme rapidity as \(r\) increases so long as (111) remains a satisfactory first approximation. A similar result holds for the other displacements and for the strains and stresses.

The formula (111) applies only when \(r\) is of order \(b\). On the other hand when \(r\) becomes of the order \(a\) the terms retained in' (111) are negligible, and the terms in \(r^{i+1}\) and \(r^{i-1}\) in (110) then constitute the first approximation. In this case it will suffice to point out the physical consequences.

Regarding \(r\) in (110) as of order \(a\) we obviously have \(u / v\) of the order ( \(b / a)^{i+1}\), and the same result holds for all the strains and stresses due to \(R_{i}{ }^{\prime}\) or to tangential forces derived from a potential \(T_{i}^{\prime}\). In the corresponding case of tangential surface forces derived from a "stream function" \(\mathbf{T}_{i}{ }^{\prime}\) the rate of diminution in the strains and stresses as \(i\) increases when \(r\) is of order \(a\) is measured by \((b / a)^{i+2}\). Thus in all cases the strains and stresses due to surface forces derived from surface harmonics of high degrees are comparatively
insignificant except close to the inner surface. At very moderate distances from this surface the strains and stresses will be almost entirely due to those forces which are constant or which vary but slowly over the surface. Regarding the strains and stresses as propagated outwards from the surface, the effects transmitted from adjacent parts of the surface where the applied forces are oppositely directed tend to neutralise one another, and thus the action of the medium is to obliterate the effects of any want of uniformity in the distribution of the surface forces. This damping out of the effects of the forces derived from the high harmonics relative to the effects of the constant forces does not however, it should be noticed, increase with the distance, after this has reached the limit at which the terms in \(r^{i+1}\) and \(r^{i-1}\) in (110) constitute a satisfactory approximation.

\section*{Part II.}

\section*{Equilibrium under given surface displacements.}
§ 42. The previous solution may also be applied to a shell whose surfaces are subjected to given displacements. These displacements must of course be of such a character as not to strain the shell beyond the limits permissible in the material. All rigid body displacements may be excluded. As the case of given surface displacements seems of much less physical merest than that of given surface forces it calls for less fulness of treatment.

The displacements may most conveniently be considered under the three classes of Part I.

\section*{Class (i). Pure radial displacements.}

The two constants of the solution
\[
\begin{equation*}
u=\frac{1}{3} r T_{0}+r^{-v Z_{-1}} \tag{1}
\end{equation*}
\]
are to be determined from the data
\[
\begin{align*}
& u=U \text { over } r=a,  \tag{2}\\
& u=U^{\prime} \text { over } r=b
\end{align*}
\]
where \(U\) and \(U^{\prime}\) are constants.
The solution obviously becomes
\[
\begin{gather*}
u=\left\{r\left(a^{2} U-b^{2} U^{\prime}\right)+a^{2} b^{2} r^{-2}\left(a U^{\prime}-b U\right)\right\} \div\left(a^{3}-b^{3}\right) \ldots \ldots \ldots \ldots \ldots  \tag{3}\\
\delta=3\left(a^{2} U-b^{2} U^{\prime}\right) \div\left(a^{3}-b^{3}\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots  \tag{4}\\
\widehat{m}=\left\{(3 m-n)\left(a^{2} U-b^{2} U^{\prime}\right)-4 n a^{2} b^{2} r^{-3}\left(a U^{\prime}-b U\right)\right\} \div\left(a^{3}-b^{3}\right) \ldots \ldots  \tag{5}\\
\widehat{\theta \theta}=\widehat{\phi \phi}=\left\{(3 m-n)\left(a^{2} U-b^{2} U^{\prime}\right)+2 n a^{2} b^{2} r^{-3}\left(a U^{\prime}-b U\right)\right\} \div\left(a^{3}-b^{3}\right) .
\end{gather*}
\]

For a thin shell, putting \(a-b=h, a-r=\xi\), we get the approximate values:
\[
\begin{equation*}
u=U^{h-\xi} \frac{\xi}{h}\left(1+\frac{\xi}{a}\right)+U^{\prime} \frac{\xi}{h}\left(1-\frac{h-\xi}{a}\right) \tag{}
\end{equation*}
\]
\[
\begin{align*}
\hat{r r} & =\frac{U}{h}\left\{(m+n)\left(1+\frac{h}{a}\right)-4 n \frac{h-\xi}{a}\right\}-\frac{U^{\prime}}{h}\left\{(m+n)\left(1-\frac{h}{a}\right)+4 n \frac{\xi}{a}\right\} .  \tag{8}\\
\widehat{\otimes \theta}=\widehat{\delta \phi} & =\frac{U}{h}\left\{(m-n)\left(1+\frac{h}{a}\right)+2 n \frac{h-\xi}{a}\right\}-\frac{U^{\prime}}{h}\left\{(m-n)\left(1-\frac{h}{u}\right)-2 n \frac{\xi}{a}\right\} . \tag{9}
\end{align*}
\]
'Two important conclusions as to the necessary limits to be assigned to the surface displacements in thin shells are casily deduced. From (7) we have the approximate results
\[
\begin{array}{r}
u / r^{\circ}=u(1+\xi / a) / a=\frac{U}{a} \frac{h-\xi}{h}\left(1+\frac{2 \xi}{a}\right)+\frac{U^{\prime}}{a} \frac{\xi}{h}\left(1+\frac{2 \xi-h}{a}\right) . \\
\frac{d u}{d r}=-\frac{d u}{d \xi}=\frac{U-U^{\prime}}{h}\left(1-\frac{h-2 \xi}{a}\right) \ldots \ldots \ldots \ldots \ldots \tag{11}
\end{array}
\]

Now \(u / r\) and \(\frac{d u}{d r^{*}}\) are strains, and thus \(U / a, U^{\prime} / a\) and \(\left(U-U^{\prime}\right) / h\) must be small quantities of the order permissible to strains in the material. The last limitation, which is fairly obvious a priori, must be kept in view in judging of the accuracy of approximations. It shows that terms in \(U-U^{\prime}\) may be of less importance than terms in \(U h / a\).

If \(U^{\prime}=U\) the strains and stresses have their values very nearly constant along the thickness, the approximate values of the stresses being
\[
\left.\begin{array}{rl}
\widehat{y r} & =2(m-n) U / a,  \tag{12}\\
\widehat{\theta \theta}=\overparen{\phi \phi} & =2 m U / a
\end{array}\right\},
\]

Class (ii). Pure transverse displacements.
\(\S 43\). Here we have to determine the \(X_{i}, X_{-i-1}\) of (31) and (32) Part I. from the conditions
\[
\left.\begin{array}{l}
v=\frac{1}{\sin \theta} \frac{d \mathbf{T}_{i}}{d \phi}, w=-\frac{d \mathbf{T}_{i}}{d \theta} \text { over } r=a, \\
v=\frac{1}{\sin \theta} \frac{d \mathbf{T}_{i}^{\prime}}{d \phi}, w=-\frac{d \mathbf{T}_{i}^{\prime}}{d \theta} \text { over } r=b \tag{13}
\end{array}\right\}
\]
where \(\mathbf{T}_{i}, \mathbf{T}_{i}^{\prime}\) are surface harmonics of degree \(i\).
We easily find
\[
\begin{array}{r}
\left.\left.v=\begin{array}{cc}
1 & d \\
\sin \theta d \phi
\end{array} \int_{r^{i}}\left(a^{i+1} \mathbf{T}_{i}-b^{i+1} \mathbf{T}_{i}^{\prime}\right)+\left(\frac{a b}{r}\right)^{i+1}\left(a^{i} \mathbf{T}_{i}^{\prime}-b^{i} \mathbf{T}_{i}\right)\right\} \div\left(a^{2 i+1}-b^{i+1}\right)\right] . \\
w=-\frac{d}{d \theta} \text { [same expression as inside square brackets in (14)] ......... }
\end{array}
\]

In a thin shell approximate values are
\[
\begin{equation*}
w=-\frac{d \mathbf{T}_{i} h-\xi}{d \theta} \frac{h}{h}\left(1+\frac{\xi}{a}\right)-\frac{d \mathbf{T}_{i}^{\prime}}{d \theta^{-}} \frac{\xi}{h}\left(1-\frac{h-\xi}{a}\right) \tag{16}
\end{equation*}
\]
\[
\begin{align*}
& \widehat{r \phi} / n=-\frac{d \mathbf{T}_{i}}{d \theta} \frac{1}{h}\left(1+\frac{h}{a}-3 \frac{h-\xi}{a}\right)+\frac{d \mathbf{T}_{i}^{\prime}}{d \theta} \frac{1}{h}\left(1-\frac{h}{a}+\frac{3 \xi}{a}\right) \ldots \ldots \ldots \ldots \ldots  \tag{17}\\
& \widehat{\theta \Phi} / n=-\left\{i(i+1) \mathbf{T}_{i}+2 \frac{d \mathbf{T}_{i}}{d \theta^{2}}\right\} \frac{1}{a} \frac{h-\xi}{h}\left(\frac{1+2 \xi}{a}\right) \\
&\left.-\left\{i(i+1) \mathbf{T}_{i}^{\prime}+2^{d \boldsymbol{d}} \mathbf{T}_{i}^{\prime}\right\} \frac{1}{d \theta^{2}}\right\} \frac{\xi}{a}\left(1-\frac{h-2 \xi}{a}\right) .
\end{align*}
\]

The value of \(v\) may be got from that of \(w\) and the value of \(\widehat{r \theta}\) from that of \(\bar{m}\) by writing \(\frac{1}{\sin \theta} \frac{d}{d \phi}\) for \(-\frac{d}{d \theta}\). The reason for writing down the value of \(w\) rather than that of \(v\) is that \(w\) alone exists when \(\mathbf{T}_{i}\) and \(\mathbf{T}_{i}{ }^{\prime}\) are zonal harmonics.

Since \(\widehat{r \phi} / n\) and \(\widehat{\theta \phi} / n\) are strains we see that the displacement at either surface divided by the radius, and the difference in the displacements at corresponding points on the two surfaces in the same direction divided by the thickness, must be quantities not exceeding in order of magnitude the limits permissible to strains in the material, When the displacements are equal over the two surfaces, all the strains and stresses have to a first approximation constant values along the thickness.

\section*{Class (iii). Mixed radial and transverse displacements.}
§ 44. Here we determine the \(Y_{i}, Y_{-i-1}, Z_{i}, Z_{-i-1}\) of the formulae (30)-(32) Part I.in which \(V_{i}, V_{-i-1}\) are now supposed zero-from the conditions
\[
\left.\begin{array}{l}
u=U_{i}, v=\frac{d T_{i}}{d \theta}, w=\frac{1}{\sin \theta} \frac{d T_{i}}{d \phi} \text { over } r=a, \\
u=U_{i}^{\prime}, v=\frac{d T_{i}^{\prime}}{d \theta}, w=\frac{1}{\sin \theta} \frac{d T_{i}^{\prime}}{d \phi} \text { over } r=b \tag{19}
\end{array}\right\}
\]
where \(U_{i}, U_{i}^{\prime}, \Gamma_{i}, T_{i}^{\prime}\) are surface harmonics of degree \(i\).
These conditions give
\[
\begin{align*}
& -\frac{i m-2 n}{2(2 i+3) n} a^{i+1} Y_{i}+a^{i-1} Z_{i}-\frac{(i+1) m+2 n}{2(2 i-1) n} a^{-i} Y_{-i-1}+a^{-i-2} Z_{-i-1}=U_{i} .  \tag{20}\\
& -\frac{(i+3) m+2 n}{2(i+1)(2 i+3) n} a^{i+1} Y_{i}+\frac{1}{i} a^{i-1} Z_{i} \\
& \quad+\frac{(i-2) m-2 n}{2 i(2 i-1) n} a^{-i} Y_{-i-1}-\frac{1}{i+1} a^{-i-2} Z_{-i-1}=Y_{i}^{\prime} .  \tag{21}\\
& -\frac{i m-2 n}{2(2 i+3) n} b^{i+1} Y_{i}+b^{i-1} Z_{i}-\frac{(i+1) m+2 n}{2(2 i-1) n} b^{-i} Y_{-i-1}+b^{-i-2} Z_{-i-1}=U_{i}^{\prime} .  \tag{22}\\
& -\frac{(i+3) m+2 n}{2(i+1)(2 i+3) n} b^{i+1} Y_{i}+\frac{1}{i} b^{i-1} Z_{i} \\
&  \tag{23}\\
& \quad+\frac{(i-2) m-2 n}{2 i(2 i-1) n} b^{-i} Y_{-i-1}-\frac{1}{i+1} b^{-i-2} Z_{-i-1}=T_{i}^{\prime} .
\end{align*}
\]

The method of treating these equations employed in my original paper* for the case of normal displacements seems the simplest way of solving the above. For shortness let
\[
\left.\begin{array}{r}
U_{i}-i T_{i}^{\prime}=A_{i}, \quad U_{i}+(i+1) T_{i}^{\prime}=B_{i}, \\
U_{i}^{\prime \prime}-i T_{i}^{\prime \prime}=A_{i}^{\prime}, \quad U_{i}^{\prime}+(i+1) T_{i}^{\prime}=B_{i}^{\prime} \tag{24}
\end{array}\right\}
\]

Then putting
\[
\begin{align*}
& \mathrm{II}=\frac{i m+(2 i+1) n\}\{(i+1) m+(2 i+1) n\}}{i(i+1)(2 i-1)(2 i+3) n^{2}}(a b)^{-2 i+1}\left(a^{2 i-1}-b^{2 i-1}\right)\left(a^{2 i+3}-b^{2+3}\right) \\
&-\left(\frac{m}{2 n}\right)^{2}\left(a^{2}-b^{2}\right)^{2} \ldots \ldots \ldots \tag{25}
\end{align*}
\]
we casily find
\[
\begin{align*}
& \Pi Y_{i}=\frac{(i+1) m+(2 i+1) n}{i(2 i-1)} \frac{a^{2 i-1}-b^{2 i-1}}{(a b)^{2}}\left(a^{i+2} A_{i}-b^{i+2} A_{i}\right\} \\
& +{ }_{2 n}^{m}\left(a^{*}-b^{*}\right)\left\{\left(u^{-i+1} B_{i}-b^{-i+1} B_{i}^{\prime}\right\}\right.  \tag{26}\\
& \Pi Z_{i}=\stackrel{i}{2 i+1}(a b)^{2}\left[\begin{array}{c}
m(i+1) m+(2 i+1) n \\
2 n \\
i(2 i-1) n
\end{array} \frac{a^{2 i+1}-b^{2 i+1}}{(a b)^{2 i+1}}\left(a^{i+1} A_{i}-b^{i+2} A_{i}^{\prime}\right)\right. \\
& +\frac{\{i m+(2 i+1) n\}\{(i+1) m+(2 i+1) n\}}{i(i+1)(2 i-1)(2 i+3) u^{2}} \frac{a^{2 i+3}-b^{2 i+3}}{(a b)^{2 i+1}}\left(a^{i} B_{i}-b^{i} B_{i}{ }^{\prime}\right) \\
& \left.+\left(\frac{m}{2 n}\right)^{2}\left(a^{2}-b^{2}\right)\left(a^{-i-1} B_{i}-b^{-i-1} B_{i}^{\prime}\right)\right] . \tag{27}
\end{align*}
\]
\(\qquad\)
\[
\begin{align*}
& \Pi Y_{-i-1}=\frac{m}{2 n}\left(u^{2}-b^{v}\right)\left(a^{i+2} A_{i}-b^{i+2} A_{i}{ }^{\prime}\right) \\
&+\frac{i m+(2 i+1) n}{(i+1)(2 i+3) n}\left(u^{2 i+3}-b^{2 i+3}\right)\left(a^{-i+1} B_{i}-b^{-i+1} B_{i}{ }^{\prime}\right) . \tag{28}
\end{align*}
\]
\[
\begin{align*}
\Pi Z_{-i-1}=\frac{i+1}{2 i+1}(a b)^{2}[ & \frac{\{i m+(2 i+1) n\}\{(i+1) n+(2 i+1) n\}}{i(i+1)(2 i-1)(2 i+3) n^{2}}(a b)^{i-1}\left(a^{2 i-1}-b^{n i-1} A_{i}^{\prime}-b^{i+1} A_{i}\right) \\
& +\left(\frac{m}{2 n}\right)^{2}\left(a^{2}-b^{\prime}\right)\left(a^{i} A_{i}-b^{i} A_{i}^{\prime}\right) \\
& \left.+m_{2 n+(2 i+1) n}(\overline{i+1})(2 i+3) n\left(a^{2 i+1}-b^{i i+1}\right)\left(a^{i+1} B_{i}-b^{-i+1} B_{i}^{\prime}\right)\right] \ldots \ldots \ldots \ldots(2)
\end{align*}
\]

The substitution of \((-i-1)\) for \((+i)\) in all indices and coefficients transforms \(\Pi\) into itself, and deduces the values of \(Y_{-i-1}\) and \(Z_{-i-1}\) from those of \(Y_{i}\) and \(Z_{i}\) respectively.
\(\S 45\). Substituting the above values of \(Y_{i}, Z_{i}, Y_{-i-1}, Z_{-i-1}\) in equations (30) and (31) Part I., and writing \(U_{i}-i T_{i}\) for \(A_{i}\) etc., we find
\[
\begin{aligned}
& \Pi u=\left(U_{i}-i T_{i}\right)\left(\frac{\alpha}{r}\right)^{i+1}\left[\begin{array}{c}
i+1 \\
2 i+1
\end{array}\right\} \frac{\left\{(i m+(2 i+1) n\}\{(i+1) m+(2 i+1) n\}\left(a^{n i-1}-b^{n i-1}\right)\left(r^{2 i+3}-b^{n i+3}\right)\right.}{\left(a(i+1)(2 i-1)(2 i+3) n^{2}\right.} \\
& \left.-\left(\frac{m}{2 n}\right)^{2}\left(a^{2}-b^{2}\right)\left(r^{2}-b^{2}\right)\right\}
\end{aligned}
\]
\[
\left.+\frac{m}{2 n} \frac{(i+1) m+(2 i+1) n}{(2 i-1)(2 i+1) n}\left(b^{-2 i+1}\left(u^{2}-r^{2}\right)\left(r^{2 i+1}-b^{n i+1}\right)-u^{-i i+1}\left(r^{2}-b^{2}\right)\left(u^{2 i+1}-r^{2 i+1}\right)\right)\right]
\]
\(+\left(U_{i}^{\prime}-i T_{i}^{\prime}\right)\left(\frac{b}{v}\right)^{i+2}\) [coefficient obtained from that of \(U_{i}-i T_{i}\) inside square brackets by interchanging \(a\) and \(b\) ]

\(\left.-\left(\begin{array}{l}\frac{m}{2 n}\end{array}\right)^{u}\left(\frac{r^{2}}{a}\right)^{v i-1}\left(a^{2}-b^{2}\right)\left(r^{2}-b^{2}\right)\right\}\)
\(\left.+\frac{m}{2 n} \frac{i m+(2 i+1) n}{(2 i+1)(2 i+3) n} a^{-2 i-1} r^{22}\left(b^{2}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right)\right]\)
\(+\left\{U_{i}^{\prime}+(i+1) T_{i}^{\prime}\right\}\left(\frac{b}{r}\right)^{i}\) [coefficient obtained from that of \(U_{i}+(i+1) T_{i}\) inside square brackets by interchanging \(a\) and \(b]\)
\[
-\frac{1}{2 \bar{i}+\overline{1} \frac{d}{d \theta}\left(U_{i}^{\prime}-i T_{i}^{\prime}\right)\left(\frac{b}{i}\right)^{i+n}\left[\text { coefficient obtained from that of } \frac{d}{d \theta}\left(U_{i}-i T_{i}\right)\right. \text { inside square }}
\] brackets by interchanging \(a\) and \(b]\)
\(+\begin{array}{cc}1 & d \\ 2 & d+1 d \theta^{\prime}\end{array}\left\{U_{i}^{\prime}+(i+1) T_{i}^{\prime}\right\}\left(\frac{b}{r}\right)^{i}\left[\right.\) coefficient obtained from that of \(\frac{d}{d \theta^{\prime}}\left(U_{i}+(i+1) T_{i}\right\}\) inside square brackets by interchanging \(a\) and \(b]\).

The value of \(w\) may be deduced from that of \(v\) by replacing \(\frac{d}{d \theta}\) by \(\frac{1}{\sin \theta} \frac{d}{d \phi}\). The substitution of \((-i-1)\) for \((+i)\) in all indices and coefficients derives coefficients of \(U_{i}+(i+1) T_{i}\) and \(U_{i}^{\prime}+(i+1) T_{i}^{\prime}\) from those of \(U_{i}-i T_{i}\) and \(U_{i}^{\prime}-i T_{i}^{\prime}\) respectively.
\[
\begin{aligned}
& +\frac{1}{2 i+1} \frac{d}{d \theta}\left\{U_{i}+(i+1) T_{i}\right\}\left(\frac{a}{r}\right)^{i}\left[\left\{\left\{\frac{(2 i+1) n\}\{(i+1) m+(2 i+1) n\}}{i(i+1)(2 i-1)(2 i+3) n^{2}} \times\right.\right.\right. \\
& \left.\frac{\left(a^{2 i+3}-b^{2 i+3}\right)\left(\left(^{2 i-1}-b^{2 i-1}\right)\right.}{\left((1 b)^{2 i-1}\right.}-\binom{n}{2 n}^{2}\left(\frac{p}{a}\right)^{2 i-1}\left(a^{2}-b^{2}\right)\left(r^{2}-b^{2}\right)\right\} \\
& \left.+\frac{m}{2 n}(i+1)(2 i+3) n+(2 i+1) n a^{a^{2 i-1}} r^{i=}\left(a^{2}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)-b^{2} \cdot\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)\right)\right]
\end{aligned}
\]
\[
\begin{align*}
& \Pi v=-\frac{1}{2 i+1} \frac{d}{d \theta}\left(U_{i}-i T_{i}\right)\left(\frac{a}{r}\right)^{i+2}\left[\left\{\frac{\{i m+(2 i+1) n\}\{(i+1) m+(2 i+1) n\}}{i(i+1)(2 i-1)(2 i+3) n^{2}} \times\right.\right. \\
& \begin{array}{c}
\left.\left(a^{2 i-1}-b_{i-1}^{2 i-1}\right)\left(r^{2 i+3}-b^{2 i+3}\right)-\binom{m}{2 n}^{2}\left(a^{3}-b^{2}\right)\left(r^{2 i}-b^{2}\right)\right\}
\end{array} \\
& \left.-\left(\frac{m}{2 n}\right) \frac{(i+1) m+(2 i+1) n}{i(2 i-1) n}\left(b^{-2 i+1}\left(a^{2}-r^{2}\right)\left(r^{2 i+1}-b^{2 i+1}\right)-u^{-2 i+1}\left(r^{2}-b^{2}\right)\left(a^{2 i+1}-r^{2 i+1}\right)\right)\right]
\end{align*}
\]

S 46. The form of the results suggests the deduction of the surface displacements from two potential functions after the manner indicated for the surface forces in \(\$ 13\). Thus if the sum of these functions, for the surface \(r=a\), be
\[
\left(r^{i} / u^{i-1}\right) Q_{i}+\left(r^{-i-1} a^{i+2}\right) Q_{-i-1},
\]
where \(Q_{i}, Q_{-i=1}\) are surface harmonics of degree \(i\), we should put
\[
\begin{align*}
U_{i} & =\frac{d}{d r}\left[\left(r^{i} / a^{i-1}\right) Q_{i}+\left(r^{-i-1} u^{i+\mu}\right) Q_{-i-1}\right], \\
\frac{d T_{i}^{\prime}}{d \theta} & =\frac{1}{r} \frac{d}{d \theta} \text { [same expression], }  \tag{32}\\
1 d T_{i} & =\frac{1}{r \sin \theta d \phi} \quad[\text { same expression] }
\end{align*}
\]
where \(\ell\) is substituted for \(r\) after differentiation. The relations between \(U_{i}, T_{i}\) and \(Q_{i}\), \(Q_{-i-1}\) take the simple forms
\[
\left\{\begin{array}{l}
\left\{U_{i}+(i+1) T_{i}\right\} /(2 i+1)=Q_{i}  \tag{33}\\
\left\{U_{i}-i T_{i}\right\} /(2 i+1)=-Q_{-i-1}
\end{array}\right\} .
\]

The expressions for the displacements are obviously much simplified if either \(Q_{i}\) or \(Q_{-i-1}\) is zero, and the form in which (30) and (31) are presented was chosen partly with a view to bring this out. Other reasons for selecting this form were that it affords a ready means of testing the accuracy of the results and that it lends itself readily to applications to thin shells.
\(\S\) 47. The arrangement in (30) and (31) is analogous to that adopted in (94) and (95) for the stresses \(\widehat{r r}, \widehat{r \theta}, \widehat{\bar{r}}\). Thus in (30) in the coefficients of both \(U_{i}-i T_{i}\) and \(U_{i}+(i+1) T_{i}\) the expressions inside the \(\}\) brackets obviously vanish over \(r=b\) and take the value \(\Pi\) over \(r=u\), while the last lines of these coefficients clearly vanish over both surfaces of the shell.

For the thin shell, putting \(a-b=h, a-r=\xi\), as before, we easily deduce the following approximate results:
\[
\begin{align*}
& u=U_{i}{ }_{h}^{h-\xi}\left(1+\frac{\xi}{a}\right)+U_{i}^{\prime}{ }_{h}^{\xi}\left(1-\frac{h-\xi}{a}\right)-\left(T_{i}-T_{i}^{\prime}\right){ }_{2}^{i(i+1)} \frac{m}{m+n} \quad \xi(h-\xi)  \tag{34}\\
& r^{\prime}=\frac{d}{d \theta}\left(U_{i}-U_{i}^{\prime}\right)_{2 n}^{m} \frac{\xi(h-\xi)}{a h}+\frac{d T_{i}}{d \theta} \frac{h-\xi}{h}\left(1+\frac{\xi}{a}\right)+\frac{d T_{i}^{\prime} \xi}{d \theta h}\left(1-\frac{h-\xi}{a}\right)  \tag{35}\\
& \bar{\sim}=\frac{U_{i}}{h}\left\{(m+n)\left(1+\frac{h}{a}\right)-4 n \frac{h-\boldsymbol{\xi}}{a}\right\}-\frac{U_{i}^{\prime}}{h}\left\{(m+n)\left(1-\frac{h}{a}\right)+4 n \frac{\xi}{a}\right\} \\
& -{ }_{a}^{T} \frac{T_{i}^{\prime} i(i+1)}{2}\left(m-2 n \frac{h-\xi}{h}\right)-\frac{T_{i}^{\prime} i(i+1)}{a}\left(m-2 n \frac{\xi}{h}\right)  \tag{36}\\
& \bar{\sigma}=\frac{1}{i} \frac{d U_{i} m}{d \theta}\left\{1-2 \frac{m-n}{m} \frac{h-\xi}{h}\right\}+\frac{1}{a} \frac{d U_{i}^{\prime}}{d \theta} \frac{m}{2}\left\{1-2_{m}^{m-n} \frac{\xi}{h}\right\} \\
& +\frac{1}{h} d T_{i}^{\prime} n\left(1+\frac{h}{a}-3{ }^{h}-\frac{\xi}{a}\right)-\frac{1}{h} \frac{d T_{i}^{\prime}}{d \theta} n\left(1-\frac{h}{a}+3 \frac{\xi}{a}\right)
\end{align*}
\]
\[
\begin{align*}
\widehat{\theta \phi}= & { }^{2 n} \frac{d^{2}}{d \theta d \phi}\left[\frac { 1 } { \operatorname { s i n } \overline { \theta } } \left\{\left(U_{i}-U_{i}^{\prime}\right)\right.\right. \\
2 n & \frac{m}{2} \frac{\xi(h-\xi)}{a h} \\
& \left.\left.+T_{i} \frac{h-\xi}{h}\left(1+2 \frac{\xi}{a}\right)+T_{i}^{\prime} \frac{\xi}{h}\left(1-\frac{h-2 \xi}{a}\right)\right\}\right] . .
\end{align*}
\]

The values of \(w\) and \(\widehat{r \phi}\) may be found from those of \(v\) and \(\widehat{r \theta}\) respectively by substituting \(\frac{l}{\sin \theta} \frac{d}{d \phi}\) for \(\frac{d}{d \theta}\).

The limitations in the magnitudes permissible to the displacements over either surface, and to the difference between the displacements at corresponding points on the two surfaces, are precisely similar to those established in the two previous classes of displacements.
§ 48. When the surface displacements have no tangential component \(i\) does not appear in the coefficients in (34) and (35), and the coefficients of \(U\) in (7) and \(U_{i}\) in (34) are identical. Thus to the present degree of approximation if radial displacements \(\bar{U}\) and \(U^{\prime}\) be applied over the surfaces of a thin shell according to any law whatsoever-consistent of course with the limitations as to the magnitudes of the strains-we have
\[
\begin{align*}
u & =\bar{U} \frac{h-\xi}{h}\left(1+\frac{\xi}{a}\right)+\bar{U}^{\prime} \frac{\xi}{h}\left(1-\frac{h-\xi}{a}\right) .  \tag{39}\\
v & =\frac{d}{d \theta}\left(\bar{U}-\bar{U}^{\prime}\right) \frac{m}{2 n} \frac{\xi(h-\xi)}{a h} \ldots \ldots \ldots .  \tag{40}\\
w & =\frac{1}{\sin \theta} \frac{d}{d \phi}\left(\bar{U}-\bar{U}^{\prime}\right) \frac{m}{2 n} \frac{\xi(h-\xi)}{a h} \ldots . \tag{41}
\end{align*}
\]

The coefficients in the expressions for the stresses \(\widehat{\pi r}, \widehat{r \theta}, \widehat{r \phi}, \widehat{\theta \phi}\) do not in this case contain \(i\) either, and the coefficients of \(U\) and \(U^{\prime}\) in (8) are the same as those of \(U_{i}\) and \(U_{i}^{\prime}\) in (36); thus the expressions for these stresses may be found by putting \(T_{i}=T_{i}^{\prime}=0\) in (36), (37) and (38) and replacing \(U_{i}\) by \(\bar{U}\) and \(U_{i}^{\prime}\) by \(U^{\prime}\). It must be remembered however that if \(\left(\bar{U}-\bar{U}^{\prime}\right) / \bar{U}\) be very small, terms involving higher powers of \(h / a\) than those retained in (40) and (41) may be of equal or greater importance. A similar limitation would apply to the expressions deduced for \(\overparen{\text { or }}\) and \(\widehat{\theta \phi}\).
§ 49. We notice that the coefficients of \(\frac{d T_{i}^{\prime}}{d \theta}\) and \(\frac{d T_{i}^{\prime}}{d \theta}\) in both (35) and (37) do not contain \(i\), and by referring to (16) and (17) it will be seen that the same factors, e.g.
\[
1+\frac{h}{a}-3 \frac{h-\xi}{a} \text { and } 1-\frac{h}{a}+3 \underset{a}{\xi} \text { in (17) and (37), }
\]
occur in the two cases. Now the total components parallel to \(\theta, \phi\) of the tangential displacements on the two surfaces are given by
\[
\begin{align*}
& \bar{V}=\Sigma\left[\frac{d T_{i}}{d \theta}+\frac{1}{\sin \theta} \frac{d \mathbf{T}_{i}}{d \phi}\right], \quad \bar{W}=\Sigma\left[\begin{array}{cc}
1 & \frac{d T_{i}}{\sin \theta}-\frac{d \mathbf{T}_{i}}{d \phi} \\
d \bar{\theta}
\end{array}\right], \\
& \left.\overline{V^{\prime}}=\leq\left[\frac{d T_{i}^{\prime}}{d \theta}+\frac{1}{\sin \theta} \frac{d \mathbf{T}_{i}^{\prime}}{d \phi}\right], \bar{\Pi}^{\prime \prime}=\leq\left[\begin{array}{cc}
1 & d T_{i}^{\prime} \\
\sin \theta & d \phi
\end{array}-\frac{d \mathbf{T}_{i}^{\prime}}{d \theta}\right]\right\} . \tag{42}
\end{align*}
\]

Thus we obviously have, for the most general tangential displacements consistent with the limits permissible in the magnitudes of the strains, the approximate results
\[
\begin{align*}
& v=\bar{V} \frac{h-\xi}{h}\left(1+\frac{\xi}{a}\right)+\bar{V}^{\prime} \frac{\xi}{h}\left(1-\frac{h-\xi}{a}\right) \ldots \ldots \ldots \ldots  \tag{43}\\
& w=\bar{W} \frac{h-\xi}{h}\left(1+\frac{\xi}{a}\right)+\bar{W}^{\prime}, \xi  \tag{44}\\
& \bar{h} \\
& \left(1-\frac{h-\xi}{a}\right) \ldots \ldots \ldots \ldots \\
& \overline{r \theta}=\frac{\bar{V}}{h} n\left(1+\frac{h}{a}-3 \frac{h-\xi}{a}\right)-\frac{\bar{V}^{\prime}}{h} n\left(1-\frac{h}{a}+3 \frac{\xi}{a}\right) . \\
& \overline{r \phi}=\frac{\bar{W}}{h} n\left(1+\frac{h}{a}-3 \frac{h-\xi}{a}\right)-\frac{\bar{W}^{\prime}}{h} n\left(1-\frac{h}{a}+3 \frac{\xi}{a}\right) .
\end{align*}
\]

As before, it should be noticed that when the difference between the displacements at corresponding points is very small compared to the displacement for one of the surfaces, terms containing higher powers of \(k^{\prime}\) a may have to be retained.
§ 50. Let us suppose that one only of the two surfaces is displaced, say the outer. We then see from \((39),(43)\) and (44), that the way in which \(u / \bar{U}, v / \bar{V}\), and \(w / \bar{W}\) vary with \(\xi\) is precisely the same. Thus to the present degree of approximation we see that the same "displacement-gradient curve"-i.e. a curve whose abscissae measure the distance from a surface of the shell and whose ordinates give the corresponding magnitude of a particular displacement-would apply in all cases when there is no radial surface displacement, or when there is no tangential surface displacement, to the displacement which is of the same type as the given surface displacement.

A similar result obviously applies in the case of displacements applied over the inner surface only: The curve is in the case of either surface a straight line according to the first approximation, whose zero ordinate answers to the undisplaced surface. The curves according to the second approximations are of the forms of those in fig. 2 or fig. 3, § 10 , according as the outer or inner surface is that displaced. The gradients in both cases are steepest at the inner surface.

From (34) and (35) we see that the gradient curves for the displacements which are opposite in type to the given surface displacement are to a first approximation parabolas symmetrical about their maximum ordinate, which answers to the mid surface, and with zero ordinates answering to the two surfaces of the shell.

There is one important distinction between the displacements which are of the same type as the given surface displacement and those which are of the opposite type. The magnitude of the former depends, to the present degree of approximation, only on the local magnitude of the applied displacement, but the latter increase somewhat rapidly with the degree of the harmonic from which the displacements are derived. This is obvious when \(i\) is large, as we are then to regard \(\frac{d T_{i}}{d \theta}\) and \(\frac{d U_{i}}{d \theta}\) as of orders \(i T_{i}\) and \(i U_{i}\); thus for a given magnitude of \(\frac{d T_{i}}{d \theta}\) the corresponding term in \(u\) in (34) varies as \(i\), and for a given magnitude of \(U_{i}\) the corresponding term in \(v\) in (35) varies as \(i\). When \(i\) is small the displacements opposite in type to the given surface displacement bear to those of the same type a ratio of the order \(h / a\), and so to a first approximation may be neglected; but as \(i\) increases their relative importance increases, and they may not be neglected even to a first approximation when \(i h / a\) ceases to be small.

If we suppose \(i\) so small, or the shell so thin, that \(i h / a\) is negligible, we have to a first approximation for simultaneous displacements \(\bar{U}, \bar{V}, \bar{W}\) over the outer surface only
\[
\begin{equation*}
u / \bar{U}=v / \bar{V}=w / \overleftarrow{W}=(1-\xi / h) . \tag{47}
\end{equation*}
\]

This signifies that the resultant displacement at any point of the thickness is parallel to the applied surface displacement, and proportional in magnitude to the distance from the inner surface. A corresponding result holds under like conditions for displacements over the inner surface only.

When ih/a ceases to be small it wonld be wise to employ the exact results (14), (15), (30) and (31) to ensure that terms are not omitted equal in magnitude to those retained in the above approximations. This is especially the case when the difference of the displacements at corresponding points on the two surfaces is small compared to the displacement over either surface.

It must also be borne in mind that taking the displacements over a surface zero is equivalent to supposing that surface held by the surface forces requisite to prevent displacement. Thus the cases treated above where the displacements are given over one surface only, and the other surface is supposed undisplaced, answer to a totally different set of matters from that arising when the one surface is displaced in an assigned arbitrary way and the other is left free of forces. This latter case seems not unlikely to be the more interesting of the two in practice and we shall briefly consider it presently.
§ 51 . Before doing so, however, it may be as well to point out that the solution for a solid sphere subjected to given arbitrary surface displacements may be deduced from that for a shell precisely as in the case of given forces. To get the displacements for the solid sphere we have only to put \(b=0\) in (3), (14), (15), (30) and (31), noticing in the two latter equations the occurrence of \(b^{-a i+1}\) as a factor in \(\Pi\).

In the case of a nearly solid shell approximate solutions may be deduced by retaining only the lowest powers of \(b / a\) in the coefficients of the several powers of \(r\). This would be very easily done for the first two classes of displacements as given by (3), (14) and (13).

The formulae (30) and (31) for the third class are not so convenient for this purpose, and it might be found simpler to substitute in the formulae (30)-(32) Part I. the values found for \(Y_{i}, Z_{i}, Y_{-i-1}, Z_{-i-1}\) in (26)-(29) by retaining only lowest powers of \(b / a\). Little interest seems to attach to these results except in so far as they show that when the inner surface of a nearly solid shell is arbitrarily displaced, the outer surface remaining fixed, those displacements, strains, and stresses, which depend on the surface displacements deduced from high harmonics, fall off at first very rapidly in relative importance as the distance from the inner surface increases, so that at a considerable distance from this surface the effects of irregularities in the distribution of the surface displacements have largely disappeared.

One surjace arbitravily displaced, the other free.
§52. We need only indicate the method of treating this problem. Take for instance the case when the surface \(r=a\) is subjected to displacements of the third class, given say by the first equation of (19), the surface \(r=b\) being free of all forces. Then we may treat the problem independently by determining \(Y_{i}, Z_{i}, Y_{-i-1}, Z_{-i-1}\) from equations (20) and (21) \(\S 44\) combined with (40) and ( 41 ) of Part I. In the latter two equations we are to suppose the right hand sides to be zero. The solution in this case might also be deduced by taking (30) and (31) as they stand, but regarding \(U_{i}^{\prime}, T_{i}^{\prime}\) as unknown quantities to be found by equating to zero the values of \(\widehat{r r}\) and \(\widehat{r \theta}\), or \(\widehat{\gamma \quad}\), supplied by this solution over \(r=b\).

Here we shall only determine the solution for a thin shell. Suppose \(r=a\) the surface subjected to given displacements, \(r=a-h\) the free surface. Then, using the second method indicated above, it is easy to deduce the approximations:
\[
\begin{align*}
u & =\bar{U}\left(1+2 \frac{m-n}{m+n} \frac{\xi}{a}\right)-\frac{m-n}{m+n} \frac{\xi}{a} \sum_{i=2}^{i=n}\left[i(i+1) T_{i}\right] .  \tag{48}\\
v & =V\left(1-\frac{\xi}{a}\right)+\frac{d \bar{U}}{d \theta} \frac{\xi}{a} \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{49}
\end{align*}
\]

Here \(U, V, \overline{V^{\prime}}\) are the total components along \(r, \theta, \phi\) of the given arbitrary displacements on the outer surface, and \(T_{i}\) is the term containing surface harmonics of degree \(i\) in the potential from which arise the tangential displacements occurring under class (iii). First approximations to the stresses \(\widehat{\theta \theta}, \widehat{\beta \phi}, \widehat{\theta \phi}\) may be derived from these results. The complete difference between these results and those obtained for the case of one surface fixed and the other subjected to given displacements should be noticed.

If the outer were the free surface and the imner that displaced, the only change required in \((48),(49)\), (50) would be the substitution of \((-h+\xi)\) for \(\xi\), taking \(\bar{U}\) etc. as now the displacernents over the inner surface.
XI. On the Kinematics of a Plane, and in particular on Three-bar Motion: and on a Curve-tracing Mechanism. By Professor Cayley. (Plates vi., vii.)

The first part of the present paper, On the Kinematics of a Plane, and on Threebar Motion, is purely theoretical: the second part contains a brief description of a Curvetracing Mechanism, which has been at my suggestion constructed by Prof. Ewing for the Engineering Laboratory, Cambridge.

\section*{Part I.}
1. The theory of the motion of a plane when two given points thereof describe given curves has been considered by Mr S. Roberts in his paper, "On the motion of a plane under given conditions," Proc. Lond. Math. Soc. t. III. (1871), pp. 286-318, and he has shown if for the given curves the order, class, number of nodes, and of cusps, are ( \(m, n, \delta, \kappa\) ) and ( \(m^{\prime}, n^{\prime}, \delta^{\prime}, \kappa^{\prime}\) ) respectively ( \(n=m^{2}-m-2 \delta-3 \kappa, n^{\prime}=m^{\prime 2}-m^{\prime}-2 \delta^{\prime}-3 \kappa^{\prime}\) ), then for the curve described by any fixed point of the plane:
\[
\begin{array}{ll}
\text { order } & =\mathbf{2 m m}, \\
\text { class } & =\mathbf{2}\left(m m^{\prime}+m n^{\prime}+n m^{\prime}\right), \\
\text { number of nodes } & =m m^{\prime}\left(2 m m^{\prime}-m-m^{\prime}\right)+2\left(m \delta^{\prime}+m^{\prime} \delta\right), \\
\text { number of cusps } & = \\
2\left(m \kappa^{\prime}+m^{\prime} \kappa\right),
\end{array}
\]
but he remarks that these formule require modification when the directrices or either of them pass through the circular points at infinity. And he has considered the case where the two directrices become one and the same curve.
2. It will be convenient to speak of the line joining the two given points as the link; the two given points, say \(B\) and \(D\), are then the extremities of the link; and I take the length of the link to \(b e=c\), and the two directrices to be \(b\) and \(d\); we have thus the link \(c=B D\) moving in suchwise that its extremity \(B\) describes the curve \(b\) of the order \(m\), and its extremity \(D\) the curve \(d\) of the order \(m^{\prime}\) : in Mr Roberts' problem the locus is that described by a point \(P\) rigidly connected with the link, or say by a point \(P\) the vertex of the triangle \(P B D\).
3. The points \(B, D\) describe of course the directrices \(b, d\) respectively: taking on \(b\) a point \(B_{1}\) at pleasure, then if \(B\) be at \(B_{1}\) the corresponding positions of \(D\) are the intersections of \(d\) by the circle centre \(B_{1}\) and radius \(c\), viz. there are thus \(2 m^{\prime}\) positions of \(D\) : and similarly taking on \(d\) a point \(D_{1}\) at pleasure, then if \(D\) be at \(D_{1}\) the cor-
responding positions of \(B\) are the intersections of \(b\) by the circle centre \(D_{1}\) and radius \(c\), viz. there are thus \(2 m^{\prime}\) positions of \(B\). The motion thus establishes a ( \(2 m, 2 m^{\prime}\) ) correspondence between the points of the directrices \(b\) and \(d\), viz. to a given point on \(b\) there correspond \({ }^{2} m^{\prime}\) points on \(d\), and to a given point on \(d\) there correspond \(2 m\) points on \(b\). Of course for a given point on either directrix the corresponding points on the other directrix may be any or all of them imaginary; and thus it may very well be that for either directrix not the whole curve but only a part or detached parts thereof will be actually described in the course of the motion. In saying that a part is described, we mean described by a continuous motion; say that the point \(B\) (the point \(D\) remaining always on a part of \(d\) ) is capable of describing contimuously a part of \(b\); it may very well happen that the point \(B\) (the point \(D\) remaining always on a different part of \(d\) ) is capable of describing continuously a different part of \(b\), but that it is not possible for \(B\) to pass from the one to the other of these parts of \(b\) without removing \(D\) from the one part and placing it on the other part of \(d\), and thus that we have on \(b\) detached parts each of them continuously described by \(B\); and similarly we may have on \(d\) detached parts each of them continuously described by \(D\).
4. But dropping for the moment the question of reality, to a given position of \(B\) (n \(b\) there correspond as was mentioned \(2 m^{\prime}\) positions of \(D\) on \(d\), or say \(2 m^{\prime}\) positions of the link \(c:\) in the entire motion of the link it must assume each of these \(2 \mathrm{~m}^{\prime}\) positions, and for each of them the point \(B\) comes to assume the position in question on \(b\); the directrix \(b\) is thus described \(2 m^{\prime}\) times, that is the locus described by \(B\), will be the directrix \(b\) repeated \(2 m^{\prime}\) times, or say a curve of the order \(m \times 2 \mathrm{~m}^{\prime},=2 \mathrm{~mm}^{\prime}\). Similarly the locus described by \(D\) will be the directrix \(d\) repeated \(2 m\) times, or say a curve of the order \(m^{\prime} \times 2 m,=2 \mathrm{~mm}^{\prime}\).
5. In general if \(B_{1} D_{1}\) be any position of the link and if \(B\) moves from \(B_{1}\) along \(b\) in a determinate sense, then \(D\) will move from \(D_{1}\) along \(d\) in a determinate sense; and if \(B\) moves from \(B_{1}\) along \(b\) in the opposite sense, then also \(D\) will move from \(D_{1}\) along \(d\) in the opposite sense. Or what is the same thing we may have \(B\) moving in a determinate sense through \(B_{1}\), and \(D\) moving in a determinate sense through \(D_{1}\), and reversing the sense of \(B\) 's motion we reverse also the sense of \(D\) 's motion. But there are certain critical positions of the link, viz. we have a critical position when the link is a normal at \(B_{1}\) to the directrix \(b\), or a normal at \(D_{1}\) to the directrix d. Say first the link is a norinal at \(B_{1}\) to the directrix \(b\). The infinitesimal element at \(B_{1}\) may be regarded as a straight line at right angles to the link; hence if for a moment \(D_{1}\) is regarded as a fixed point the link may rotate in either direction round \(D_{1}\), that is \(B\) may move from \(B_{1}\) along \(b\) in cither of the two opposite senses, say \(B_{1}\)
 is a "two-way point." But if on \(d\) we take on opposite sides of \(D_{1}\) the consecutive points \(\nu_{1}{ }^{\prime}\) and \(D_{1}{ }^{\prime \prime}\), say \(D_{1}{ }^{\prime} D_{1}\) cuts \(D_{1} B_{1}\) at an acute angle and \(D_{1}{ }^{\prime \prime} D_{1}\) cuts it at an obtuse angle, then \(D_{1}^{\prime}\) will be nearer to \(b\) than was \(D_{1}\), and thus the circle centre \(D_{1}^{\prime}\) and radius \(c\) will cut \(b\) in two real points \(B_{1}^{\prime}\) and \(B_{1}^{\prime \prime}\) near to and
on opposite sides of \(B_{1}\); or as \(D\) moves to \(D_{1}{ }^{\prime}, B\) will move from \(B_{1}\) indifferently to \(B_{1}^{\prime}\) or \(B_{1}^{\prime \prime}\). Contrariwise \(D_{1}^{\prime \prime}\) is further from \(b\) than was \(D_{1}\), and thus the circle centre \(D_{1}{ }^{\prime \prime}\) and radius \(c\), will not meet \(b\) in any real point near to \(B_{1}\), and hence \(D\) is incapable of moving from \(D_{1}\) in the sense \(D_{1} D_{1}{ }^{\prime \prime}\). Or what is the same thing the described portion of \(d\), which includes a point \(D_{1}^{\prime}\) will terminate at \(D_{1}\), or say \(D_{1}\) is a "summit" on the directrix \(d\). We have thus a summit on \(d\), corresponding to the two-way point on \(b\). And of course in like manner if the link is a normal at \(D_{1}\) to the directrix \(d\), then \(D_{1}\) is a two-way point on \(d\), and the corresponding point \(B_{1}\) is a summit on \(b\).
6. If the link is at the same time a normal at \(B_{1}\) to \(b\) and at \(D_{1}\) to \(d\), then each of the points \(B_{1}, D_{1}\) is a two-way point and also a summit; or more accurately each of them is a two-way point and also a pair of coincident summits.

But the case requires further investigation. Considering the position \(B_{1} D_{1}\) as given, we may take the axis of \(x\) coincident with this line, and the origin \(O\) in suchwise
\begin{tabular}{|c|c|c|c|}
\hline \(o\) & \(B_{1}\) & \(D_{1}\) & \(R\) \\
\hline
\end{tabular}
that \(O B_{1}, O D_{1}\) are each positive and \(O D_{1}>O B_{1}\); say we have \(O D_{1}=\delta, O B_{1}=\beta\), and therefore \(\delta-\beta=c\). The equation of the curve \(b\) in the neighbourhood of \(B_{1}\) is \(y^{2}=2 \rho(x-\beta)\), where \(\rho\) is the radius of curvature at \(B_{1}\), assumed to be positive when the curve is convex to \(O\), or what is the same thing when the centre of curvature \(R\) lies to the right of \(B_{1}\left(O R-O B_{1}=+\right)\); and similarly the equation of \(d\) in the neighbourhood of \(D_{1}\) is \(y^{2}=2 \sigma(x-\delta)\) where \(\sigma\) is the radius of curvature at \(D_{1}\) assumed to be positive when the curve is convex to \(O\) or what is the same thing when the centre of curvature \(S\) lies to the right of \(D_{1}\left(O S-O D_{1}=+\right)\).

Consider now ( \(x_{1}, y_{1}\) ) the coordinates of a point on \(b\) in the neighbourhood of \(B_{1}\), \(y_{1}{ }^{2}=2 \rho\left(x_{1}-\beta\right)\), and taking \(B\) at this point, let \(\left(x_{2}, y_{2}\right)\) be the coordinates of the corresponding point \(D\) on \(d\) in the neighbourhood of \(D_{1}, y_{2}^{2}=2 \sigma\left(x_{2}-\delta\right)\). We have
\[
c^{2}=\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}
\]
and here
\[
x_{1}=\beta+\frac{y_{1}^{2}}{2 \rho}, \quad x_{2}=\delta+\frac{y_{2}^{2}}{2 \sigma},
\]
whence \(\quad x_{1}{ }^{2}=\beta^{2}+\frac{\beta y_{1}{ }^{2}}{\rho}, \quad x_{1} x_{3}=\beta \delta+\frac{1}{2} \frac{\delta y_{1}{ }^{2}}{\rho}+\frac{1}{2} \frac{\beta y_{2}{ }^{2}}{\sigma}, \quad x_{2}{ }^{2}=\delta^{2}+\frac{\delta y_{2}{ }^{2}}{\sigma}\).
The equation thus becomes
that is
\[
\begin{gathered}
(\delta-\beta)^{2}+\frac{y_{1}^{2}}{\rho}(\beta-\delta)+\frac{y_{2}^{2}}{\sigma}(\delta-\beta)+\left(y_{1}-y_{2}\right)^{2}=c^{3} \\
y_{1}^{2}\left(1+\frac{\beta-\delta}{\rho}\right)-2 y_{1} y_{2}+y_{2}^{2}\left(1+\frac{\delta-\beta}{\sigma}\right)=0
\end{gathered}
\]
a quadric equation between \(y_{1}\) and \(y_{2}\). Evidently if we had taken \(D\) a point on \(d\), coordinates \(\left(x_{2}, y_{2}\right)\) in the neighbourhood of \(D_{1}\) and had sought for the coordinates ( \(x_{1}, y_{1}\) ) of the corresponding point \(B\) on \(b\) in the neighbourhood of \(B_{1}\), we should have found the same equation between \(y_{1}\) and \(y_{2}\).
7. The equation will have real roots if
\[
1>\left(1+\frac{\beta-\delta}{\rho}\right)\left(1+\frac{\delta-\beta}{\sigma}\right)
\]
viz. \(\rho, \sigma\) the same sign, this is \(\rho \sigma>(\rho+\beta-\delta)(\sigma+\delta-\beta)\),
but \(\rho, \sigma\) opposite signs, then \(\rho \sigma<(\rho+\beta-\delta)(\sigma+\delta-\beta)\).
These conditions may be written
that is
\[
\left(O R-O B_{1}\right)\left(O S-O D_{1}\right)-\left(O S-O B_{1}\right)\left(O R-O D_{1}\right)>\text { or }<O
\]

But we have \(O D_{1}-O B_{1}=+\), and therefore, \(\rho, \sigma\) the same sign, the condition of reality is \(O S>O R\), i.e. \(S\) to the right of \(R\); but \(\rho, \sigma\) opposite signs, the condition of reality is \(O S<O R\), i.e. \(S\) to the left of \(R\). Observe that \(S\) lying to the left of \(R\), we cannot have \(\rho=-, \sigma=+\), and that the second alternative thus is \(\rho=+, \sigma=-\), then \(O S<O R\), or \(S\) lies to the left of \(R\).

The condition was investigated as above in order to exbibit more clearly the geometrical signification, but of course the original form or say the equation
gives at once
\[
\begin{gathered}
1-\left(1+\frac{\beta-\delta}{\rho}\right)\left(1+\frac{\delta-\beta}{\sigma}\right)=+ \\
\frac{\delta-\beta}{\rho \sigma}(\delta+\sigma-\beta-\rho)=+
\end{gathered}
\]
8. Writing the quadric equation in the form
\[
\begin{gathered}
y_{2}^{2}\left(1-\frac{c}{\rho}\right)-2 y_{1} y_{2}+\left(1+\frac{c}{\sigma}\right) y_{2}^{2}=0 \\
\left(1-\frac{c}{\rho}\right) y_{1}=\left\{1 \pm \sqrt{\frac{c}{\rho \sigma}(c+\sigma-\rho)}\right\} y_{2}
\end{gathered}
\]
we have
the two values of \(y_{1}: y_{2}\) will have the same sign or opposite signs according as \(1-\frac{c}{\rho}\) and \(1+\frac{c}{\sigma}\) have the same sign or opposite signs, and in the case where these have the same sign, then this is also the sign of each of the two values of \(y_{1}: y_{2}\). Or what is the same thing if \(1-\frac{c}{\rho}\) and \(1+\frac{c}{\sigma}\) are each of them positive, then the two values of \(y_{1}: y_{2}\) are each of them positive; if \(1-\frac{c}{\rho}\) and \(1+\frac{c}{\sigma}\) are each of them negative then the two values of \(y_{1}: y_{2}\) are each of them negative; and if \(1-\frac{c}{\rho}\) and \(1+\frac{c}{\sigma}\) have appusite signs then the two values of \(y_{1}: y_{2}\) have opposite signs. Considering the different cases \(\rho, \sigma=++,+-,--\), we find
\(\rho, \sigma=++\), then values of \(y_{1}: y_{2}\) are ++ or -- , according as \(D R, B S\) are ++ or \(-\ldots\).
\(\rho, \sigma=+-\)
\(D R, S B\)
\("\)
\(\rho, \sigma=--\quad " \quad\) " \(" \quad R D, \mathcal{S} B \quad "\)
and in each case values of \(y_{1}: y_{2}\) are +- if the two distances referred to have opposite signs: \(D R=+\) means that \(R\) is to the right of, or beyond, \(D\), and so in other cases.
9. The different cases, two real roots as above, are


Obviously the cases \(\rho, \sigma=--\), correspond exactly to the cases \(\rho, \sigma=+,+\); the only difference is that the concavities, instead of the convexities, of the two curves are turned towards the point \(O\).
10. If the two roots of the quadratic equation are imaginary, then \(B_{1} D_{1}\) is a conjugate or isolated position of the link, and \(B_{1}, D_{1}\) are isolated points on the curves \(b\) and \(d\) respectively:
11. If the roots are real, then the three cases \(y_{1}: y_{2}=++,--\) and +- , may be delineated as in the annexed figures, viz. taking in each case \(y_{1}\) as positive, that is imagining \(B\) to move upwards from \(B_{1}\) through an infinitesimal are of \(b\), then \(D\) moves from \(D_{1}\) through either of two infinitesimal arcs of \(d\), both upwards, both downwards, or the one upwards and the other downwards, as shown in the figures

and where it is to be observed that reversing the sense of the motion of \(B\) from \(B_{1}\) we reverse also the senses of the motion of \(D\) from \(D_{1}\) : moreover that considering \(D\) as moving through an infinitesimal are of \(d\) from \(D\), we have the like relations thereto of the two infinitesimal ares of \(b\) described by \(B\) from \(B_{1}\). Thus the points \(B_{1}\) and \(D_{1}\) are singular points of like character.

If \(y_{1}: y_{2}=++\), we may say that \(B_{1}\) (or \(D_{1}\) ) is a for-forwards point; if \(y_{1}: y_{2}=-\), then that \(B_{1}\) (or \(D_{1}\) ) is a back-backwards point; and if \(y_{1}: y_{2}= \pm\), then that \(B_{1}\) (or \(D_{1}\) ) is a back-forwards point.
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12. The separating case between two imaginary roots and two real roots is that of two equal real roots: the condition for this is \(\delta+\sigma=\beta+\rho\), that is \(O S=O R\), or the two centres of curvature are coincident; the characters of the points \(B_{3}\) and \(D_{1}\) would in this case depend on the aberrancies of curvature of the curves \(b\) and \(d\) at these points respectively. If each of the curves is a circle, then the curves are concentric circles, and the link \(B D\) moves in suchwise that its direction passes always through the common centre of the two circles-or say so that \(B D\) is always a radius of the annulus formed by the two circles-and for any position of \(B D\), the two extremities \(B, D\) are related to each other in like manner with the points \(B_{1}\) and \(D_{1}\). Thus in this case there are no singular points \(B_{1}\) and \(D_{1}\) to be considered.
13. In the case where the curves \(b, d\) are circles we have three-bar motion: say the figure is as here shown; I take in it \(b, d\) for the radii of the two circles respectively and \(a\) for the distance of their centres; viz. we have the link \(B D=c\), pivoted at its extremities to the arms or radii \(A B=b\), and \(E D=d\), which rotate about the fixed centres \(A, E\) at a distance from each other \(=a\). Here \(a, b, c, d\) are each of them positive; \(a, b, d\) may have any values, but then
 \(c\) is at most \(=a+b+d\), and if \(a>b+d\) then \(c\) is at least \(=a-b-d\); but if \(a=\) or \(<b+d\), then \(c\) may \(b=0\), viz, it may have any value from 0 to \(a+b+d\). And in either case there will be critical values of \(c\). The cases are very numerous. To make an exhaustive enumeration, we may assume \(d\) at most \(=b\), and in each of the two cases \(d<b\) and \(d=b\), considering the centre of the circle \(d\) as moving from the right of the centre of the circle \(b\) towards this centre, we may in the first instance divide as follows:

\[
d=b
\]
© \(d\) exterior to © \(b\),
," touches it externally,
" cuts it,
" is concentric and thus coincident with it;
and then, in each of these cases, give to the length \(c\) of the link its different admissible values.
14. Considering the case \(d<b\), then we have (see Plate VI.), exterior series, the figures 1, 1-2, 2, 2-3, 3, 3-4, 4, viz.
fig. \(1, c=a-b-d\),
1-2, " intermediate,
2. \(c=a-b+d\),

2-3, " intermediate,
3, \(\quad c=a+b-d\),
3-4, " intermediate,
\(4, \quad,=a+b+d\).
15. In figure 1, the curves described by the extremities \(B\) and \(D\) respectively are each of them a mere point.

In figure 1-2, we have \(a+d>b+c\) and \(a+b>d+c\). Hence in the course of the motion the arms \(b, c\) come into a right line, giving a position \(B_{1} D_{1}^{\prime}\) of the link, where \(B_{1}\) is a twoway point on \(b\) and \(D_{1}^{\prime}\) a summit on \(d\); or rather there are two such positions symmetrically situate on opposite sides of the axis \(A x\). And again in the course of the motion the arms \(d, c\) come into a right line, giving a position \(B_{1}^{\prime} D_{1}\), where \(D_{1}\) is a two-way point on \(d\) and \(B_{1}^{\prime}\) a summit on \(b\); or rather there are two such positions symmetrically situate on opposite sides of the axis \(A x\). Only an are of the circle \(b\) is described, viz. the arc adjacent to \(d\) included between the two summits \(B_{1}^{\prime}\) on \(b\); and in like manner only an are of the circle \(d\) is described, viz. the arc adjacent to \(b\) included between the two summits \(D_{1}^{\prime}\) on \(d\). The described portions on \(b\) and \(d\) respectively are to be regarded each of them as a double line or indefinitely thin bent oval: and it is to be observed that for a given position of \(B\) (or \(D\) ) there are two positions of the link \(B D\), each of these positions being assumed by the link in the course of its motion.
10. In figure 2 the tro positions \(B_{1} D_{1}^{\prime}\) of the link come to coincide together in a single axial position \(B D\), but we still have the other two positions \(B_{1}^{\prime} D_{1}\) of the link, where \(B_{1}^{\prime}\) is a summit on \(b\), and \(D_{1}\) a two-way point on \(d\). As regards \(B D\), this is the configuration \(\rho, \sigma=--, R, B, S, D: y_{1}: y_{2}= \pm\), and thus each of the axial points \(B, D\) is a back-and-forwards point. Thus only the arc \(B^{\prime} B_{1}^{\prime}\) of the circle \(b\) is described by the point \(B\), but the whole circumference of the circle \(d\) is described by the point \(D\). If we further examine the motion it will appear that as \(B\) moves from the axial point \(B\) say to the upper summit \(B_{1}{ }^{\prime}\) and returns to \(B\), then \(D\) starting from the axial point \(D\) may describe (and that in either sense, viz. \(y_{1}=+\), then we have \(y_{2}= \pm\) ) the entire circumference of \(d\), returning to the axial point \(D\); and similarly as \(B\) moves from the axial point \(B\) to the lower summit \(B_{1}^{\prime}\) and returns to \(B\), then \(D\) starting as before from the axial point \(D\) may describe (and that in either sense, riz. \(y_{1}=-\), then we have \(y_{2}= \pm\) ) the entire circumference of \(d\), returning to the axial point \(D\). It is thus not the entire arc \(B_{1}^{\prime} B_{1}^{\prime}\) but each of the half-ares \(B B_{1}^{\prime}\) which corresponds, and that in either of two ways, to the circumference of \(d\).
17. In figure \(2-3\), there are four critical positions \(B_{1}{ }^{\prime} D_{1}\) (forming two pairs, those of the same pair situate symmetrically on opposite sides of the axis \(A x\), where as before
\(b_{1}{ }^{\prime}\) is a summit on \(b\), and \(D_{1}\) a two-way point on \(d\). The described portions of \(b\) are the detached ares \(B_{1}{ }^{\prime} B_{1}^{\prime}\) between the two upper summits, and \(B_{1}^{\prime} B_{1}^{\prime}\) between the two lower summits: the described portion of \(d\) is the whole circumference. In fact attending to one of the arcs on \(b\), say the upper arc \(B_{1}^{\prime} B_{1}^{\prime}\), as \(B\) moves from one of the summits, say the left-hand summit \(B_{1}{ }^{\prime}\), and then returns to the left-hand summit \(B_{1}^{\prime}\), then \(D\), starting from the corresponding two-way point \(D_{1}\), may describe, and that in either sense, the entire circumference of \(d\), returning to the same point \(D_{1}\); and similarly as \(B\) describes the lower are \(B_{1}^{\prime} B_{1}^{\prime}\), starting from and returning to a summit, then \(D\), starting from the corresponding two-way point \(D_{1}\), may describe, and that in either sense, the entire circumference of \(d\), returning to the same two-way point \(D_{1}\).
18. In figure 3, two of the positions \(B_{1}{ }^{\prime} D_{1}\) have come to coincide together in the axial position \(B D\), but we still have the other two positions \(B_{1}{ }^{\prime} D_{1}\), where \(B_{1}{ }^{\prime}\) is a summit on \(b\), and \(D_{1}\) a two-way point on \(d\). As regards the axial points \(B, D\), this is the configuration \(\rho, \sigma=++; B, R, D, S ; y_{1}: y_{2}= \pm\), viz. each of the points \(B, D\) is a back-and-forwards point. The two detached ares \(B_{1}^{\prime} B_{1}^{\prime}\) of \(b\) have united themselves into a single arc \(B_{1}^{\prime} B_{1}^{\prime}\), which is the described portion of \(b\); the described portion of \(d\) is as before the entire circumference. It is to be observed (as in fig. 2) that properly it is not the entire arc \(B_{1}^{\prime} B_{1}^{\prime}\) but each of the half-arcs \(B B_{1}^{\prime}\) which corresponds to the entire circumference of \(d\).
19. The figure 3-4 closely corresponds to fig. 1-2, the only difference being that the arcs \(B_{1}^{\prime} B_{1}^{\prime}\) and \(D_{1}^{\prime} D_{1}^{\prime}\) which are the described portions of \(b\) and \(d\) respectively (instead of being the nearer portions, or those with their convexities facing each other) are the further portions, or those with their concavities facing each other, of the two circles respectively.

Finally in fig. 4 , the described portions of the two circles reduce themselves to the axial points \(B\) and \(D\) respectively.
20. Still assuming \(d<b\), and passing over the case of external contact, we come to that in which the circles intersect each other; but this case has to be subdivided: since the circles intersect we have \(b+d>a\), consistently herewith we may have
\[
\begin{aligned}
& b, d \text { each }<a, \quad A, E \text { each outside the lens common to the two circles, } \\
& b=a, d<a, \quad A \text { outside, } E \text { on boundary of the lens, } \\
& b>a, d<a, \quad A \text { outside, } E \text { inside the lens, } \\
& b>a, d=a, \quad A \text { on boundary of, } E \text { inside the lens, } \\
& b, d \text { each }>a, A, E, \text { each inside the lens; }
\end{aligned}
\]
and in each case we have to consider the different admissible values of c. I omit the discussion of all these cases.
21. Still assuming \(d<b\), and passing over the case of internal contact, we come to that of the circle \(d\) included within the circle \(b\) : we have here again a subdivision of
cases; viz. we may have \(d>A\), that is \(A\) inside \(d, d=A\), that is \(\dot{A}\) on the circumference of \(d\), or \(d<a\), that is \(A\) outside \(d\). The critical values of \(c\) arranged in order of increasing magnitude in these three cases respectively are
\[

\]

I attend only to the first case; we have here (see Plate VII.), interior series, the figures 1, 1-2, 2, 2-3, 3, 3-4, 4, viz.
\[
\text { fig. } \begin{array}{rl}
1 & c=b-d-a, \\
1-2 & \\
2 & \text { intermediate, } \\
2 & c=b-d+a, \\
2-3 & " \\
3 & c=b+d-a, \\
3-4 & \\
4 & c=b+d+a
\end{array}
\]
22. In figure 1 the curves described by the points \(B_{1} D\) are each of them a mere point. In figure 1-2, we have two critical positions \(B_{1}^{\prime} D_{1}\) situate symmetrically on opposite sides of the axis, \(B_{1}^{\prime}\) being a summit on \(b\), and \(D_{1}\) a two-way point on \(d\), and moreover two critical positions \(B_{1} D_{1}^{\prime}\) situate symmetrically on opposite sides of the axis, \(B_{1}\) being a two-way point on \(b\), and \(D_{1}^{\prime}\) a summit on \(d\). The described portion of \(b\) is the arc \(B_{1}^{\prime} B_{1}^{\prime}\), and the described portion of \(d\) is the are \(D_{1}^{\prime} D_{1}^{\prime}\), these two arcs being thus the nearer portions of the two circles respectively.
23. In figure 2, the four critical positions coalesce all of them in the axial position \(B D\); the described portions are thus the entire circumferences of the two circles respectively. This is a remarkable case. The configuration is \(\rho, \sigma=++; B, D, R, S\); \(y_{1}: y_{2}=++\). Imagine \(D\) to move from the axial point \(D\) in a given sense round the circle \(d\), say with uniform velocity, then \(B\) moves from the axial point \(B\) in the same sense but with either of two velocities round the circle \(b\); one of these velocities is at first small but ultimately increases rapidly, the other is at first large but ultimately decreases rapidly, so that the two revolutions of \(B\) from the axial point \(B\) round the entire circumference to the axial point \(B\) correspond each of them to the revolution of \(D\) from the axial point \(D\) round the entire circumference to the axial point \(D\). And similarly if we imagine \(B\) to move in a given sense from the axial point \(B\) round the circle \(b\), say with uniform velocity, then \(D\) moves from the axial point \(D\) in the same sense but with either of two velocities round the circle \(d\) : one of these velocities is at first small but ultimately increases rapidly, the other is at first large but ultimately
decreases rapidly, so that the two rerolutions from the axial point \(D\) round the entire circumference of \(d\) to the axial point \(D\) correspond each of them to the revolution from the axial point \(B\) round the entire circumference of \(b\) to the axial point \(B\).
24. In figure 2-3 there are no critical positions, the described portions of the circles \(b, d\) are the entire circumferences of the two circles respectively, these being described in the same sense, by the points \(B\) and \(D\) respectively. It is to be observed that to a given position of \(B\) on \(b\), there correspond two positions of \(D\) on \(d\), or say two positions of the link, but the link does not in the course of its motion pass from one of these positions to the other; the motions are separate from each other, and may be regarded as belonging to different configurations of the system. And of course in like manner to a given position of \(D\) on \(d\), there correspond two positions of \(B\) on \(b\), or say two positions of the link: we have thus the same two separate motions.
25. In figure 3 the critical axial position \(B D\) of the link makes its appearance, the described portions are still the entire circumferences of the two circles respectively. As the point \(D\) is here to the left of the point \(B\) we must take the origin \(O\) to the right of \(B\), and reverse the direction of the axis \(O x\); the configuration is thus \(\rho, \sigma=+-\), \(B, s, k, D ; y_{1}: y_{2}=-\). Everything is the same as in fig. - except (the signs of \(y_{1}: y_{2}\) being, as just mentioned, - -) that the motions in the circles \(b\) and \(d\) instead of being in the same sense are in opposite sense, viz. as \(D\) moves from the axial point \(D\) in a given sense round the circle \(d\) to the axial point \(D\) say with uniform relocity, then \(B\) mores from the axial point \(B\) round the circle \(b\) in the opposite sense, and with either of two velocities; and similarly as \(B\) moves from the axial point \(B\) in a given sense round the circle \(b\) say with uniform velocity, then \(D\) moves from the axial point \(D\) round the circle \(d\) in the opposite sense, and with either of two velocities.
26. In figure 3-4 we have again the two critical positions \(B_{1}^{\prime} D_{1}\) symmetrically situate on opposite sides of the axis, \(B_{1}^{\prime}\) a summit on \(b, D_{1}\) a two-way point on \(d\) : and also the two critical positions \(B_{1} D_{1}^{\prime}\) symmetrically situate on opposite sides of the axis, \(B_{1}\) a twoway point on \(b, D_{1}^{\prime}\) a summit on \(d\). The described portion of \(b\) is the are \(B_{1}^{\prime} B_{1}^{\prime}\), and the described portion of \(d\) the are \(D_{1}^{\prime} D_{1}^{\prime}\), these arcs being thus the further portions of the two circles respectively:

Finally, in figure 4 the described portions reduce themselves to the two points \(B, D\) respectively:
27. The several forms for \(d=b\) can be at once obtained from those for \(d<b\); the only difterence in that several intermediate forms disappear, and the entire series of divisions is thus not quite so numerous.

\section*{Part II.}
1. The curve-tracing mechanism was devised with special reference to the curves of three-bar motion, viz. the object proposed was that of tracing the curve described by a point \(K\) of the link \(B D\), the extremities whereof \(B\) and \(D\) describe given circles respectively, or more generally by a point \(K\), the vertex of a triangle \(K B D\), whereof the other vertices \(B\) and \(D\) describe given circles respectively, and that in suchwise that the points \(B\) and \(D\) might be free to describe the two entire circumferences respectively: but the principle applies to other motions, and I explain it in a general way as follows.
2. Imagine the cranked link \(B D\), composed of the bars \(B \beta\) and \(D \delta\), rigidly attached \(B \beta\) to the top and \(D \delta\) to the bottom of the cylindrical disk \(K\) (this same letter \(K\) is used to denote the axis of the disk), and where \(B \beta\) and \(D \delta\) may be either parallel or inclined to each other at any given angle, so that referring the points \(B, K, D\) to a hori-


Cranked link with disk: elevation.
zontal plane \(B K D\) is either a right line, or else \(K\) is the vertex of a triangle the other vertices whereof are \(B\) and \(D\). The disk \(K\), with the attached bars \(B \beta\) and \(D \delta\), moves in a horizoutal plane: and if the motion of the point \(B\) be regulated in any manner by a mechanism lying wholly below \(B\) and supported by the bed of the entire mechanism, and similarly if the motion of the point \(D\) be regulated in any manner by a mechanism lying wholly above \(D\) and supported by a bridge of sufficient length (resting on the bed of the entire mechanism), then the disk \(K\) moves in its own horizontal plane unimpeded by other parts of the mechanism: and if we fit the disk \(K\) so as to move smoothly within a circular aperture in the arm of a pentagraph, then the pencil of the pentagraph will trace out on a sheet of paper the curve described by the point \(K\) on the axis of the disk, or say by the point \(K\) of the beam \(B K D\). Of course for the three-bar motion, all that is required is that the point \(B\) shall describe a circle, viz. it must be pivoted on to an arm \(A B\), which is itself pivoted at \(A\) to the bed: and that the point \(D\) shall describe a circle, viz. it must be pivoted on to an arm \(D E\), which is itself pivoted at \(E\) to the bridge. Special arrangements are required to enable the variation of the several lengths \(A B, B K, K D, D E\) and \(E D\), and the mechanism thus unavoidably assumes a form which appears complicated for the object intended to be thereby effected.
3. The form of Peutagraph which I use consists of a parallelogram \(A B C D\), pivoted together at the points \(A, B, C, D\), the bars \(A D\) and \(B C\) being above \(A D\) and \(B C\). There is a cradle \(G\), rotating about a fixed centre, and which carries between guides the arm \(A D\), which has a sliding motion, so that the lengths \(G D\) and \(G A\) may be made to have

any given ratio to each other. Above the bar \(D C\) and sliding along it we have the arm \(K L\) (where \(K\) is the circular aperture which fits on to the disk \(K\) of the cranked link): and above \(A B\) and sliding along it we have the arm \(M P\) which carries the pencil \(P\) : of course in order that the pentagraph may be in adjustment the points \(K, G, P\) must be in line \(\hat{\text { a }}\).

> XII Examples of the application of Newton's polygon to the theory of singular points of algebraic functions. By H. F. Baker, M.A., Fellow of St John's College.

\section*{INTRODUCTION.}

Apart from its interest in the theory of plane curves, the theory of the multiple points is a convenient preliminary to the study of algebraic functions. We may of course suppose every algebraic curve to be beforehand transformed into one possessing only ordinary double points. But this transformation is one which it is not in general possible to carry out practically.

Cayley's rules for any singularity whatever have been amply justified in many subsequent papers. But in all these a good deal of calculation is necessary to obtain the series used and the final result. We naturally seek to find a method for evaluating a multiple point which shall appeal more directly to the explicitly given coefficients of the curve upon which these series depend. The following paper gives some rules which are effective in a very large number of cases-founded upon a consideration of Newton's parallelogram. The deficiency of a curve and the equivalent number for any multiple point is determined by counting the number of unit points within a certain polygon which can be immediately constructed from the equation of the curve. I have sought to give typical examples used in other papers as illustrations of other methods and shew the application of the present rules to them.

For convenience the paper is separated into six parts. In the first part it is shewn that Abel's determination of the deficiency of a curve admits of an immediate graphical interpretation. In the second part that this graphical result is in accord with the theory of Abelian integrals-the deficiency being defined by the number of integrals of the first kind that are linearly independent and the explicit form of these integrals determined. Cayley's rules appear thus as following from Riemann's number associated with the connectivity of his surface. The general values of the coefficients of the curve thus far accepted are in Part III subjected to certain restrictions of frequent occurrence and a graphical rule given for the necessary correction. These rules are applied in Part IV to various examples; among them is a consideration of Weierstrass' normal form of curve of which the corresponding Riemann surface has a branch point at infinity in which all the sheets are included. And it is proved that the number of orders of integral algebraic
functions that are not integrally expressible is the same as the number of double points of the normal curse.

This part may serve as the beginning of a commentary on Kronecker's paper (Crelle, 91).

Part \(V\) is devoted to shewing that the quadratic transformation applied by Cramer and Noether is in direct connection with the graphical rules previously given. A particular monomial transformation obtainable by a succession of such quadratic transformations is employed in Part VI, to the example given by Noether in exposition of his own method, and to transform any curre to one whose only singularities are at infinity.

The main result of Part II, found in Angust 1892, was given, not quite correctly, in the Mathematical Tripos, Part II. of this year. This result enables us in all cases to specify immediately an upper limit to the deficiency of any given curve and a lower limit to the equivalent numbers of any of its multiple points. Cayley's
 rules of course apply to all possible cases-the rules given here for the exact values of the deficiency etc. may fail for particular values of the coefficients of the curve. In the simple case of a curve wherein all the terms are present, say for instance the quartic curve the deficiency 3 is the same as the number of unit points entirely within the triangle \(A B C\) in the diagram which represents all the terms of the curve in Newton's manner.

In case the constant term and the terms \(x, y\), be absent, in which case there is a double point at the origin and the deficiency is 2, we have the
 second figure, having as before a number of interior points equal to the deficiency. The same is true when the terms in \(x y, y^{2}\) are absent. This illustrates the general rule obtained here.

It may be remarked that Part I. is added for the sake of completeness: and the results of it not assumed in what follows.

October, 1893

\section*{PART I.}

On Abel's expression for the least number of sequent intersections of a curve with a variable curve.

In the Phil. Trans. of the Royal Society [1881] Mr Rowe has given an exposition of Abel's great paper (Collected Works, 1881, page 145) upon the sums of integrals related to a plane curve. Part of this paper is occupied with the determination of what Prof. Cayley, in an appendix to Mr Rowe's paper, proves to be, in general, the deficiency of the fundamental curve. The subtlety of the method employed by Abel in this part of his paper will justify the following diagrammatic interpretation of the algebra employed. It would not be wonderful indeed if some such method were in the mind of Abel. I have preferred to give by the way enough account of Abel's method to make the advantage of the present representation obvious.

If we have a curve
\[
\chi(y)=y^{n}+p_{n-1} y^{n-1}+p_{n-2} y^{n-2}+\ldots+p_{0}
\]
and any associated curve, this latter can in all cases so far as its intersections with \(\chi(y)\) are concerned be taken in the form
\[
\theta(y)=q_{n-1} y^{n-1}+\ldots+q_{n},
\]
wherein \(q_{n-1}, q_{n-2}, \ldots, q_{0}\) are integral functions of \(x\) of at present unassigned order, whose coefficients are to be regarded as variable and independent,
then, denoting by \(y_{1}, y_{2}, \ldots y_{n}\) the \(n\) roots of \(\chi(y)=0\) for any value of \(x\), the expression
\[
E=\theta\left(y_{1}\right) \cdot \theta\left(y_{2}\right) \ldots \theta\left(y_{n}\right)
\]
gives the abscissae of the (finite) intersections of these curves, and the number of these intersections is equal to the degree of \(E\) in \(x\). If then one of the roots of \(\chi(y)\), when expanded in descending powers (supposed positive), begin with the term in \(x^{\sigma}\), and \(\overline{\theta y}\) denote the highest power of \(x\) in \(\theta y\) when \(x^{\sigma}\) is written for \(y\), this degree of \(E\) may be denoted by \(\Sigma \bar{\theta} \bar{y}\).

In what follows we desire to determine how many of the intersections of \(\chi y\) and \(\theta y\) are determined by the others. It is clear in fact that as many points of \(\theta y\), upon \(\chi y\), can be determined as there are assignable constants in \(\theta y\), and that the remaining intersections of \(\theta y\) with \(x y\) are determined by the values assigned to these coefficients in \(\theta y\), and these remaining intersections alter in a definite way when the coefficients of \(\theta y\) are altered. Since now there are in \(\theta y\) effectively
\[
\begin{aligned}
& q_{n-1}+1+q_{n-2}+1+\ldots+q_{0}+1-1 \\
= & \Sigma \bar{q}+n-1 \text { coefficients, }
\end{aligned}
\]
where \(q\) means the degree of \(q\) in \(x\),

\section*{4116}
it follows that the intersections of \(\theta y\) with \(\chi y\) which are determined by the others are in number
\[
\Sigma \theta_{y}-\Sigma_{q}-n+1
\]

In what follows we seek by a proper choice of the terms and degrees in \(\theta y\) to make this expression as small as possible.

Suppose that the initial terms in the expansions of \(y_{1}, y_{2}, \ldots y_{n}\), consist of
\[
\begin{aligned}
& n_{1} \mu_{1} \text { terms of the forms } A_{1} x^{\sigma_{1}}, A_{2} x^{\sigma_{1}}, \ldots, A_{n_{1} \mu_{1}} x^{\sigma_{1}} \\
& n_{2} \mu_{2} \text { terms of the forms } y=B_{1} x^{\sigma_{2}}, B_{2} x^{\sigma_{2}}, \ldots, B_{n_{1} \mu_{2}} x^{\sigma_{2}}
\end{aligned}
\]
\&c.
where
\[
\begin{aligned}
& n_{1} \mu_{1}+n_{2} \mu_{2}+\ldots=n \\
& \sigma_{1}>\sigma_{2}>\sigma_{3}>\ldots
\end{aligned}
\]

Then when we substitute in \(\theta y, y=x^{\sigma_{1}}\), there will be in general one term wherein the resulting power of \(x\) is highest.

Denote this term by \(x^{\left[\rho_{1}\right]} y^{\rho_{1}}\) where \(\left[\rho_{1}\right]\) is another notation for the highest power of \(x\) in \(q_{\rho_{1}}\). In the same way the term which gives the highest power of \(x\), when in \(\theta y x^{\sigma_{2}}\) is written for \(y\), is denoted by \(x^{\left[\rho_{2}\right]} y^{\rho_{2}}\), and so on.

Abel proved that it is possible to arrange the degrees and the coefficients in \(\theta y\) so that
\[
\begin{aligned}
& \rho_{1} \text { is one of the indices } n-1, n-2, \ldots, n-n_{1} \mu_{1}, \\
& \rho_{2} \text { is one of the indices } n-n_{1} \mu_{1}-1, n-n_{1} \mu_{1}-2, \ldots, n-n_{1} \mu_{1}-n_{2} \mu_{2} \text {, }
\end{aligned}
\]
and he works out the least value of the number of 'sequent' intersections of \(x y\) and \(\theta y\) on this hypothesis. We shall follow him.

Imagine that we have a plane of rectangular coordinate axes, the positive quadrant of which is ruled with lines parallel to the axes at unit distances apart, and let every term of \(\theta y\) be represented on this chart, the term \(x^{k} y^{k}\) being represented by the point whose abscissa is \(h\) and whose ordinate is \(k\). Thus we shall have \(\overline{q_{n-1}}+1\) terms on a line parallel to the axis of \(x\) at distance \(n-1\) from it, representing the terms in \(\theta y\) which were written \(q_{n-1} y^{n-1}\), and so on. Of these points we shall only bere be concerned with those, on the various lines parallel to the axis of \(x\), which are furthest from the axis of \(y\). The power of \(x\) arising from any term in \(\theta y\) when \(x^{\sigma}\) is written for \(y\) is easily constructed graphically by drawing through the point of the chart that represents that term of \(\theta y\) a line whose positive direction makes with the negative direction of the axis of \(y\) the angle (for the present assumed to be between 0 and \(\frac{\pi}{2}\) ) \(\tan ^{-1} \sigma\). The distance of the point in which this line meets the axis of \(x\) from the origin is the power of \(x\) arising from the term of \(\theta y\) considered: and to say that the term \(x^{\left[\rho_{3}\right]} y^{\rho_{1}}\) gives the
highest power of \(x\) when \(y\) is written \(x^{\sigma_{1}}\), is to say that, if through the point of the chart whose coordinates are \(\left[\rho_{1}\right], \rho_{1}\), there be drawn a line whose positive direction makes with the negative direction of the axis of \(y\) the angle \(\tan ^{-1} \sigma_{1}\) (between 0 and \(\frac{\pi}{2}\) ), and a parallel line be drawn through every other representative point on the chart the first drawn line will meet the axis of \(x\) further from the origin than all the points in which the other lines meet the axis of \(x\). Let the point \(\left[\rho_{1}\right], \rho_{1}\) be called \(R_{1},\left[\rho_{2}\right], \rho_{2}\) be called \(R_{2}\), and so on, and let the line parallel to the axis of \(x\) at distance \(l\) be called \(l_{k}\). Then as we have said Abel shews that the point \(R_{1}\) may be taken to be on one of the lines \(l_{n-1}, l_{n-2}, \ldots l_{n-n, \mu_{1}}\). These lines we shall call the first set—and so for each of the following sets. Suppose now that a line \(\sigma_{1}\) is drawn through \(R_{1}\), and a line \(\sigma_{2}\) drawn through \(R_{2}\), and so on. [By a line \(\sigma_{1}\) we mean a line making an angle \(\tan ^{-1} \sigma_{1}\) with the axis of \(y\), as previously explained.] These lines form with the two axes of coordinates a closed polygon, and it is obvious that the expression of the characteristic property of the points \(R_{1}, R_{2}, \ldots\) is that all the lines \(R_{1} R_{2}, R_{2} R_{3}, \ldots\) shall lie within this polygon. This is the expression of Abel's conditions
\[
\begin{gathered}
\sigma_{1}>\tau_{1}>\sigma_{2}>\tau_{2}>\ldots \\
{\left[\rho_{r}\right]=\left[\rho_{1}\right]+\sum_{\kappa=1}^{\kappa=r-1} \tau_{\kappa}\left(\rho_{\kappa}-\rho_{\kappa-1}\right),}
\end{gathered}
\]
\(\tau_{r}\) being the tangent of the angle which \(R_{r} R_{r+1}\) makes with the negative direction of the axis of \(y\), and is obviously sufficient to ensure that the term corresponding to \(R_{1}\) gives a higher power of \(x\) than either of the terms corresponding to \(R_{2}, R_{3}, \ldots\) for \(y=x^{\sigma_{1}}\), and that the term corresponding to \(R_{2}\) gives a higher power of \(x\) than the terms corresponding to \(R_{1}, R_{3}, \ldots\) for \(y=x^{\sigma_{2}}\), and so on.

Consider now \(R_{r}\). We have to ensure that for \(y=x^{\sigma_{r}}\) this shall give not only a higher power of \(x\) than the term corresponding to \(R_{s}\), but shall also give a higher power of \(x\) than every other term in the set to which \(R_{s}\) belongs. Abel shews that the analytic condition for this can be reduced to the two following criteria:
(1) that the term \(R_{r}\) for \(y=x^{\sigma_{r}}\) gives a higher power of \(x\) than \(y=x^{\sigma_{r}}\) gives in each of the terms of the following set \((r+1)\) only;
(2) that \(y=x^{\sigma_{r}}\) gives for the term \(R_{r}\) a higher power of \(x\) than it gives for any of the terms of the previous set \((r-1)\).

And it is easy to see that these conditions are sufficient. For suppose the first satisfied. Imagine lines drawn through all the points of the set \((r+1)\) parallel to \(\sigma_{r}\) and a line parallel to these drawn through \(R_{r}\). By hypothesis this last line meets the axis of \(x\) at a point further from the origin than any of the other lines do. If now all these lines be turned to a greater inclination with the negative direction of the axis of \(y\), into the direction \(\sigma_{r-1}\), each about the point through which it was drawn, this statement. will remain true-namely, the line drawn through the point \(R_{r}\) parallel to \(\sigma_{r-1}\) is further from the origin than the parallel lines drawn through the points of the set \((r+1)\).

Therefore the line through the point \(R_{r-1}\) parallel to \(\sigma_{r-1}\) which by hypothesis is further from the origin than the parallel line through \(R_{r}\) is also further from the origin than the parallel lines through the points of the set \((r+1)\). Continuing thus we can shew that for all values of \(s\) less than \(r+1\), the line through \(R_{s}\) is further from the origin than the parallel lines through the points of the set \((r+1)\). Supposing next that the second condition is satistied, namely that the line through \(R_{r}\) parallel to \(\sigma_{r}\) is further from the origin than the parallel lines through all the points of the set \((r-1)\), and supposing all these lines tumed about their respective points to a less inclination with the negative direction of the axis of \(y\), so as to become parallel to \(\sigma_{r+1}\), the line through \(R_{r}\) will remain the furthest from the origin. But now the line parallel to \(\sigma_{r+1}\) is by hypothesis further from the origin than the line through \(R_{r}\) and is therefore also further from the origin than the parallel lines through all the points of the set \((r-1)\). Continuing thus we can shew that the line through \(R_{s}\) where \(s>r-1\) is further from the origin than the parallel lines through the set \((r-1)\).

Thus we have only to consider how to satisfy conditions (1) and (2) for all values of \(r\). The first condition clearly is that all the points in the set \((r+1)\) lie on the same side of the line through \(R_{r}\) parallel to \(\sigma^{r}\) as does the origin. While the condition that \(R_{r+1}\) corresponds to the highest term in \(x\) for \(y=x^{\sigma_{r+1}}\), of the set \((r+1)\), requires that all the terms of the set \((r+1)\) lie on the same side of the line \(\sigma_{r+1}\) through \(R_{r+1}\) as does the origin. We see in fact that the conditions only are that all the points must lie within the polygon, and further that this is perfectly obvious geometrically without the cumbrous interposition of the conditions (1) and (2).

Considering now again our expression
\[
E=\theta y_{1} \cdot \theta y_{2} \ldots \theta y_{n}
\]
it is clear that the first \(n_{1} \mu_{1}\) factors give rise to the same power of \(x\) as their highest power of \(x\), namely the power \(\left[\rho_{1}\right]+\rho_{1} \sigma_{1}\). For \(x^{\sigma_{2}}\) was the highest power of \(x\) in each of \(y_{1}, y_{2}, \ldots y_{n_{1} \mu}\). We shall therefore have in the summation \(\Sigma \overline{\theta y}, n_{1} \mu_{1}\) terms each equal to \(\left[\rho_{1}\right]+\rho_{1} \sigma_{2}\). But it is convenient to write each of these \(n_{1} \mu_{1}\) terms in a different way, thus

Let \(q_{a_{1}} . y^{a_{1}}\) denote the general term corresponding to the first set on our chart, so that \(\alpha_{1}\) is in turn equal to \(n-1, n-2, \ldots n-n_{1} \mu_{1}\). The degree of the term \(q_{a_{1}} \cdot y^{a_{1}}\) for \(y=x^{\sigma_{1}}\) is \(\left[\boldsymbol{\alpha}_{1}\right]+\alpha_{1} \sigma_{1}\) where \(\left[\alpha_{1}\right]\) means the degree of \(q_{a_{1}}\). We denote the difference
\[
\begin{aligned}
& {\left[\rho_{1}\right]+\rho_{1} \sigma_{1}-\left[\alpha_{2}\right]-\alpha_{1} \sigma_{1} \text { by } D_{a_{1}},} \\
& {\left[\rho_{1}\right]+\rho_{1} \sigma_{2}=\left[\alpha_{1}\right]+\alpha_{1} \sigma_{1}+D_{a_{1}},}
\end{aligned}
\]
which gives
and this is the substitution which for the \(n_{1} \mu_{1}\) values of \(\alpha_{1}\) we make for the \(n_{1} \mu_{1}\) terms of the form \(\left[\rho_{1}\right]+\rho_{1} \sigma_{1}\) arising in \(\bar{\Sigma} \overline{\theta y}\). And the part contributed by these terms to the summation \(\Sigma \theta y-\Sigma \bar{q}\), since the values of \(\bar{q}\) entering here have also been denoted by \(\left[\alpha_{1}\right]\), is
\[
\sigma_{1} \sum_{n-n_{1} \mu_{1}}^{n-1} \alpha_{1}+\Sigma D_{a_{1}} .
\]

The whole expression \(\bar{\Sigma} \overline{\theta y}-\Sigma \bar{q}\) can therefore be written
\[
\Sigma_{r} \sigma_{r}, \Sigma_{a} \alpha_{r}+\Sigma D_{\alpha_{r}}
\]

And \(\Sigma_{r} \sigma_{r}, \Sigma_{\alpha} \alpha_{r}\), writing \(m_{r}=\sigma_{r} \mu_{r}\),
\[
\begin{aligned}
& =n_{1} \mu_{1}\left[n-\frac{n_{1} \mu_{1}+1}{2}\right] \\
& +n_{2} \mu_{2}\left[n-n_{1} \mu_{1}-\frac{n_{2} \mu_{2}+1}{2}\right] \\
& +\ldots \ldots \\
& +n_{r} m_{r}\left[n-n_{1} \mu_{1}-\ldots-n_{r-1} \mu_{r-1}-\frac{n_{r} \mu_{r}+1}{2}\right] \\
& +\ldots \ldots
\end{aligned}
\]

Consider now \(\leq D_{\alpha_{r}}\).
\[
\begin{aligned}
& \text { We have } \\
& D_{a_{r}}=\left[\rho_{r}\right]-\left[\alpha_{r}\right]-\left(\rho_{r}-\alpha_{r}\right) \sigma_{r} \\
& =\left[\rho_{r}\right]-\left[\alpha_{r}\right]+\text { integral part of }\left(\rho_{r}-\alpha_{r}\right) \frac{m_{r}}{\mu_{r}} \\
& + \text { fractional part of } \frac{\left(\rho_{r}-\alpha_{r}\right) m_{r} n_{r}}{\mu_{r} n_{r}} \text {, }
\end{aligned}
\]
this fractional part being taken positive.
And \(D_{\alpha_{r}}\) may be constructed graphically by drawing a line through the point \(\left[\alpha_{r}\right], \alpha_{r}\) parallel to \(\sigma_{r}\) to meet the line \(y=\rho_{r}\), say in \(A_{r}\). The line \(A_{r} R_{r}\) is \(D_{\alpha_{r}}\) (and by the definition of \(R_{r}\) is necessarily positive and has a positive integral part). Since now it is our endeavour to make \(\Sigma \overline{\theta y}-\Sigma \bar{q}\) as small as possible, and since the other part in the expression for this, namely \(\Sigma_{r} \sigma_{r} \Sigma_{a} \alpha_{r}\) has a definite value prescribed by the curve \(\chi\) we shall make our summation \(\Sigma \theta \bar{y}-\Sigma \bar{q}\) as small as possible if we make the part \(\Sigma D_{a_{r}}\) as small as possible. We may agree then first of all that the integer part of \(D_{a_{r}}\) shall vanish, and we may notice here that this uniquely prescribes the chart-point (of \(\theta y\) ) upon the line \(y=\alpha_{r}\) lying furthest from the axis of \(y\), namely thus,-imagine a line keeping always parallel to \(\sigma_{r}\) to move from the position in which it passes through \(R_{r}\) towards the origin, then the first unit point it reaches upon the line \(y=\alpha_{r}\) is the point prescribed.

And \(\Sigma\) fractional parts of
\[
\frac{\left(\rho_{r}-\alpha_{r}\right) m_{r} n_{r}}{\mu_{r} n_{r}}=\Sigma n_{r} \frac{\mu_{r}-1}{2},
\]
and this has a value dependent on the curve \(\chi\) only.
Thus on the whole
\[
\Sigma \bar{\theta} y-\Sigma \bar{q}-n+1
\]
has for its least possible value
\[
\begin{gathered}
\underbrace{\substack{\sum_{i} \\
n_{r} \\
m}}_{s>r} n_{r} n_{s} \mu_{s}+\frac{1}{2} \sum_{n} m \mu-\frac{1}{2} \Sigma_{n m-\frac{1}{2}} \Sigma_{n \mu-\frac{1}{2}} \Sigma_{n+1} \\
n=\Sigma n \mu,
\end{gathered}
\]
and
and this is the number of 'sequent' intersections; and we may bear in mind that this number was diminished by taking the curve \(\theta y\) such that the quantities \(D_{a_{r}}\) were all less.than 1 .

But it should be noticed that this enumeration takes no count of possible infinite intersections. It is in fact to be afterwards shewn that our conditions \(D_{\alpha_{r}}<1\) are equivalent to prescribing a certain number of points at infinity on \(\theta y\). So that the curve \(\theta y\) is not only specialised by the supposed prescribed values given to the \(\Sigma \bar{q}+n-1\) coefticients left in it, but also by the prescription of these infinite points.

Returning now to the polygon formed by the lines \(\sigma_{1}, \sigma_{2}, \ldots\) its coustruction contains necessarily a very large amount of arbitrariness. Writing for shortness
\[
r_{1}, r_{2}, \ldots \text { for }\left[\rho_{1}\right],\left[\rho_{2}\right], \ldots \text { respectively }
\]
the points \(\left(r_{1}, \rho_{1}\right),\left(r_{2}, \rho_{2}\right), \ldots\) are first to be taken arbitrarily, save only that \(\rho_{1}\) is to be one of the numbers \(n-1, n-2, \ldots, n-n_{1} \mu_{1}, \rho_{2}\) one of the numbers
\[
n-n_{1} \mu_{1}-1, \ldots, n-n_{1} \mu_{1}-n_{2} \mu_{2}, \text { etc. }
\]
and \(r_{1}\) is to be sufficiently great for the line \(\sigma_{1}\) through \(R_{1}\) or ( \(r_{1}, \rho_{1}\) ) to meet the axis of \(y\) beyond the point \((0, n-1)\)-though the contrary only means that \(q_{n-1}\) is identically zero. Then \(\left(r_{y}, \rho_{2}\right)\) must be taken consistently with a certain condition that may be thus expressed:

Denote the intersection of the \(\sigma_{1}\) line through \(R_{1}\) and the \(\sigma_{2}\) line through \(R_{2}\) by \(K_{1}\)-and suppose first that the line \(y=n-n_{1} \mu_{1}-1\) meets these \(\sigma_{1}, \sigma_{2}\) lines at points further from the axis of \(x\) than \(K_{1}\) is, say in \(A_{1}, A_{2}\) respectively. Then \(A_{1} A_{2}\) must be less than 1. This is required by the condition, which was necessary to make our quantities \(D_{\alpha_{r}}<1\), that the curve points of \(\theta\) furthest from the axis of \(y\) and belonging to the second set should all be at less than unit distance measured parallel to the axis of \(x\), from the \(\sigma_{2}\) line, combined with the condition that these points must be within the polygon. Or supposing next that the line \(y=n-n_{1} \mu_{1}+1\) meets the \(\sigma_{1}, \sigma_{2}\) lines in points not so distant from the axis of \(x\) as the point \(K_{1}\) is, say \(B_{1}, B_{2}\) respectively, then \(B_{1} B_{2}\) must be less than \(\mathbf{1}\), for a similar reason. This condition ensures that the points in which \(y=n-n_{1} \mu_{1}\) meets the \(\sigma_{1}, \sigma_{2}\) lines shall not be beyond a certain limit of distance from the point \(K_{1}\). It is of course easy to express this condition analytically-and a similar condition must obviously be satisfied at each angular point of the polygon.

We should next remark that the conditions \(D_{a_{r}}<1\) together with the other conditions for \(\theta y\) are really equivalent to prescribing that our curve \(\theta y\) shall behave as an 'adjoint' curve at the multiple points of \(x y\) that lie at infinity. This is really obvious from Cayley's proof that the number of 'sequent' points given above is the deficiency of the
curve \(\chi y\). For we know that the number of sequent intersections of a non-adjoint curve with a curve \(\chi y\) having \(\delta\) double points and \(k\) cusps is the deficiency \(+\delta+k\). And it is assumed in Cayley's proof that the curve \(\chi y\) has no finite singularities. We shall moreover give an independent proof of the fact that the expression found above for the number of sequent points is in general the deficiency of \(\chi y\) (Part II. of present paper).

We proceed now to shew that the above expression for the number of sequent points is capable of a certain graphical interpretation.

Suppose as before a plane of rectangular axes to have its positive quadrant ruled with lines at unit distance apart parallel to the coordinate axes. Let the intersections of these lines be called unit points. Join now the points \((0, n),\left(n_{1} m_{1}, n-n_{1} \mu_{1}\right)\) by a straight line. This will be parallel to the \(\sigma_{1}\) line before spoken of and will contain, counting the end points, \(n_{1}+1\) unit points. We shall denote the coordinates of the extremities of this line by \(\left(x_{0}, y_{0}\right)\) and \(\left(x_{1}, y_{1}\right)\) and call them \(P_{0}, P_{1}\). Join \(P_{1}\) to the point \(\left(x_{2}, y_{2}\right)\) where \(x_{2}=n_{1} m_{1}+n_{2} m_{2}, y_{2}=n-n_{1} \mu_{1}-n_{2} \mu_{2}\). Denote \(\left(x_{2}, y_{2}\right)\) by \(P_{2}\). \(P_{1} P_{2}\) will be parallel to the \(\sigma_{2}\) line before mentioned, and contains, counting the end points, \(n_{2}+1\) unit points. Proceeding thus we shall get a polygon whose sides are the two axes of coordinates, and lines parallel to the \(\sigma_{1}, \sigma_{2}, \sigma_{3}, \ldots\) lines. We may call the number of these latter lines \(k+1\), so that the last of them is \(P_{k} P_{k+1}, P_{k+1}\) being \(\left(x_{k+1}, y_{k+1}\right)\) and \(y_{k+1}\) being 0 -and \(\Sigma n m=x_{k+1} \Sigma n \mu=n\). Then what we proceed to prove is that our number previously found for the number of sequent points is the same as the number of unit points within the polygon.

In proving this we shall not, except at first, need to assume that \(\sigma_{1}>\sigma_{2}>\sigma_{3} \ldots\) or that \(\sigma_{1}, \sigma_{2}, \ldots\) are positive.


Consider one side \(P_{r-1} P_{r}\) of our polygon.
Let \(P_{r-1} N_{r-1}, P_{r} N_{r}\) be the ordinates from its ends to the axis of \(x\), and let \(P_{r} K_{r-1}\) be drawn parallel to the axis of \(x\) to meet \(P_{r-1} N_{r-1}\) in \(K_{r \rightarrow 1}\). Then the number of unit points actually within the triangle \(P_{r} K_{r-1} P_{r-1}\) together with the number of those (except \(P_{r-1}\) and \(P_{r}\) ) upon the side \(P_{r-1} P_{r}\) is
\[
\frac{1}{2}\left(n_{r}^{2} m_{r} \mu_{r}-n_{r} m_{r}-n_{r} \mu_{r}+n_{r}\right),
\]
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as is easily seen by completing the rectangle of which \(P_{r} P_{r \rightarrow 1}\) is the diagonal and remembering that the number of unit points on \(P_{r} P_{r-1}\) is \(n_{r-1}\). [This gives a graphical proof of the theorem
\[
\sum_{x=1}^{x=A}{ }^{-1} \text { integer part }\left(x \frac{B}{A}\right)=\frac{1}{2}(A B-A-B+d)
\]
where \(A, B\) are positive integers and \(d\) is the greatest factor common to both.]
Also the number of unit points within the rectangle \(P_{r} K_{r-1} N_{r-1} N_{r}\) together with the number of those (other than \(\left.P_{r}, K_{r-1}\right)\) upon the line \(P_{r} K_{r-1}\) is \(y_{r}\left(x_{r}-x_{r-1}-1\right)\)-and the number of unit points on the line \(P_{r-1} N_{r-1}\), other than \(N_{r-1}\), is \(y_{r-1}\). Adding these three numbers, and subtracting the number of unit points upon \(P_{r-1} P_{r}\) other than \(P_{r}\), namely \(n_{r}\), and putting \(y_{r-1}-y_{r}=n_{r} \mu_{r}, x_{r}-x_{r-1}=n_{r} m_{r}\), and \(y_{r}=\sum_{s=r+1} n_{s} \mu_{s}\), we obtain as the number of unit points actually within the trapezium \(P_{r} P_{r-1} N_{r-1} N_{r}\) and upon the side \(P_{r-1} N_{r-1}\) (other than \(P_{r-1}\) ) the result
\[
n_{r} \mu_{r}+n_{r} m_{r} \Sigma_{s=r+1} n_{s} \mu_{s}+{ }_{2}^{1}\left[n_{r}^{2} m_{r} \mu_{r}-n_{r} \mu_{r}-n_{r} m_{r}+n_{r}\right]-n_{r},
\]
which because \(n=\sum_{s=1} n_{s} \mu_{s}\) is equal to
\[
\begin{align*}
& n_{r} \mu_{r}+n_{r} m_{r}\left[n-n_{1} \mu_{1}-n_{r} \mu_{2} \ldots-n_{r} \mu_{r}\right]+\frac{1}{2} n_{r} m_{r}\left[n_{r} \mu_{r}-1\right]-\frac{1}{2} n_{r} \mu_{r}-\frac{1}{2} n_{r} \\
&=n_{r} m_{r}\left[n-n_{1} \mu_{1} \ldots-n_{r-1} \mu_{r-1}-\frac{n_{r} \mu_{r}+1}{2}\right]+\frac{1}{2} n_{r}\left[\mu_{r}-1\right] \tag{i}
\end{align*}
\]
and if we assume for the present that all the quantities \(\sigma_{1}, \sigma_{2}, \ldots\) are positive, it is obvious that the whole number of points within the polygon is merely the arithmetic sum of such expressions as these, except that we must subtract from this sum, in order to exclude the unit points on the axis of \(y\) which occur for the trapezium \(P_{0} P_{1} N_{1} N_{0}\), the number \(n-1\). If this arithmetic sum be formed it will be found to agree with our number. But without this it is sufficient to notice that the expression (i) found above is identical with the value before found for \(\sigma_{r} \Sigma \alpha_{r}+\Sigma_{a}\) fractional parts of \(D_{a_{r}}\), and to recall that our number was defined as the value of
\[
\sum_{r}\left[\sigma_{r} \Sigma \alpha_{r}+\Sigma_{a} \text { fractional part of } D_{a_{r}}\right]-n+1
\]

The geometrical interpretation of the formula is then established in case \(\sigma_{1}, \sigma_{2}, \ldots\) be all positive.

In case however some of them be negative, e.g. \(\sigma_{r+1}\) in the figure [p. 411], it will be found that the contribution corresponding to the trapezium \(P_{r} P_{r+1} N_{r+1} N_{r}\) has the same form as a function of the quantities \(n_{1}, m_{1}, \mu_{1}, n_{2}, m_{2}, \mu_{2}, \ldots\) as if \(\sigma_{\gamma+1}\) were positive. In fact having calculated the number of points as above for the trapezium \(P_{r-1} P_{r} N_{r} N_{r-1}\), we must subtract the number of points within the trapezium \(P_{r} P_{r+1} N_{r+1} N_{r}\) and also the number of points upon the sides \(N_{r+1} P_{r+1}, P_{r+1} P_{r}\) (other than \(P_{r}\) ). If after this \(\sigma_{r+2}\) should also be
negative it will be needful to subtract an exactly similar quantity for the trapezium \(P_{r+1} P_{r+2} N_{r+2} N_{r+1}\); while if \(\sigma_{r+2}\) be positive we shall have to add an expression for this trapezium which is to be calculated in exactly the same way as was the contribution for the trapezium \(P_{r-1} P_{r} N_{r} N_{r-1}\). But the subtractive contribution above corresponding to the trapezium \(P_{r} P_{r+1} N_{r+1} N_{r}\). is
\[
-\left[\frac{1}{2}\left(-n_{r+1}^{2} m_{r+1} \mu_{r+1}+n_{r+1} m_{r+1}-n_{r+1} \mu_{r+1}-n_{r}\right)+\left(-n_{r+1} m_{r+1}-1\right) \sum_{s=r+2} n_{s} \mu_{s}+\sum_{s=r+2} n_{s} \mu_{s}\right],
\]
which is exactly equal to
\[
n_{r+1} \mu_{r+1}+n_{r+1} m_{r+1} \sum_{s=r+2}^{\sum} n_{s} \mu_{s}+\frac{1}{2}\left[n_{r+1}^{2} m_{r+1} \mu_{r+1}-n_{r+1} \mu_{r+1}-n_{r+1} m_{r+1}+n_{r+1}\right]-n_{r+1},
\]
and this has exactly the same form as a function of \(r+1\) as had the expression found above for the contribution of the trapezium \(P_{r \rightarrow 1} P_{r} N_{r} N_{r-1}\) as a function of \(r\). Thus our geometrical interpretation is completely justified.

\section*{Part II.}

\section*{A priori proof of the significance of the muber of points within Newton's polygon.}

Taking once more our positive quadrant of rectangular axes ruled with lines at unit distance apart and any arbitrary curve whatever, \(F=0\), mark on the chart, corresponding to the term \(A_{r_{1} s} x^{r} y^{s}\) of the curve \(F\), the point whose coordinates are \(x=r, y=s\). This will be called a curve point, the original points being called merely unit points. Then it is possible to form a polygon each of whose sides shall begin and end in a curve point and which shall be everywhere convex and have all the curve points (other than those on its sides) in its interior. And in fact starting from the curve point on the axis of \(y\) which is furthest from the origin, say the point \(P_{0}\) at distance \(n\) from the origin, let a line passing through \(P_{0}\) and coinciding with the positive axis of \(y\) turn about \(P_{0}\) in a clockwise direction until it again contains a curve point. In this position it may contain several curve points. In any case let \(P_{1}\) denote the curve point on this line which is furthest from \(P_{0}\). Let \(n_{1} m_{1}\) be the abscissa of \(P_{2}\) and \(n-n_{1} \mu\) its ordinate, \(m_{1}\) and \(\mu_{1}\) being coprime and \(\mu_{1}\) possibly negative. Put \(\sigma_{1}\) for \(\frac{m_{1}}{\mu_{1}}\) and notice there are \(n_{1}+1\) unit points upon \(P_{0} P_{1}\). In the same way let a line pivot in a clockwise direction about \(P_{1}\) from coincidence with the continuation of \(P_{0} P_{1}\) until it again contain curve points, \(P_{2}\) being then the curve point furthest from \(P_{1}\), the coordinates of \(P_{2}\) being \(x_{2}=n_{1} m_{1}+n_{2} m_{2}, y_{2}=n-n_{1} \mu_{1}-n_{2} \mu_{2}\) where \(m_{2}, \mu_{2}\) are coprime; use \(\sigma_{2}=\frac{m_{2}}{\mu_{2}}\). And so on until we ultimately come to a point \(P_{k+1}\) on the axis of \(x\), this being the curve point on the axis of \(x\) which is furthest from the origin. In a similar way let \(P_{0}^{\prime}\) be the curve point on the axis of \(y\) which is nearest to the origin, at a distance \(n^{\prime}\) say-and proceed from this to obtain in succession the straight sides
\[
P_{0}^{\prime} P_{1}^{\prime}, P_{1}^{\prime} P_{2}^{\prime}, \ldots P_{k^{\prime}}^{\prime} P_{k^{\prime}+1}^{\prime}
\]
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the successive rotations being now all in a counter clockwise direction. It is obvious that all the fractions \(\sigma_{1}{ }^{\prime}, \sigma_{2}^{\prime} \ldots\) thus obtained are positive.

Then if in the equation of the curve we make a substitution
\[
y=A x^{\sigma}+\text { infinite descending series of powers of } x
\]
the highest power of \(x\) arising from any term \(A_{r s} x^{r} y^{s}\) of our curve is the abscissa of the point in which the axis of \(x\) is met by the line drawn from the curve point \((r, s)\) in the direction making with the negative axis of \(y\) the angle \(\tan ^{-1} \sigma_{\text {. I }}\). If then \(\sigma_{1}, \sigma_{2}, \ldots\) be all positive, the terms in the curve corresponding to the unit points upon the side \(P_{i-1} P_{i}\) become, for the substitution \(y=A x^{\sigma_{i}}+\ldots\), of the same order in \(x\), this order being higher than that arising for this substitution in any other terms of the equation of the curve. Hence the curve has a series of infinite branches whose equations are of the form
\[
y=A \cdot x^{\sigma_{i}}+\ldots
\]
the values of \(A\) being obtained by arranging the terms of the curve corresponding to the curve points upon \(P_{i-1} P_{i}\), in the form
\[
C x^{x_{i-1}} y^{y_{i}}\left[y^{\mu_{i}}-k_{1} x^{m_{i}}\right] \ldots \ldots\left[y^{\mu_{i}}-k_{n_{i}} x^{m_{i}}\right]
\]
(where \(x_{i-1}, y_{i-1}, x_{i}, y_{i}\) are the coordinates of \(P_{i-1}\) and \(P_{i}\) ).
In what follows we assume that each of \(\sigma_{1}, \sigma_{2}, \ldots\) are positive. The method of proof dnes not otherwise apply without considerably more detail in explanation. Various examples are however given in which the main result obtained here holds when some of \(\sigma_{1}, \sigma_{3}, \ldots\) are negative. But the consideration of this case is never necessary in practice, because by the substitutions \(x=\xi+c \eta, y=\eta+c^{\prime} \xi\), it is always possible to reduce the equation to one in which the highest powers of \(\xi\) and \(\eta\) that enter have, both, constant co-efficients-in which case all of \(\sigma_{1}, \sigma_{2}, \ldots\) are positive.

In the same way as for the infinite branches, the diagram enables us to state the first terms of the expansions
\[
y=A x^{\sigma^{\circ}}+\text { infinite ascending series of higher powers of } x \text {, }
\]
of the curve near the origin, bere supposed to be a multiple point.
Naturally we confine ourselves in the first instance to the most general curve represented by the diagram-in that case its singularity at the origin and at infinity is competently represented by the diagram. It is afterwards shewn how to represent diagrammatically the corrections needful when the coefficients of the highest or lowest terms in the equation are subject to certain particular relations, which are those of most common occurrence.

Proposition. Consider all the unit points entirely within the polygon and write down a curve with perfectly general coefficients whose curve points are just these unit points. Since no one of these unit points has a zero abscissa, or a zero ordinate, the equation of this curve will be divisible by \(x y\).-Denote the curve then by \(x y \phi\). Then I say that \(\phi\) is of order \(N-3\), where \(N\) is the order of the original curve \(F\), and that it is 'adjoint' to \(F\) ' at the origin and at each of the singularities at infinity. Limiting
ourselves to the case when all of \(\sigma_{1} \ldots\) are positive the only exceptional case is when there are only two of these, \(\sigma_{1}=\infty, \sigma_{2}=0\). Then \(\phi\) is of order \(N-4\). This is the case in Riemann's canonical form for the equation of his surface. In this case \(\phi\) is to be interpreted as \(z \phi\) where \(z=1\), and \(z=0\) is the equation of the line at infinity: then \(z \phi=0\) is the most general adjoint curve of order \(N-3\).

From this proposition it will follow that the number of unit points entirely within the curve polygon is \(p+\delta+\kappa\), where \(p\) is the deficiency of \(F\) and \(\delta+\kappa\) the number of simple double points and cusps to which the finite singularities of \(F\) other than the origin are equivalent. This follows from the known number of linearly independent adjoint curves of order \(N-3\). And if the curve have no finite singularities other than the origin the number of interior points will be exactly equal to its deficiency.

To prove that the order of \(x y \phi\) is \(N-1\) we remark that if \(P_{r} P_{s}\) with coordinates \(x_{r}, y_{r}\) and \(x_{s}, y_{s}\), be the ends of the side of the polygon which represents the terms of \(F^{r}\) which are of highest aggregate order, so that either \(s=r\) or else \(s=r+1\) (in which case \(P_{r} P_{r+1}\) is inclined at \(45^{\circ}\) to the negative axis of \(y\) ), and if \(Q_{r}\) be the unit point ( \(x_{r}-1, y_{r}\) ), \(Q_{s}\) be the unit point ( \(x_{s}, y_{s}-1\) ), then the side \(Q_{r} Q_{s}\) contains the points representing the highest terms of the curve \(x y \phi\) and these terms are clearly of order \(N-1\). The only exceptional case is the Riemann curve just mentioned in which \(Q_{r} Q_{s}\) are not points for the \(x y \phi\) curve-being on the sides of the \(F\) polygon. But the modification and verification of the result stated is obvious.

To prove that \(\phi\) is 'adjoint' at the origin and infinity it is sufficient to prove that the integral
\[
\int \phi \frac{x d y-y d x}{\partial F}=\int \frac{x y \phi}{\partial \bar{z}}\left(\frac{d y}{y}-\frac{d x}{x}\right)
\]
where \(z,=1\), is introduced into the equation \(F\) to make it homogeneous, is finite on all the branches at infinity and at the origin.

Consider the infinite branches and consider first the case where as above there is a side \(P_{r} P_{r+1}\) of the polygon inclined at \(45^{\circ}\) to the negative axis of \(y\). Then the curve has branches at infinity, \(y=A x+\) lower powers of \(x\), along which (for \(x=r \cos \theta, y=r \sin \theta\) )
\[
\frac{d y}{y}-\frac{d x}{x}=\frac{d \theta}{\sin \theta \cos \theta}
\]
is zero of the same order as \(d \theta\). The terms entering in \(\frac{\partial F}{\partial z}\) can be represented in our chart and will give rise to exactly the same curve points as \(F\) with the exception only of the points on the line \(P_{r} P_{r+1}\). The points \(Q_{r} Q_{r+1}\) mentioned above, namely the points whose coordinates are \(\left(x_{r}-1, y_{r}\right),\left(x_{r+1}, y_{r+1}-1\right)\), which represent the effectively highest terms of the curve \(x y \phi\) for a substitution of the form \(y=A x+\ldots\), will be outside points of the polygon representing the terms of \(\frac{\partial F}{\partial z}\). Hence \(\frac{x y \phi}{\frac{\partial F}{\partial z}}\) is finite on this branch and so
therefore the integral. With the exception of points on this line \(Q_{r} Q_{r+1}\), all other points arising from the curve \(x y \phi\) lie within the polygon representing the terms of \(\frac{\partial F}{\partial z}\). In fact if \(P_{r-1}\) be the angular point of the \(F\) polygon before \(P_{r}\), and \(P_{r+a}\) the angular point after \(P_{r+1}, P_{r-1} Q_{r} Q_{r+1} P_{r+2}\) are outside points of the \(\frac{\partial F}{\partial z}\) polygon. Hence for any substitution \(y=A x^{\sigma}\) in which \(\sigma>1, \frac{\frac{\partial y \phi}{\partial F}}{\frac{\partial z}{\partial z}}\) will be zero like some positive power of \(\frac{1}{x}=\frac{C}{x^{r}}\) say, and
\[
\int \frac{x y \phi}{\partial F}\left(\frac{d y}{y}-\frac{d x}{x}\right)=\int C(\sigma-1) \frac{d x}{x^{r+1}}+\text { integral of higher powers of } \frac{1}{x},
\]
will be finite.
Exactly similar remarks apply to the case when there is no infinite branch for which \(\sigma=1\), and to the case of the singularity at the origin, at which the \(\frac{\partial F}{\partial z}\) polygon entirely encloses the \(x y \phi\) polygon.

Hence our proposition is completely proven.
We may give the following examples of the case when all the \(\sigma_{1}, \sigma_{2}, \ldots\) are not positive-in both cases the curce \(\phi\) obtained by the interior points of the polygon is adjoint at infinity and the origin.
\[
\text { (1) } F=y^{2} x+y(x, 1)_{3}+(x, 1)_{1}=0 .
\]

Here the points inside the polygon give

\[
x y \phi=x y(A+B x)
\]
and in fact, if \(\eta=y x+\frac{1}{2}\left(x_{1} 1\right)_{3}\), the equation becomes
\[
\eta^{2}=(x, 1)_{6}
\]
which is known to be of deficiency 2, the adjoint curve which gives rise to integrals of first kind being \(A+B x\)-in fact \(\int(A+B x) \frac{d x}{\eta}\) is always finite, and this is, for our original form
\[
\int(A+B x) \frac{d x}{\frac{1}{2} \partial F^{\prime}} .
\]
(2) \(F^{\prime}=y^{3} x^{3}+y^{2}(x, 1)_{2}+y(x, 1)_{1}+(x, 1)_{1}=0\).

The diagram gives

\[
x y \phi=x y(A+B y+C x y) .
\]

And in fact, by \(x=\frac{1}{\xi}\), the curve becomes
\[
\xi^{\prime} F^{\prime}=f=y^{\prime}+y^{\prime \prime} \xi(1, \xi)_{i}+y \xi^{*}(1, \xi)_{1}+\xi^{*}(1, \xi)_{1}=0,
\]

shewing that, by the demonstration given,
\[
\begin{aligned}
\int \frac{y \xi(A \xi+B y \xi+C y)}{\frac{\partial f}{\partial z}} & \left(\frac{d \xi}{\xi}-\frac{d y}{y}\right) \\
& =-\int \frac{A \xi+B y \xi+C y}{\frac{\partial f}{\partial y}} d \xi \\
& =+\int \frac{(A+B y+C x y) / x}{\frac{1}{x^{3}} \frac{\partial F}{\partial y}} \frac{d x}{x^{2}} \\
& =\int \frac{A+B y+C x y}{\partial F} d x
\end{aligned}
\]
is everywhere finite. So that \(A+B y+C x y\) is 'adjoint' as desired.
The proof thus furnished that the curve \(\phi\) is an adjoint curve of order \(N-3\), gives then, in the case in which the origin is not a multiple point, another proof of the theorem proved by Professor Cayley in the addition to Rowe's memoir referred to.

But more; it gives an evaluation of the number, \(\delta+\kappa\), of simple double points and cusps to which our complex singularity at the origin is to be reckoned as equivalent. For this equivalence is required only to be such as will give the proper value for the deficiency of the curve: the value of \(\kappa\) itself is independently determined by reference to the number of cycles arising by all the branches at the origin-say by the number of branch points at \(x=0\) on the Riemann surface representing the equation \(F\) other than those that arise by tangents of the curve parallel to the axis of \(y\)-which number is clearly, in the notation explained, \(\Sigma_{n_{r}}{ }^{\prime}\left(\mu_{r}^{\prime}-1\right)\), provided the expansions are of the form \(y=\) (integral series in \(x^{\frac{1}{\mu_{r}^{\prime}}}\) ) and none of \(\sigma_{1}{ }^{\prime}, \sigma_{2}{ }^{\prime} \ldots\) are \(<1\); and this is the number given by Cayley (Quart. Jour. Vol. vii.). Considering then what are the additional points of our polygon when the origin ceases to be a multiple point we have the

Proposition. The multiple point at the origin furnishes a contribution to the total \(\delta+\kappa\) of the curve \(F\) which is equal to the number of unit points between the axes and the sides \(P_{0}^{\prime} P_{1}^{\prime}, \ldots P_{k^{\prime}+1}^{\prime}\) plus the number of those, other than \(P_{v}^{\prime}\) and \(P_{k^{\prime}+1}^{\prime}\), upon these lines.

We proceed to verify that this is the number obtained by applying Cayley's rules (Quart. Jour., val. vii.) to the expansions of the branches of the curve at the origin.

We have to consider the number of intersections of all the branches corresponding for instance to the side \(P^{\prime}{ }_{r-1} P^{\prime}{ }_{r}\) among themselves, and the intersections of all the branches corresponding to \(P_{r-1}^{\prime} P_{r}^{\prime}\) with all the branches corresponding to \(P_{\delta-1}^{\prime} P_{s}^{\prime}\) for all values of \(s>r\). For brevity we may be allowed for the present to drop the dashes, and assume that each of \(\sigma_{1}{ }^{\prime}, \sigma_{2}^{\prime}, \ldots\) is \(>1\).

Then a branch \(y=A_{1} x^{\sigma_{r}}\) intersects a branch \(y=\boldsymbol{A}_{2} x^{\sigma_{r}}\) in \(\sigma_{r}\) points, in Cayley's nomenclature. And the number of such pairs corresponding to \(\sigma_{r}\) is \(\frac{1}{2} n_{r} \mu_{r}\left(n_{r} \mu_{r}-1\right)\). So that on the whole we get \(\frac{1}{2} m_{r}\left(\eta_{r} \mu_{r}-1\right)\) intersections. The number of intersections of \(y=A x^{\sigma_{r}}\) and \(y=B x^{\sigma_{\theta}}\), where \(s>r\) and therefore \(\sigma_{r}<\sigma_{s}\), is \(\sigma_{r}\), and the number of such pairs is \(n_{r} \mu_{r}, n_{s} \mu_{s}\). So that on the whole we obtain \(\sum_{s>r} n_{r} n_{s} m_{r} \mu_{s}\) intersections. Thus Cayley's rules give the formula
\[
\delta+\frac{\frac{3}{2}}{2} \kappa=\sum_{s>r} n_{r} n_{s} m_{r} \mu_{s}+\frac{1}{2} \sum_{n_{r} m m_{r}\left(n_{r} \mu_{r}-1\right), ~}^{\text {, }}
\]
and hence, by \(\kappa=\) ご \(n_{r}\left(\mu_{r}-1\right)\)
\[
\delta+\kappa=\sum_{s>r} n_{r} n_{s} m_{r} \mu_{s}+{ }_{2}^{1} \Sigma_{r} m_{r}\left(n_{r} \mu_{r}-1\right)-\frac{1}{2} \leq n_{r}\left(\mu_{r}-1\right) .
\]

Using now the result before obtained for the number of unit points between the axes and the sides \(P_{0} \ldots P_{k+1}\), and remembering that the number of unit points on these sides is \(\Sigma n_{r}-1\) (exchuding \(P_{0}, P_{k+1}\) ), the accuracy of our proposition above is verified.

The proof we have given of the Proposition makes it evident that it is not needful to regard all of \(\sigma_{1}^{\prime}, \sigma_{2}{ }^{\prime}, \ldots\) as greater than unity: And it is easy to see that this result is equally obtainable by Cayley's rules: we divide, for this purpose, the sides into two sets \(\sigma_{1}^{\prime} \ldots \sigma_{r-1}^{\prime}\) all \(<1\), and \(\sigma_{r}^{\prime}=1\) and \(\sigma_{r+1}^{\prime} \ldots \sigma_{k+1}^{\prime}\) all \(>1\). The work is quite similar to that given by Cayley in the addition to Rowe's Memoir-but its expression is simplified by the use of the diagram. The \(\kappa\) of the point is in this case
\[
=\sum_{t=r}^{t=r-1} n_{t}^{\prime}\left(m_{t}^{\prime}-1\right)+\sum_{t=r} n_{t}^{\prime}\left(\mu_{t}^{\prime}-1\right) .
\]

We may notice that the contribution arising from a single branch \(y=A x^{\sigma} r\) to \(\delta+\kappa\), being \(\frac{1}{2} n_{r} \mu_{r}\left(n_{r} \mu_{r}-1\right) \sigma_{r}-\frac{1}{2} n_{r}\left(\mu_{r}-1\right)\) is capable of geometric representation. In fact if from \(P_{r}, P_{r} H_{r}\) be drawn perpendicular to the ordinate of \(P_{r-1}\), the contribution is equal to the number of unit points inside the triangle \(P_{r} K_{r} P_{r-1}\) plus the number on \(P_{r} P_{r-1}\) other than \(P_{r}\) and \(P_{r=1}\). And the number of the intersections of this branch with all following branches being \(n_{r} m_{r} \sum_{s>r} n_{8} \mu_{8}\), is equal to the whole number of unit points within the rectangle \(P_{r} N_{r-1}\) plus the number on the sides \(P_{r} K_{r} N_{r-1}\), where \(P_{r-1} N_{r-1}\) is the ordinate of \(P_{r-1}\).

\section*{Part III.}

Extension of foregoing to more particular forms of singular points.
In the previous cases we have assumed that the equation corresponding to any side of the polygon for the origin has all its roots different. In particular we have assumed that the branches which do not touch either the axis of \(x\) or the axis of \(y\) have separated tangents. This it is by no means necessary to assume. Horeover in counting
the number of cusps we have assumed that there are terms in the equation of the curve corresponding to all the unit points within the polygon. This restriction also we proceed to remove.

In fact, considering the branches that correspond to a side \(\sigma\) of our polygon at the origin, if a line coinciding with this \(\sigma\) line move parallel to itself away from the origin until it next contain unit points, and the point in which it intersects the axis of \(x\) in this new position be called \(T_{1}\), while its original position meets the axis of \(x\) in a point \(T\), then \(T T_{1}=\frac{1}{\mu}\). We have practically assumed that the unit points upon this new position of the line are curve points. In what follows we assume that the first position of a line parallel to the \(\sigma\) line which contains curve points meets the axis of \(x\) in a point which is at a distance from \(T\) equal to \(\frac{t}{\mu}\). It will be found that the value of \(t\) has an influence upon the number of cusps corresponding to our singularity. (See for instance the examples, pp. 424, 425.)

It is necessary to consider the expansions with some particularity.
Consider the curve in the most general form possible
\[
x^{h^{k}} y^{k}\left(y^{\mu}-a_{1} x^{m}\right)^{x_{1}} \ldots\left(y^{\mu}-a_{\lambda} x^{m}\right)^{V_{\lambda}}+x^{k_{1}} y^{k_{1}}\left(y^{\mu} ; x^{m}\right)^{r_{1}}+x^{h_{2}} y^{k_{2}}\left(y^{\mu}, x^{m}\right)^{r_{2}}+\ldots \ldots
\]
where
\[
\begin{gathered}
h+\sigma k+m n<h_{1}+\sigma k_{1}+r_{1} m<h_{2}+\sigma k_{2}+r_{2} m<\ldots \ldots \\
n=N_{1}+N_{2}+\ldots+N_{\lambda}
\end{gathered}
\]
and \(\left(y^{\mu}, x^{m}\right)^{r}\) means an integral polynomial homogeneously of degree \(r\) in the quantities \(y^{\mu}, x^{m}\); so that the terms are arranged to correspond to curve points on lines parallel to the \(\sigma\)-side.

Put \(\boldsymbol{\xi}=x^{\frac{1}{\mu}}\), a definitely assigned value for each value of \(x\), and \(y=v \boldsymbol{\xi}^{m}=v x^{\sigma}\).
\[
\therefore v^{k^{k}}\left(v^{\mu}-a_{1}\right)^{r_{1}} \ldots \ldots\left(v^{\mu \mu}-a_{\lambda}\right)^{r_{\lambda}}+v^{k_{1}} \xi \xi^{t_{1}}\left(v^{\mu}, 1\right)^{r_{1}}+v^{k_{2}} \xi t^{t_{2}}\left(v^{\mu}, 1\right)^{r_{2}}+\ldots \ldots
\]
where
\[
\begin{aligned}
& \frac{t_{1}}{\mu}=h_{1}-h+\sigma\left(k_{1}-h_{i}\right)+m\left(r_{1}-n\right), \\
& \frac{t_{2}}{\mu}=h_{2}-h+\sigma\left(k_{2}-k\right)+m\left(r_{2}-n\right) \\
& \cdots \cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
\therefore & \left(v^{\mu}-a_{1}\right)^{V_{1}}=\xi^{t_{1}} \phi_{1}(v)+\xi^{t_{2}} \phi_{2}(v)+\ldots \ldots .
\end{aligned}
\]
where
\[
\phi_{1}(v)=\frac{v^{k_{1}}\left(1, v^{\mu}\right)^{r_{1}}}{v^{k}\left(v^{\mu}-a_{2}\right)^{r_{2}} \ldots\left(v^{\mu}-a_{\lambda}\right)^{r_{\lambda}}}
\]
is a rational function of \(v\) which does not become infinite in the neighbourhood of \(v=\sqrt[\mu]{a_{1}}\)-and similarly for \(\phi_{2}(v)\), etc. For the present I assume that \(\phi_{1}(v)\) does not become zero in the neighbourhood of \(v=\sqrt[k]{a_{1}^{-}}\). Then \(t_{1}\) is the \(t\) spoken of above as determined by \(T_{1}\).

\footnotetext{
* Otherwise we proceed quite similarly with the first \(\phi\) which does not vanish, and the corresponding \(t\). See an example in the Corollary to Part VI.
}
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Then we may write
\[
\begin{aligned}
\left(v^{\mu}-a_{1}\right)^{2}:=\xi^{t_{1}} \phi_{1}(v) & {\left[1+\xi^{t_{1}-t_{1}} \frac{\phi_{1}(v)}{\phi_{1}(v)}+\xi^{t_{3}-t_{1}} \frac{\phi_{3}(v)}{\phi_{1}(v)}+\ldots . .\right] } \\
& =\xi^{t} \phi(v)\left[1+\xi^{u_{1}} f_{1}(v)+\xi^{u_{2}} f_{2}(v)+\ldots . .\right] \text { say }
\end{aligned}
\]
where \(f_{i}(v), f_{i}(v) \ldots\) are rational in \(v\) and not infinite near \(v=\sqrt[\mu]{a_{1}}\).
Then
\[
v^{\mu}-a_{1}=\xi^{\frac{t}{v_{1}}} \sqrt[x_{i}]{\phi(v)}\left[1+\xi^{u_{1}} f_{1}(v)+\xi^{n_{3}} f_{2}(v)+\ldots \ldots\right]^{\frac{1}{x_{2}}}
\]
of which all the values for which \(\xi\) is small are given by
\[
v^{\prime \prime}-a_{1}=\omega_{x_{i}} \xi^{\frac{t}{N_{1}}} \sqrt[x_{1}]{\phi(v)}\left[1+\xi^{u_{1}} \frac{1}{N_{1}} f_{1}(v)+\ldots . .\right]
\]
where \(\omega_{N_{1}}\) is in turn equal to all the \(N_{1}\) th roots of unity,
\[
\text { say } v^{\mu}=a_{1}\left[1+\omega_{N_{1}} x^{\frac{t}{\mu N_{1}}} P\left(x^{\frac{1}{\mu}}, v\right)\right],
\]
where \(x^{\frac{1}{4}}, x^{\frac{1}{W^{N_{1}}}}\) have definite meanings and \(P\left(x^{\frac{1}{4}}, v\right)\) is a one-valued power series in \(\stackrel{1}{\gamma^{\mu}}\), whose coefficients are rational functions of \(v\), this power series not vanishing for \(x=0\), and the coefficients not becoming infinite for \(v=\sqrt[\mu]{a_{1}}\).

If now \(\delta\) be the greatest common divisor of \(N_{1}\) and \(t\), so that \(N_{1}=A \delta, t=B \delta\), and we put \(u=x^{\frac{1}{4 \mu}}=x^{\frac{\delta}{x^{i+\mu}}}\), then our equation becomes
\[
v^{\mu}=a_{1}\left[1+\omega_{M_{1}} u^{B} P\left(u^{A}, v\right)\right] .
\]

Here \(A\) and \(B\) have no common factor.
It follows then that \(v\) can be expressed as an ascending series of positive integral powers of \(u\), and cannot be expressed in integral powers of any root of \(u\). And all the values of \(v\) near to \(u=0\) are given by
\[
v=\omega_{\mu} a_{1}^{\frac{1}{\mu}}\left[1+\frac{1}{\mu} \omega_{N_{1} u^{B}} P\left(u^{A}, v\right)+\frac{1}{2} \frac{1}{\mu}\left(\frac{1}{\mu}-1\right) u^{2 B} \omega^{2} s_{1}^{n} P^{2}\left(u^{A}, v\right)+\ldots\right]
\]
and the continued substitution of this value of \(v\) in the right hand leads to the value of \(v\) as a power series in \(u\),
\[
v=\omega_{\mu} a_{1}^{1}+K \omega_{\mu} \omega_{N_{1}} u^{B}+\ldots+\text { higher ascending powers of } u .
\]

To find the value of \(K\) we recall that
\[
P\left(u^{A}, v\right)=P\left(x^{\frac{1}{\mu}}, v\right)
\]
is equal to
\[
\frac{1}{a_{1}} \sqrt[N_{1}]{\phi(v)}\left[1+\xi^{u_{1}} \frac{1}{N_{1}} f_{1}(v)+\ldots\right]
\]
where
\[
\therefore K=a_{\mu a_{1}}^{\frac{1}{\mu} N} \sqrt{\phi\left(\omega_{\mu} a_{1}^{\frac{1}{\mu}}\right)},
\]
\[
\phi(v)=\frac{v^{k_{1}-k}\left(1, v^{\mu}\right)^{r_{1}}}{\left(v^{\mu}-a_{2}\right)^{N_{3}} \ldots\left(v^{\mu}-a_{\lambda}\right)^{N_{\lambda}}},
\]
and
\[
\sigma\left(k_{1}-k\right)=\frac{t}{\mu}-\left(h_{1}-h\right)-m\left(r_{1}-n\right)=\frac{t}{\mu}+L, \text { say ; }
\]
so that
\[
\omega_{\mu}^{k_{1}-k}=\omega_{\mu}^{\frac{L_{\mu}}{m}}+\frac{t}{m}=\epsilon \text {, say, }
\]
\[
\begin{aligned}
\left.\sqrt[N_{1}]{\phi\left(\omega_{\mu} a_{1}^{\frac{1}{\mu}}\right.}\right) & =\omega_{\mu}^{\frac{t}{m N_{1}}+\frac{L_{\mu}}{m N_{1}}} \cdot a_{1}^{\frac{L}{m N_{3}}}+\frac{t}{m \mu N_{1}}
\end{aligned} \frac{\left(1, a_{1}\right)^{r_{1}}}{\left(a_{1}-a_{2}\right)^{N_{2}} \ldots\left(a_{1}-a_{\lambda}\right)^{N_{\lambda}}}+\quad \begin{aligned}
\frac{t}{N_{\mu}}+\frac{L_{\mu}}{m N_{1}}
\end{aligned} a_{1}^{1-\frac{1}{\mu}} \text {, say }
\]
where \(C\) has a definite value.
So we obtain
\[
\begin{aligned}
v & =\omega_{\mu} a_{1}^{\frac{1}{\mu}}+C \omega_{\mu} \omega_{\mu} \frac{t}{m N_{1}}+\frac{L_{\mu}}{m N_{1}} \omega_{N_{1}} u^{B}+\text { higher ascending powers of } u, \\
& =\text { power series in } x^{\frac{1}{\bar{z}}} \\
z & =A \mu,
\end{aligned}
\]
where
and
\[
u^{B}=x^{\frac{t}{\mu N_{1}}} ;
\]
\[
\therefore y=x^{\sigma} \omega_{\mu} a_{1}^{\frac{1}{\mu}}+x^{\sigma+\frac{i}{\mu V_{1}}} C \omega_{\mu} \omega_{N_{1}} \omega_{\mu}^{\frac{t}{m N_{1}}}+\frac{L_{\mu}}{m N_{1}}+\ldots \ldots
\]

But in this series the coefficients are in general functions of the \(\omega_{\mu}\) and \(\omega_{N_{1}}\) chosen-and certainly not always merely in multiplicative powers-see examples [on pp. 424 and 425]. From this we are to obtain \(N_{1} \mu\) values of \(y\).

These are in fact, arranging them in \(\mu\) rows each of \(N_{1}\) values,
\[
y_{1,1}=x^{\sigma} \omega_{\mu} a_{1}^{\frac{1}{\mu}}+x^{\sigma+\frac{t}{\mu N_{1}}} C \omega_{\mu} \omega_{\mu} \frac{t+L_{\mu}}{m N_{1}} \omega_{N_{1}}, \ldots \ldots y_{1, i}=x^{\sigma} \omega_{\mu} a_{1}^{\frac{1}{\mu}}+x^{\sigma+\frac{t}{\mu N_{1}}} C \omega_{\mu} \omega_{\mu}^{\frac{t+L_{\mu}}{m_{2} V_{1}}} \omega_{N_{1}}^{i} ; \ldots .
\]
\[
y_{j, 1}=x^{\sigma} \omega_{\mu}^{j} a_{1} a^{\frac{1}{\mu}}+x^{\sigma+\frac{t}{\mu N_{1}}} C \omega_{\mu}^{j}{ }^{j}\left[1+\frac{t+L_{\mu}}{m N_{1}}\right] \omega_{N_{1}}, \ldots \ldots . y_{j, i}=x^{\sigma} \omega_{\mu}{ }^{j} a_{1}^{\frac{1}{\mu}}+x^{\sigma+\frac{t}{\mu N_{1}}} C \omega_{\mu}^{j}{ }^{j}\left[1+\frac{t+L_{\mu}}{m N_{1}}\right] \omega_{N_{1}}^{i}, \ldots \ldots
\]
(where if we mean \(\omega_{N_{1}}{ }^{i}\) as a \(i\)-th power we must assume \(\omega_{N_{1}}\) was a primitive \(N_{\mathrm{s}}\) th root of unity, etc.).

Suppose that underneath these \(\mu\) rows we write down the \((\lambda-1) \mu\) similar rows belonging to the other roots \(a_{2}, \ldots a_{\lambda}\). It is easy to count the intersections of these \(\mu n\) branches among themselves.

4ㄴ. Mr baker, on examples of the application of newton's polygon
The intersections of any row are in number
giving in all
\[
\begin{aligned}
& { }_{2}^{1} N_{1}\left(N_{1}-1\right)\left(\sigma+\frac{t}{\mu} N_{1}\right), \\
& {\underset{1}{1}}_{\lambda} \mu \frac{1}{2} N_{1}\left(N_{1}-1\right)\left(\sigma+\frac{t}{\mu N_{1}}\right),
\end{aligned}
\]
while any one of the branches belonging to the first \(\mu\) rows intersects each of the \(\mu n-N_{1}\) branches, which are not in the same row with it, in \(\sigma\) points, giving then
\[
\frac{1}{2} \stackrel{\lambda}{1} \sigma \mu N_{1}\left(\mu n-N_{1}\right)
\]
since each branch is thus counted twice.
Thus on the whole we have
that is
\[
\frac{1}{2} n \mu m \Sigma N_{1}-\frac{1}{2} m \Sigma N_{1}^{2}+\frac{1}{2} m\left(\leq N_{1}^{2}-\Sigma N_{1}\right)+\frac{1}{2} t \Sigma\left(N_{1}-1\right) \text { intersections; }
\]
\[
\frac{1}{2} n^{2} \mu m-\frac{1}{2} m n+\frac{1}{2} t(n-\lambda) \text { intersections. }
\]

The first \(\mu\) rows give either one branch point of order \(\mu N_{1}\) or \(N_{1}\) branch points of order \(\mu\), or possibly \(f_{1}\) branch points of order \(\frac{N_{1} \mu}{f_{1}}\).
\[
\text { (Thus } f_{1}=1 \text { or } N_{1} \text { ), }
\]
and counting then \(f_{1}\left(\frac{N_{1} \mu}{f_{1}}-1\right)\) cusps, so that the first \(\mu N_{1}\) branches give \(n \mu-\Sigma f_{1}\) cusps we obtain
\[
\delta+\kappa=\frac{1}{2} n^{2} m \mu-\frac{1}{2} n m+\frac{1}{2} t(n-\lambda)-\frac{1}{2} n \mu t \frac{1}{2} \sum f_{1}
\]
and this is greater than the normal value
by
\[
\begin{aligned}
& \frac{1}{2} n^{2} m \mu-\frac{1}{2} n m-\frac{1}{2} n \mu+\frac{1}{2} n \\
& \frac{1}{2} t(n-\lambda)-\frac{1}{2}\left[n-\frac{\lambda}{1} f_{1}\right],
\end{aligned}
\]
which, when there is one branch point of order \(\mu N\), is
\[
\frac{1}{2}(t-1)(n-\lambda)
\]
and when there are for each \(N_{\lambda}\), branch points of order \(\mu\), is
\[
\frac{1}{2} t(n-\lambda)
\]

The quantity \(f_{1}\) above must in fact be equal to \(\delta\). For, if taking one of the \(N_{1} \mu\) series and thinking of the corresponding Riemann's surface, we allow \(x\) to describe a closed contour on one of the sheets round \(x=0\), the new value of the series must clearly be another of the \(N_{1} \mu\) series. To see this we have only to notice that the original equation
remains completely unaltered, and we may imagine the \(N_{1} \mu\) series calculated from it in its new form. One of these newly calculated series will be the changed value of the series first considered.

Thus the \(\mu N_{1}\) series consist of one or more cycles.
But in fact, since they are all of them rational in the quantity \(x^{\frac{1}{4 \mu}}\), revolutions of \(x\) round \(x=0\) can only change any given one of the series into \(\mu A-1\) other series. There will therefore be \(\frac{\mu N_{1}}{\mu A}=\delta\) cycles.

Substituting then \(\delta\) for \(f_{1}\) in the previous formula the excess there found is equal to
\[
\frac{1}{2} t(n-\lambda)-\frac{1}{2}\left[n-\sum_{k=1}^{k=\lambda} \delta\left(\stackrel{t}{N}_{k}\right)\right]
\]

Putting \(t=B_{k} \delta_{k}, N_{k}=A_{k} \delta_{k}\), where \(A_{k}, B_{k}\) are coprime, this excess is
\[
\begin{aligned}
& \frac{1}{2}\left\{t \Sigma\left(N_{k}-1\right)-\Sigma\left[N_{k}-\delta\left(\stackrel{t}{N_{k}}\right)\right]\right\} \\
= & \frac{1}{2} \Sigma\left[B_{k} \delta_{k}\left(A_{k} \delta_{k}-1\right)-A_{k} \delta_{k}+\delta_{k}\right] \\
= & \frac{1}{2} \Sigma \delta_{k}\left[A_{k} B_{k} \delta_{k}-B_{k}-A_{k}+1\right] \\
= & \frac{1}{2} \Sigma\left[\delta_{k}^{2} A_{k} B_{k}-B_{k} \delta_{k}-A_{k} \delta_{k}+\delta_{k}\right]=\frac{1}{2} \Sigma\left[N_{k} t-t-N_{k}+\delta_{k}\right] .
\end{aligned}
\]

And the quantity within the square bracket here is easily susceptible of a graphical representation-thus, take in a plane, whose positive quadrant is ruled with unit lines as before, a point on the axis of \(x\) at distance \(=t_{k}\) from the origin, and a point on the axis of \(y\) at distance \(N_{k}\) from the origin, and join these points.

The number within the square brackets is equal to the number of unit points within the right-angled triangle so formed, plus the number on the hypotenuse, less two.

As an example of the previous, consider the curve
\[
y\left(y^{2}-a x\right)^{4}\left(y^{2}-b x\right)+y x^{2}\left(y^{2}, x\right)^{4}+x^{2}\left(y^{2}, x\right)^{5}=0
\]

It can be shewn that the branches of this corresponding to \(\left(y^{2}-a x\right)^{4}\) are of the form
\[
y=\epsilon \sqrt{a} \cdot x^{\frac{3}{2}}+\epsilon \omega x^{\frac{3}{3}} \alpha+\epsilon \omega^{2} x \beta+\epsilon \omega x^{\frac{5}{4}}\left[\epsilon \gamma+\omega^{2} \delta\right]+\ldots,
\]
where \(\epsilon\) is a square root of unity, and \(\omega\) is a fourth root of unity, and where \(\alpha, \beta, \gamma, \delta\) are perfectly definite.

Giving then to \(\epsilon\) and \(\omega\) all their possible values we obtain the eight expansions:
\[
\begin{align*}
& y=\sqrt{a} x^{\frac{1}{2}}+x^{\frac{2}{3}} \alpha+x \beta+x^{\frac{5}{3}}(\gamma+\delta) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(1), \\
& y=\sqrt{a} x^{\frac{1}{2}}-x^{\frac{3}{4}} \alpha+x \beta-x^{\frac{5}{4}}(\gamma+\delta) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . . .(2), \tag{2}
\end{align*}
\]
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\[
\begin{align*}
& y=\sqrt{a} x^{\frac{1}{3}}+i x^{\frac{3}{4}} \alpha-x \beta+i x^{\frac{5}{3}}(\gamma-\delta) \ldots  \tag{3}\\
& y=\sqrt{a} x^{\frac{1}{2}}-i x^{\frac{3}{2}} \alpha-x \beta-i x^{\frac{5}{3}}(\gamma-\delta) \ldots  \tag{4}\\
& y=-\sqrt{a} x^{\frac{1}{2}}-x^{\frac{3}{2}} \alpha-x \beta-x^{\frac{5}{4}}(-\gamma+\delta)  \tag{5}\\
& y=-\sqrt{a} x^{\frac{1}{3}}+x^{\frac{3}{3}} \alpha-x \beta+x^{\frac{5}{3}}(-\gamma+\delta)  \tag{6}\\
& y=-\sqrt{a} x^{\frac{1}{2}}-i x^{\frac{3}{3}} \alpha+x \beta+i x^{\frac{5}{4}}(\gamma+\delta) \ldots  \tag{7}\\
& y=-\sqrt{a} x^{\frac{3}{3}}+i x^{\frac{3}{2}} \alpha+x \beta-i x^{\frac{5}{5}}(\gamma+\delta) \ldots
\end{align*}
\]

And if we allow \(x\) to make a circuit on the Riemann's surface round \(x=0\), which changes \(x^{\frac{1}{4}}\) into \(i x^{\frac{1}{4}}\), these series break up into the two cycles
\[
\begin{aligned}
& (1,7,2,8,1) \\
& (3,6,4,5,3)
\end{aligned}
\]

In fact here
\[
\mu=2, N_{1}=4, t=2
\]
\(\therefore \delta_{1}=2\), and the excess in the value of \(\delta+\kappa\) due to the facts that \(N_{1}\) is not equal to 1 , and \(t\) is not equal to 1 , is
\[
\begin{aligned}
& \frac{1}{2} \supseteq(4-1)-\frac{1}{2}(4-2) \\
& \quad=2
\end{aligned}
\]

which is the number of unit points within the triangle \(A B C\) and upon the hypotenuse other than the points \(A, B\).

The diagram for the curve is as follows:-
Here the circles round the unit points indicate that they are not curve points. In fact \(t=2\). From this diagram, taking count of the correction, we infer that for the origin \(\delta+\kappa=27\) : and that the deficiency is 8 .

We may remark that if in
\[
y\left(y^{2}-a x\right)^{s}\left(y^{2}-b x\right)+y x^{2}\left(y^{2}, x\right)^{4}+x^{2}\left(y^{2}, x\right)^{5}=0
\]
we put
\[
\xi=\frac{x}{y^{2}}, \quad \eta=\frac{\left(y^{2}-a x\right)^{2}}{x y^{2}}
\]
leading to
\[
x=\frac{(1-a \xi)^{4}}{\eta^{2} \xi}, \quad y=\frac{(1-a \xi)^{2}}{\eta \xi},
\]
we obtain

\[
\eta^{9} \xi(1-b \xi)+\eta \xi(1, \quad \xi)^{d}+(1-a \xi)^{2}(1, \quad \xi)^{s}=0
\]
which, writing \(y\) for \(\eta\) and \(x\) for \(1-a \xi\) is of the form
\[
y^{3} u_{1} v_{1}+y u_{3} u_{4}+x^{2} u_{5}=0
\]
where \(u_{2}, v_{1}, u_{4}, u_{5}\) are polynomials in \(x\) of the degree indicated by the suffixes.

The figure for this form is

which gives 8 for the deficiency-and indicates that the general finite integral is, in these new coordinates (see Part II.)
\[
\int\left[A+B x+C y+D x^{2}+E x y+F x^{2} y+G x^{3}+H x^{4}\right] \frac{d x}{u_{1}\left(3 y^{2} v_{1}+u_{4}\right)} .
\]

Another example of the theory is the curve represented by the diagram-

The equation of this curve is
\[
\begin{aligned}
x y\left(y^{2}-a x\right)^{2}\left(y^{2}-b x\right)+y\left(y^{2}, x\right)^{5}+x\left(y^{2}, x\right)^{5} & +x^{2} y^{3}\left(y^{2}, x\right)^{3} \\
& +y^{6} x^{3}\left(y^{2}, x\right)+y^{9} x^{3}=0 .
\end{aligned}
\]

Here \(\quad m_{1}=1, \quad \mu_{1}=4, \quad n_{1}=1\)
\(m_{2}=1, \quad \mu_{2}=2, \quad n_{2}=3 \quad t_{2}=2, \quad \delta_{2}=2\).
\(m_{3}=2, \quad \mu_{3}=1, \quad n_{3}=1\)
The values of \(y\) corresponding to the factor \(\left(y^{2}-a x\right)^{2}\) are given by
\[
y=\epsilon \sqrt{a} x^{\frac{1}{2}}+\epsilon \zeta x \alpha+x^{\frac{3}{2}} \epsilon \zeta[\epsilon \beta+\zeta \gamma]+\ldots,
\]
where \(\epsilon, \zeta\) are square roots of unity, and \(\alpha, \beta, \gamma\) are definite
 functions of the original coefficients.

Thus the four values of \(y\) are
\[
\begin{align*}
& y=\sqrt{a} x^{\frac{1}{2}}+x \alpha+x^{\frac{3}{3}}[\beta+\gamma]+\ldots  \tag{1}\\
& y=\sqrt{a} x^{\frac{1}{2}}-x \alpha-x^{\frac{3}{2}}[\beta-\gamma]+\ldots  \tag{2}\\
& y=-\sqrt{a} x^{\frac{1}{2}}-x \alpha+x^{\frac{3}{2}}[\beta-\gamma]+\ldots  \tag{3}\\
& y=-\sqrt{a} x^{\frac{1}{2}}+x \alpha-x^{\frac{3}{2}}[\beta+\gamma]+\ldots \tag{4}
\end{align*}
\]

And if we make \(x\) describe a contour round \(x=0\), so that \(x^{\frac{1}{2}}\) changes into \(-x^{\frac{1}{2}}\), then the series (1) changes into the series (4), and the series (4) changes into (1), while also the series (2) changes into the series (3), and the series (3) into the series (2). So that there are two cycles, as there should be according to our theory.

Various other examples of the rules of this Part are given below.

\section*{Part IV.}

Some examples of the foregoing theory. Consideration of the normal form of any curve given by Weierstrass.
1. In the paper by Rowe referred to in Part I., the deficiency of the curve
\[
y^{3}+y^{2}(x, 1)_{1}+y(x, 1)_{3}+(x, 1)_{2}=0
\]

is determined. \((=3\).
The result is immediately obvious on inspection of the figure.
2. In the Math. Amal. ix. p. 174, Noether gives as example of his method of reduction the curve
\[
y y^{3}+y^{2}(x, y)_{3}+(x, y)_{6}=0
\]
and obtains that the multiple point at the origin is equivalent to a quadruple point and two double points, that is in all that \(\delta+\kappa=8\) (beside that \(\kappa=2\) ).

This result is obvious from the figure.
We shall have further occasion for this Example in Part V.
Our diagram gives moreover the deficiency \(=2\). Hence the curve can be transformed to \(\eta^{2}=(1, \xi)_{8}\). Put in fact

\[
\begin{aligned}
\xi & =\frac{x}{y} \\
\eta & =\frac{1}{y}
\end{aligned}
\]
3. The hyperelliptic curve can always be put in the form
\[
y^{2}(x, 1)_{p+2-r}=(x, 1)_{p+r}
\]
wherein \(r\) is arbitrary.
The number of unit points within its polygon is \(p\).
The figure is drawn for \(p=7, r=3\).


The figure gives, according to the theory here developed, the adjoint curves of order
\[
n-3, \text { viz. } 1, x, \ldots, x^{p-1}
\]

I believe that in all cases in which the deficiency of a hyperelliptic curve is accurately given by the number of unit points within its polygon, these unit points will be collinear, whatever be the form of the curve polygon.
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4. An example is quoted by Forsyth (Theory of Functions, page 355) from Burnside (London Math. Society, May 14, 1891).

The curve
\[
y^{3}(x, 1)_{2}=[x, 1]_{2}
\]
has deficiency two.
This is obvious from the figure.


We see further, from previous work, that the finite integrals are
\[
\int \frac{d x}{y^{2}(x, 1)_{2}}, \int \frac{d x}{y(x, 1)_{2}} .
\]
5. In a paper (in the Journul de l'Ecole Polytechnique) Raffy has given three examples of a method there developed by him for determining the deficiency of a curve.

Two of these are
\[
y^{4}-x^{2}\left(x^{2}+x+1\right)=0, \quad y^{5}+x^{5}-5 x^{2} y=0,
\]
having respectively deficiencies 1 and 2.
These results are obvious from the figures.
The other of these examples is
\[
y^{5}-5 y^{3}\left(x^{2}+x+1\right)+5 y\left(x^{2}+x+1\right)^{2}-2 x\left(x^{2}+x+1\right)^{2}=0,
\]

for which Raffy obtains \(p=0\). The equation can indeed, by an obvious transformation, be made to take the form of a conic. But the equation is hyperelliptic and this transformation not reversible.

But by putting
leading to
\[
\begin{aligned}
& \xi=\frac{x^{2}+x+1}{y^{2}}, \quad \eta=-\frac{\omega(x+2)\left(x^{2}+x+1\right)^{2}}{2 y^{5}}, \\
& x=\frac{\omega^{2}\left[\eta+\frac{1-\omega^{2}}{4}\left(1-5 \xi+5 \xi^{2}\right)\right]^{2}-\omega \xi^{5}}{2 \eta^{2}+\eta \frac{1-\omega^{2}}{2}\left(1-5 \xi+5 \xi^{2}\right)+\omega \xi^{5}}, \text { where } \omega^{3}=1, \\
& y=-\frac{\left(\omega-\omega^{2}\right) \xi^{2}\left[\eta+\begin{array}{c}
1-\omega^{2} \\
4 \\
\left.2 \eta^{2}+\eta \frac{1-\omega^{2}}{2}\left(1-5 \xi+5 \xi^{2}\right)\right]
\end{array},\right.}{},
\end{aligned}
\]
we can transform to
\[
\eta^{2}=\left(\frac{1-\omega^{2}}{4}\right)^{2}\left(1-5 \xi+5 \xi^{2}\right)^{2}+\omega^{2} \xi^{5}
\]

Thus the curve has \(p=2\).
This curve forms a good example of the failure of our rule owing to the very exceptional forms of the coefficients. (It is treated by these rules in Corollary to Part VI.)

Vol. XV. Part IV.
6. The following example is given by Cayley (Quarterly Journal, Vol. vii., p. 217):
\[
\left(y^{3}-x^{4}\right)^{2}-3 x^{5} y\left(y^{3}+2 x^{4}\right)+x^{10}\left(3 y^{2}-x^{5}\right)=0 .
\]

The value of the singularity at the origin is obtainable from the figure with the help of the rule developed in Part III.

Here \(m=4, \mu=3, \quad t=7, \quad N=2\), and in addition to the \(\because 0\) given by the first diagram there is to be counted 1 , given by the second diagram, where
\[
A B=t=7, \quad A C=N=2,
\]

giving on the whole \(\quad \delta+\kappa=21\).
(See the expansions given by Cayley.)
7. The following example is quoted from Miss Scott by Harkness and Morley (Theory of Functions, p. 147), and furnishes another example of Part III.
\[
\left(y+2 x^{2}\right)\left(y-x^{2}\right)^{2}-x^{6}\left(y+2 x^{2}\right)+9 x^{7} y=0 .
\]


Here \(m=2, \mu=1, t=2, N_{1}=1, N_{2}=2\), and we have a correction \(=1\), given by the second diagram, where
\[
\begin{gathered}
A B=t=2, \quad A C=N=2 ; \\
\therefore \quad \delta+\kappa=7 .
\end{gathered}
\]


Also the curve has \(p=2\) and can be transformed to \(\eta^{2}=(\xi, 1)_{6}\).
8. In case the curve be
\[
\left(y+2 x^{2}\right)\left(y-x^{2}\right)^{2}+9 x^{7} y=0,
\]
the figures are slightly modified. But as in (7) there is a correction \(=1\). The difference is that in this latter case there is a branch point.

Here
\[
N=2, \quad t=3
\]
and \(\delta+\kappa=7\), as before. (See the expansions in Harkness and
 Morley.)
9. Of Weierstrass' normal curve.

If \(g_{a}\) be the algebraic function of lowest order which is only infinite at one point \(A\) of a plane curve, and \(g_{r}\) be the function of next order prime to \(a\), the equation of the curve can be transformed to
\[
F=g_{r}^{a}+g_{r}^{a-1}\left(g_{a}, 1\right)_{\lambda_{1}}+\ldots+\left(g_{a}, 1\right)_{r}=0 .
\]

Every algebraic function can be rationally expressed by \(g_{a}\) and \(g_{r}\). Every expression which is integral in \(g_{a}\) and \(y_{r}\) becomes infinite only at \(A\). But conversely there exist in general algebraic functions only becoming infinite at \(A\) where \(g_{a}\) and \(g_{r}\) are infinite, which are nevertheless not expresible integrally by \(g_{a}\) and \(g_{r}\). We can indeed prove the

Proposition. Of algebraic functions which become infinite only at the point \(A\) where \(g_{a}\) and \(g_{r}\) become infinite, there exist functions of as many different orders (of infinity at \(A\) ), which are not integrally expressible by \(g_{a}\) and \(g_{r}\), as there exist simple double points and cusps of the curve \(F\) above; in other words, the part of the \(\delta+\kappa\) of the curve \(F\) above other than that furnished by the place \(g_{a}=\infty, g_{r}=\infty\), is equal to this number of different orders of existent functions.

In order to prove this we notice that a function of order \(z\) cannot be expressed integrally in \(g_{a}\) and \(g_{r}\) unless we can find positive integers \(x\) and \(y\) such as to make
\[
a x+r y=z
\]
and thence put
\[
g_{z}=C g_{a}{ }^{x} g_{v}^{y}+\ldots
\]
\[
\text { And this equation being } \quad x=\frac{z-r y}{a} \text {, }
\]
wherein we may suppose \(y<a\), requires, for any value of \(y\),
\[
z=r y, \quad r y+a, \quad r y+2 a, \ldots,
\]
and therefore cannot be satisfied by those values of \(z \equiv r y\) (mod. \(\alpha\) ) which are <rythat is, cannot be satisfied by
\[
z=r y-a, \quad r y-2 a, \quad r y-3 a, \ldots
\]

The number of these values is \(E\left(\frac{r y}{a}\right)\), the greatest integer in \(\frac{r y}{a}\).
The number of values of \(z\) thus excluded is
\[
\underset{\sum_{y=1}^{y=a-1}}{\substack{y}}\binom{x y}{a},
\]
which is equal to \(\frac{1}{2}(r-1)(a-1)\), as we see by noticing that it is equal to number of unit points inside a right-angled triangle having one side \(=r\) and the other equal to \(\alpha\). Any value of \(z\) other than these of the form \(r y-a\), can be expressed in the form \(a x+r y\) -so that for such values of \(z\) a function \(g_{z}=C g_{a}{ }^{x} g_{r}^{y}\) certainly exists, and the most general function of this order, infinite only at \(A\), is of the form \(C g_{a} x g_{r}^{y}+g_{z^{\prime}}\), where \(z^{\prime}\) is \(<z\) and \(g_{z}\) is, possibly, not expressible integrally by \(g_{a}\) and \(g_{r}\) 。

Of the not integrally expressible orders, in number \(\frac{1}{2}(r-1)(\alpha-1)\), there are, as we know, (see note at end of this paper), just \(p\) which correspond to actually non-existent functions.

Hence there remain just
\[
{ }_{2}^{1}(a-1)(r-1)-p
\]
orders, of functions which exist, are infinite only at \(A\), and are not expressible integrally by \(g_{a}\) and \(g_{r}\).

Consider now the function \(\frac{\partial \hat{c}}{\partial g_{r}}\). It is a function of degree \(a-1\) in \(g_{r}\) and therefore of order \(r(a-1)\); and vamishes therefore at \(r(a-1)\) points of the original curve. These points consist of (1) those at which \(d g_{a}\) is zero of the second order, namely those which become the branch points of the Riemann surface which represents \(g_{r}\) as a function of \(g_{a}\) and are therefore in number \(=2 a+2 p-2\), of which \(a-1\) fall at \(A\) where the \(a\) values of \(g_{r}\) are all infinite, and (2) of those which become multiple points of the curve \(\vec{F}\) or of the Riemann surface, the number of these for any multiple point other than those already counted among the branch points being \(2 \delta+2 \kappa(\delta, \kappa\) being Cayley's equivalent numbers of double points and cusps for the multiple point).

Hence \(\delta+\kappa\) for the whole curve \(F\) is
\[
\begin{aligned}
& \frac{1}{2}\{r(a-1)-[2 a+2 p-2-\overline{a-1}]\} \\
= & \frac{1}{2}(r-1)(a-1)-p .
\end{aligned}
\]

The comparison of this number with that previously obtained for the not integrally expressible functions, proves our proposition.

Hence also
\[
p+\delta+\kappa=\frac{1}{2}(r-1)(a-1)
\]
\(=\) whole number of unit points with the curve polygon of \(F\), this curve polygon being a right-angled triangle of sides \(r, a\), if we do not take count of finite multiple points. This rerifies the general proposition of Part II.

Before considering how these exceptional functions are to be expressed we may consider as examples the cases \(p=3, p=4\).

For \(p=3\), we may have
(1) \(a=2, r=7\). The orders of non-existent functions being \(1,3,5\). This is the hyperelliptic case, the number of moduli being 5 : the equation is
\[
g_{7}^{2}+g_{7}\left(g_{2}, 1\right)_{3}+\left(g_{2}, 1\right)_{7}=0
\]

(2) \(a=3, r=4\). The orders of mou-existent functions are \(1,2,5\). This is the case of a point of undulation on a plane quartic. The number of moduli is 5. The equation is
\[
g_{d}^{3}+g_{\Delta}^{2}\left(g_{3}, 1\right)_{1}+g_{d}\left(g_{3}, 1\right)_{2}+\left(g_{3}, 1\right)_{4}=0
\]
reducible to
\[
h_{4}^{3}+h_{4}\left(g_{3}, 1\right)_{2}+\left(g_{3}, 1\right)_{4}=0
\]
or, say,
\[
\eta^{3} \xi+\eta \xi(\eta, \xi)_{2}+(\eta, \xi)_{4}=0
\]

which for \(\eta=0\) gives \(\xi=0\).
(3) \(a=3, r=5\). The orders of non-existent functions are \(1,2,4\). There is a function
\(g_{7}\) not integrally expressible by \(g_{3}\) and \(g_{5}\). The \(\left(g_{3}, g_{5}\right)\) curve has therefore a double point. Its equation is (cf. Schottky. Crelle, 83)
\[
F=g_{5}^{3}+g_{5}^{2}\left(g_{3}, 1\right)_{1}+g_{5} g_{3}\left(g_{3}, 1\right)_{2}+g_{3}{ }^{2}\left(g_{3}, 1\right)_{3}=0
\]
and depends on six moduli. The double point is at
\[
g_{3}=g_{5}=0 .
\]

In fact by taking for triangle of reference of a plane quartic
\(z=0\) any inflexional tangent,
\(y=0\) the tangent at the remaining point \(B\) where the
 inflexional tangent meets the curve,
\(x=0\) any line through \(A\), we may put
\[
g_{3}=\frac{y}{z}, \quad g_{5}=\frac{x y}{z^{2}},
\]
these being infinite at \(A\) in the orders indicated, and so reduce the quartic, which takes the form
\[
f=x^{3} y+x^{2} z(y, z)_{1}+x z(y, z)_{2}+z(y, z)_{3}=0
\]
immediately to the form above, with
\[
F=\frac{y^{2}}{z^{6}} f
\]

The diagram for \(F\) is


Notice \(7=(a-1) r-a\).
There is no need to consider cases in which \(a>3\). On every curve for which \(p=3\) there exist points for which \(g_{3}\) exists.

Considering next \(p=4\), there are five possibilities.
(1) \(a=2, r=9\). The non-existent orders are \(1,3,5,7\). The equation is
\[
g_{9}{ }^{2}+g_{9}\left(g_{2}, 1\right)_{4}+\left(g_{2}, 1\right)_{9}=0
\]
(2) \(a=3, r=5\). The non-existent orders are 1, 2, 4, 7. Equation is
\[
g_{5}^{3}+g_{5}^{2}\left(g_{3}, 1\right)_{1}+g_{5}\left(g_{3}, 1\right)_{3}+\left(g_{3}, 1\right)_{5}=0
\]

Figure is

(3) \(a=3, r=7\). Non-existent orders are 1, 2, 4, 5. There exist functions \(g_{8}, g_{11}\), which are not expressible integrally by \(g_{3}\) and \(g_{7}\), so that the \(\left(g_{3}, g_{7}\right)\) curve has two double points.
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The equation is
\[
g_{8}^{3}+g_{7}^{2} \beta_{2}+g_{7} \alpha_{2} \gamma_{2}+\alpha_{2}^{2} \alpha_{3}=0,
\]
where \(\alpha_{i}, \beta_{i}, \gamma_{i}, \alpha_{j}\) represent integral expressions in \(g_{3}\) of the order given by their suffixes

For this form the figure is

and the polygon contains \(p+\delta+\kappa=4+2=6\) points, as it should.
But by putting \(\eta=\frac{g_{7}}{\alpha_{2}}\) we obtain
\[
\eta^{3} \alpha_{2}+\eta^{2} \beta_{2}+\eta \gamma_{2}+\alpha_{3}=0 .
\]

For this form the polygon contains only \(p=4\) points.
We notice
\[
8=(a-1) r-2 a, 11=(a-1) r-a .
\]

(4) \(a=4, r=5 . \quad\) Non-existent orders are 1, 2, 3, 6. There exist functions \(g_{7}, g_{4}\) which are not integrally expressible by \(g_{4}\) and \(g_{5}\), so that the ( \(g_{4}, g_{5}\) ) curve has two double points. Its equation is
\[
g_{5}^{4}+g_{5}^{3} \gamma_{1}+g_{5}^{2} \beta_{2}+g_{5} \beta_{1} \gamma_{2}+\alpha_{1} \gamma^{2}=0 .
\]

For this the figure is

and polygon has \(p+\delta+\kappa=4+2=6\) interior points.
But if we put \(\gamma_{2}=\xi \eta, g_{5}=1\), the equation becomes
\[
(\xi, \eta)_{1}\left[1+(\xi, \eta)_{1}+(\xi, \eta)_{2}+(\xi, \eta)_{1} \xi \eta\right]+(\xi, \eta)_{1} \xi^{-} \eta^{2}=0
\]
for which the figure is

and now the polygon contains only \(p=4\) points.
We notice that \(11=(a-1) r-a, 7=(a-1) r-2 a\).
(5) \(a=4, r=7\). Here non-existent orders are 1, 2, 3, 5. There exist
\[
y_{6}, g_{9}, g_{10}, g_{13}, g_{17}
\]
which are not integrally expressible by \(g_{4}\) and \(g_{7}\). Thus there are five double points on the ( \(g_{4}, g_{7}\) ) curve. We notice that
\[
\begin{aligned}
17 & =(a-1) r-a, \\
10 & =(a-2) r-a \\
10 & (a-1) r-2 a, \\
& 6=(a-2) r-2 a .
\end{aligned}
\]

Passing from these particular cases to the consideration of the forms of these not integrally expressible functions, we see first that we can always build such a function
corresponding to a double point. For if \(O\) denote the point of the original curve at which \(g_{a}\) and \(g_{r}\) are infinite, namely the point which becomes the infinite point on the ( \(g_{a}, g_{r}\) ) curve and \(d_{1}\) denote the double point supposed to be reached from one branch of the double point, the other point being denoted by \(d_{2}\), and \(P_{o d_{3}}\) be the integral of the third kind which is once logarithmically infinite at \(O\) and at the double point on this first branch, which is therefore finite on the other branch at this double point, then
\[
f^{\prime \prime}\left(g_{r}\right) \frac{\partial P_{o d_{1}}}{\partial g_{a}}
\]
where \(f\left(g_{a}, g_{r}\right)\) is the \(\left(g_{a}, g_{r}\right)\) equation and
\[
f^{\prime}\left(g_{r}\right)=\frac{\partial}{\partial g_{r}} f\left(g_{a}, g_{r}\right)
\]
is not infinite at \(d_{1}\), for \(\frac{\partial P_{o d_{1}}}{\partial g_{a}}\) is once algebraically infinite there and \(f^{\prime \prime}\left(g_{r}\right)\) is once zero, and is infinite at 0 to an order \(r(a-1)-(a+1)+1=r(a-1)-a\).

From this remark, recalling the ordinary method of expressing \(P_{o d_{1}}\), we have a rule for forming this function as a rational expression in \(g_{a}\) and \(g_{r}\). Viz. it is
\[
\frac{\Omega}{L_{o d}}
\]
where \(L_{o d}\) represents a linear function in \(g_{a}\) and \(g_{r}\) which vanishes at \(O\) and for the values which \(g_{a}, g_{r}\) have at the places which become the double point, and \(\Omega\) is for the equation \(f\left(g_{a}, g_{r}\right)\) an adjoint curve which tonches the branch \(d_{2}\) at the double point and passes through the \(a-2\) finite points other than 0 and \(d\), at which \(L_{0 d}\) meets the curve \(f\). We know that such a curve can be expressed as \(\Omega_{1}+L_{o d} \phi\), where \(\Omega_{1}\) is a special curve of the kind and \(\phi\) an integral function in \(g_{a}\) and \(g_{r}\) such that
\[
\int \phi_{f^{\prime \prime}} \frac{d g_{a}}{\left(g_{v}\right)}
\]
is an everywhere finite integral: and one form for \(\Omega_{1}\) is immediately obvious-viz. let \(t_{2}\) be the tangent to the branch \(d_{2}\) at the double point of the curve \(f\) and \(\psi\) be such an integral expression in \(g_{a}\) and \(g_{r}\) that \(\int \psi \frac{d g_{a}}{f^{\prime}\left(g_{r}\right)}\) is finite at all the double points of \(f\) other than the one under consideration, and such that \(\psi\), while not vanishing at this double point, vanishes at the \(a-2\) points other than \(d\) and \(O\) at which \(L_{o d}\) meets the curve \(f\). The multiplicity of such a curve \(\psi\) after passing through all the other double points, is known to be \(p+1\), and to prescribe that it passes through \(a-2\) points of the line \(L_{o d}\) leaves it with a multiplicity \(p+1-(a-2)\), which is certainly not negative. Hence, noticing that since \(O\) is at \(\frac{g_{r}}{g_{a}}=\infty, g_{r}=\infty\), we may take \(L_{o d}=g_{a}-D\), we may write our function
\[
G_{1}=\frac{t_{2} \psi}{g_{a}-D}
\]

In the same way we obtain another such function
\[
G_{\mathrm{a}}^{\prime}=\stackrel{t_{1} \psi}{g_{c}-D^{\prime}}
\]
and, attaching proper numerical multipliers to them we may write
\[
G_{1}-G_{1}^{\prime}=\frac{t_{2}-t_{1}}{g_{a}-D} \psi=\psi=f^{\prime}\left(g_{r}\right) \frac{\partial P_{d_{1} d_{2}}}{\partial g_{a}} .
\]

This representation is in accord with the previous results. If the most general integral expression in \(g_{a}\) and \(g_{r}\) formed by such powers as are represented, in accordance with Part II. of the present paper, by the points within the polygon of the ( \(g_{a}, g_{r}\) ) curve, be represented by \(g_{a} g_{r} \Phi\), we know (see for instance Clebsch and Gordan, Abelian Functions, page 16), since \(\Phi\) is of order \(N-3\) (see Part II.), that
\[
\int \Phi \frac{d g_{a}}{f^{\prime}\left(g_{r}\right)}=C_{1} P_{d_{1} d_{2}}+\ldots+C_{\delta+\kappa} P_{e_{1} e_{2}}+\lambda v_{1}+\ldots+\lambda_{p} v_{p}+\mu
\]
where \(e_{1}, e_{2}\) refer to the \((\delta+\kappa)\) th double point, and \(v_{1} \ldots v_{p}\) are the everywhere finite integrals, namely
\[
\Phi=C_{1}\left(G_{1}-G_{1}^{\prime}\right)+\ldots+C_{\delta+\kappa}\left(G_{\delta+\kappa}-G_{\delta+\kappa}^{\prime}\right)+\phi+\mu,
\]
where \(\phi\) is the general adjoint curve of order \(N-3\), or
\[
\Phi=C_{1} \psi_{1}+\ldots+C_{\delta+\kappa} \psi_{\delta+\kappa}+\phi+\mu .
\]

Of course on the other hand, the form of \(G_{3}\) can be variously altered. For instance, in the example previously considered where \(p=3, a=3, r=5\),
\[
g_{3}=\frac{y}{z}, \quad g_{5}=\frac{x y}{z^{z}},
\]
the double point of the \(\left(g_{3}, g_{5}\right)\) curve arises from the points \(D_{1}, D_{2}\), where the quartic is cut by the tangent at \(B\). And we may write
\[
g_{7}=\frac{y U}{z^{2}(x-\lambda z)},
\]
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where \(x-\lambda z\) is the line \(O D_{1}\), and \(U\) is an arbitrary conic through \(K\) and \(L\) : then, easily,
\[
g_{7} \frac{d g_{3}}{f^{\prime}\left(g_{5}\right)}=\frac{U}{x-\lambda z} \frac{z d y-y d z}{\frac{\partial F^{\prime}}{\partial x}},
\]
where
\[
F=x^{3} y+x^{2} z(y, z)_{1}+x z(y, z)_{2}+z(y, z)_{3},
\]
and this is in agreement with the remark on page 433.
The expression \(\frac{t_{1} \psi}{g_{a}-D}\) above can be put into the form
\[
\frac{\left(g_{r}-E\right)\left(g_{r}-c_{1}\right)\left(g_{r}-c_{2}\right) \ldots\left(g_{r}-c_{a-2}\right)}{g_{a}-D}+\text { integral expression in } g_{r}, g_{a},
\]
whence as \(\frac{t_{1} \psi}{g_{a}-D}\) and the integral expression in \(g_{a}, g_{r}\) only become infinite when \(g_{a}\) and \(g_{r}\) are infinite, we see that \(g_{\alpha}=D, g_{r}=E\) is the double point and \(g_{r}=c_{1}, \ldots\) are the values of \(g_{r}\) at the points other than the double point in which \(g_{a}-D=0\) meets the ( \(g_{a}, g_{r}\) ) curve. We may thence put
\[
g_{(a-1) r-a}=\frac{\left(g_{r}-E\right)\left(g_{r}-c_{1}\right) \ldots\left(g_{r}-c_{a-2}\right)}{g_{a}-D},
\]
and this is obviously only infinite when \(g_{a}\) and \(g_{r}\) are infinite.
We might expect to be able to form thence functions of order \((a-1) r-2 a\), etc. for, since \(g_{(a-1) r-a}^{2}\) has an order which is \(\equiv 2 a(\bmod . r)\) we might expect to put
\[
g_{(a-1) r-a}^{2}=\text { integral expression in } g_{a} \text { and } g_{r}+\frac{g_{r}^{a-1}\left(g_{a}, 1\right)_{1}+g_{r}^{a-2}\left(g_{a}, 1\right)_{1}+\cdots,}{\left(g_{a}-D\right)^{2}},
\]
and thence, putting \(\left(g_{a}, 1\right)_{1}=\lambda\left(g_{a}-D\right)+\mu\), to obtain
\(g_{(a-1) r-a}^{2}-\lambda g_{(a-1) r-a}=\) integral expression in \(g_{a}\) and \(g_{r}+\frac{\mu g_{r}^{a-1}+g_{r}^{a-2}\left(g_{a}, 1\right)_{1}+\cdots}{\left(g_{a}-D\right)^{2}}\), and thence be able to infer the existence of a function
\[
\mu g_{r}^{a-1}+g_{r}^{a-2}\left(g_{a}, 1\right)_{1}+\ldots
\]
only becoming infinite for \(g_{a}, g_{r}\) infinite, obviously of order \((a-1) r-2 a\), which is not integrally expressible by \(g_{a}\) and \(g_{r}\). But in fact this function will sometimes be integrally expressible by \(g_{a}\) and \(g_{r}\). For instance, when \(p=3, a=3, r=5\), the curve being
\[
\begin{gathered}
g_{5}{ }^{2}+g_{5}{ }^{2}\left(g_{3}-c\right)+g_{5} g_{3}\left(g_{3}, 1\right)_{2}+g_{3}{ }^{2}\left(g_{3}, 1\right)_{3}=0, \\
g_{7}=\frac{g_{5}\left(g_{5}-c\right)}{g_{3}}
\end{gathered}
\]
is not integrally expressible, yet we can easily verify that
\[
g_{7}^{2}+g_{7}\left(g_{3}, 1\right)_{2}=g_{5}^{2}+g_{5}\left[\left(g_{3}, 1\right)_{2}-\left(g_{3}, 1\right)_{3}\right]+\left(g_{3}+c\right)\left(g_{3}, 1\right)_{3},
\]
or again, when \(\quad p=4, a=3, r=7\),
the curve being \(\quad g_{7}{ }^{3}+g_{7}{ }^{2} \beta_{2}+g_{7} \alpha_{2} \gamma_{2}+\alpha_{2}{ }^{2} \gamma_{3}=0\),
and \(\quad \boldsymbol{\alpha}_{2}=c\left(g_{3}-k_{1}\right)\left(g_{3}-k_{2}\right), \quad \beta_{2}=\left(g_{3}-k_{1}\right) f_{1}+b_{1}=c\left(g_{3}-k_{2}\right) h_{1}+b_{2}\),
Vol. XV. Part IV.
where \(f_{3}, h_{1}\) are of the first order in \(g_{3}\) and \(c, b_{1}, b_{2}\) are constants, though
\[
g_{11}=\frac{g_{7}\left(g_{7}+b_{1}\right)}{g_{3}-k_{1}}
\]
is not integrally expressible, we can easily verify that
\[
g_{11}{ }^{2}+g_{11} c \gamma_{2}\left(g_{3}-k_{2}\right)=g_{7}{ }^{2} f_{8}+g_{7}\left[c f_{1}\left(g_{3}-k_{2}\right)-c^{2} \alpha_{3}\left(g_{3}-k_{2}\right)^{2}\right]+c^{2} \alpha_{3}\left(g_{8}-k_{2}\right)^{2}\left(\beta_{2}-2 b_{1}\right),
\]
and similarly that
\[
\frac{g_{7}^{2}\left(g_{7}+b_{1}\right)\left(g_{7}+b_{2}\right)}{c\left(g_{3}-k_{1}\right)\left(g_{3}-k_{2}\right)}=g_{7}^{2} f_{3} h_{1}-\left(g_{7} \gamma_{2}+\alpha_{2} \alpha_{3}\right)\left(g_{7}-\beta_{2}+b_{1}-b_{2}\right) .
\]

That such expression as given by these examples should be possible in case of a curve having only one double point, is obvious from our proposition that the number of orders of existent not-integrally-expressible "integral" functions is the same as of double points—for we have shewn how to form a function \(g_{(a-1) r-a}=\frac{\left(g_{r}, 1\right)_{a-1}}{\left(g_{a}, \frac{1}{1}\right)_{1}}\) corresponding to that double point.

But we can form functions of order \((a-1) r-2 a\) etc. in another way.
In the case of a curve having two double points and known to have a not-integrally-expressible function \(g_{(a-1) r-2 a}\), we may form the difference
\[
g_{(a-1) r-a}-g_{(a-1) r-a}^{\prime}
\]
of the two such functions formed as above for the two double points. This will be at most of order \((a-1) r-a-1\) or \(r(a-1-A)+a(R-1)\), where \(A, R\) are integers less respectively than \(a\) and \(r\) such that \(A r-R a=1\). Subtracting from this difference a proper multiple of \(g_{0}^{R-1} g_{r}^{a-1-A}\) we shall obtain a function of lower order. Proceeding thus we may expect to arrive at an equation
\[
g_{(a-1) r-a}-g_{(a-1) r-a}^{\prime}=\text { integral expression in } g_{a}, g_{r}+g_{(a-1) r-a a} .
\]

For instance, in the example just cited, \(p=4, a=3, r=7\),
\[
g_{11}-g_{11}^{\prime}=\frac{g_{7}\left(g_{7}+b_{1}\right)}{g_{3}-k_{1}}-\frac{g_{7}\left(g_{7}+b_{2}\right)}{g_{3}-k_{2}}=\left(k_{1}-k_{2}\right) \frac{g_{7}\left(g_{7}+\beta_{2}\right)}{\left(g_{3}-k_{2}^{\prime}\right)\left(g_{3}-k_{2}\right)},
\]
so that we may take, unless \(k_{1}=k_{2}\),
\[
g_{3}=\frac{g_{7}\left(g_{7}+\beta_{2}\right)}{\alpha_{2}},
\]
of which other forms are, in this case,
\[
\begin{gathered}
g_{11} g_{11}^{\prime}+\frac{h_{1}}{b_{1}} g_{11}+\frac{\alpha_{2} \alpha_{3}+\gamma_{2} g_{7}}{b_{1}}, \\
g_{7} \frac{f_{2} h_{1}}{b_{1}}+\gamma_{2} \frac{\beta_{2}-b_{1}-b_{2}}{b_{1}}+\frac{\alpha_{2} \alpha_{3}\left(\beta_{2}-b_{1}-b_{2}\right)}{g_{7}} .
\end{gathered}
\]

In the same way for a curve with any number of double points we can, from any \(\lambda\) of these double points, form a function of order \(r(a-1)-\lambda a\), namely
\[
\begin{gathered}
\frac{g_{r(a-1)-a}^{(1)}}{\left(k_{1}-k_{2}\right) \ldots\left(k_{1}-k_{\lambda}\right)}+\frac{g_{r(a-1)-a}^{(2)}}{\left(k_{2}-k_{1}\right) \ldots\left(k_{2}-k_{\lambda}\right)}+\ldots+\frac{g_{r(\alpha-1)-a}^{(\lambda)}}{\left(k_{\lambda}-k_{1}\right) \ldots\left(k_{\lambda}-k_{\lambda-1}\right)} \\
=\frac{g_{r}^{a-1}}{\left(g_{a}-k_{1}\right) \ldots\left(g_{a}-k^{\lambda}\right)}+g_{r}^{a-2}[\ldots]+\ldots, \\
g_{r(a-1)-a}^{(1)}=\frac{\left(g_{r}, 1\right)_{a-1}}{g_{a}-k_{1}}, \text { etc., }
\end{gathered}
\]
where
as before explained, and the double points are at \(g_{a}=k_{1}, k_{2}, \ldots\), these \(k_{1}, k_{2}, \ldots\) being supposed different. The function thus obtained is necessarily only infinite when \(g_{a}\) and \(g_{r}\) are so, and it is not expressible integrally, since such integral expression must be of the form \(P_{g_{r}}{ }^{\alpha-1}+\ldots\), where \(P\) is integral in \(g_{a}\).

Thus in the case of a curve with no higher multiple points than double points of which no two have the same value of \(g_{a}\), we can always express in this way as many not integrally expressible functions of orders of the form \(r(a-1)-\lambda a\), as there are double points. Since however every number \(r(a-1)-\lambda a\) is prime to \(a\), we see that we must have \(r(a-1)-\lambda a>r\), namely \(\lambda \ngtr r-1-E\left(\frac{2 r}{a}\right)\). Hence if \((\delta+\kappa)_{1}\) be the number of the double points
\[
(\delta+\kappa)_{1} \ngtr r-1-E\left(\frac{2 r}{a}\right),
\]
and this is verified in all the examples considered (pages 430 and 432). For instance when
\[
p=4, a=4, \quad r=7, \quad r-1-E\left(\frac{2 r}{a}\right)=3
\]
and we found that there were functions \(g_{9}, g_{13}, g_{17}\). The other two \(g_{6}, g_{10}\) are of orders
\[
(a-2) r-a, \quad(a-2) r-2 a
\]

In the case of a curve having double points for which the values of \(g_{a}\) are not all different, we may suppose the previous expression applied only to those double points for which the values of \(y_{a}\) are different. We obtain thus as many not integrally expressible functions as the number of these. If then there be a value \(g_{a}=k\), for which there are \(\mu\) separated double points at \(g_{r}=E_{1}, g_{r}=E_{2}, \ldots g_{r}=E_{\mu}\), there exists a function
\[
\frac{\left(g_{r}-E_{1}\right) \ldots\left(g_{r}-E_{\mu}\right)\left(g_{r}, 1\right)_{a-2 \mu}}{g_{a}-k}
\]
of order \(r(a-\mu)-a\), which is 'integral' and not integrally expressible, the function \(\left(g_{r}, 1\right)_{a-2 \mu}\) being determined to vanish at all the points for which \(g_{a}=k\) other than the double points. The consideration of how we should proceed to obtain functions of other \(\mu-1\) orders may be omitted. Especially as the orders of the existent functions do not
necessarily determine the nature of the curve. For instance the function \(g_{10}=g_{(a-a) r-a}\) above might arise as \(\frac{\left(g_{r}-E_{1}\right)\left(g_{r}-E_{2}\right)}{g_{r}-k}\) where \(g_{r}=k\) is a double tangent touching the curve at \(g_{r}=E_{1}\) and \(g_{r}=E_{2}\). In accordance with Kronecker's theory (Crelle, 91) there is no need in general to consider the normal curve to have higher singularities than double points. The examples here given should be compared with his theory.

\section*{Part V.}

On the Graphical Meaning of Voether's (Cremer's) Resolution of the Multiple Singularity at the origin, by means of the Quadratic Transformation.

We use the same notation as in Part II. save that for \(\sigma_{r}{ }^{\prime}, m_{r}{ }^{\prime}, \mu_{r}{ }^{\prime}\) we write \(\sigma_{r}, m_{r}, \mu_{r} ; l\) being the actual degree (= degree in \(x+\) degree in \(y\) ) of the lowest terms in the equation of the curve. So that if the side of the polygon for which \(\sigma=1\) be present, \(l=\) distance from the origin of the point in which this side meets the axis of \(y\). And if this side be not present, \(l=\) distance of \(P_{0}\) from the origin. Then according to Noether the singularity is resoluble into a simple multiple point of order \(l+\) an additional number of multiple points which happen to be coincident with the multiple point of order \(l\) and these latter in their turn are similarly resoluble. This result is arrived at by a particular case of a reversible quadratic transformation, as follows-

Substitute in the equation of the curve \(x=\xi \eta, y=\xi \eta_{1}\), where \(\eta, \eta_{1}\) are connected by a linear relation \(p \eta+q \eta_{1}=1\). Then in the transformed curve we may either substitute for \(\eta_{1}\) in terms of \(\eta\) and regard \(\xi, \eta\) as the new coordinates, or substitute for \(\eta\) in terms of \(\eta_{1}\) and regard \(\xi, \eta_{1}\) as the new coordinates. The inverse substitution is
\[
\xi=p x+q y, \quad \eta=\frac{x}{p x+q y}, \quad \eta_{1}=\frac{y}{p x+q y},
\]
\(\therefore\) that to a point near the origin and on a branch \(y \propto x^{\sigma}\) corresponds a point near the axis \(\xi=0\) for which
when \(\sigma<1\)
\[
\begin{array}{ll}
\eta=\frac{x^{2-\sigma}}{p x^{1-\sigma}+q}, & \eta_{1}=\frac{1}{p x^{1-\sigma}+q}, \\
\eta=\frac{1}{p+q x^{\sigma-1}}, & \eta_{1}=\frac{x^{\sigma-3}}{p+q^{\sigma-1}} .
\end{array}
\]
when \(\sigma>1\)

For \(\sigma<1\) we shall regard \(\xi, \eta\) as the new variables, and for \(\sigma>1\) we shall regard \(\xi, \eta_{1}\) as the new variables. Then the part of our singularity for which \(\sigma<1\) becomes a singularity at \(\xi=0, \eta=0\), and the part of our singularity for which \(\sigma>1\) becomes a singularity at \(\xi=0, \eta_{1}=0\). The part for which \(\sigma=1\), say \(y \propto k x\), becomes a singularity at \(\xi=0, \eta_{1}=k \eta\). If then there be \(t\) branches for which \(\sigma=1\), we obtain \(t+2\) singularities corresponding to our original singularity. And since the transformation is reversible every point on these new singular branches corresponds to a point at the original singu-
larity. Noether uses the substitution in one of the forms in which either \(p\) or \(q\) is zero, but when this is chosen to be effective for a branch for which \(\sigma<1\), it is ineffective for a branch for which \(\sigma>1\). In the form here no finite point of the original curve (except the points other than the origin upon the line \(p x+q y=1\) ) becomes represented by an infinite point of the new curve. Also there is no multiple point on the new curve arising by transformation from a simple point of the original curve. For if
\[
f(x, y)=f\left(\xi \eta, \xi \eta_{1}\right)=\xi^{t} F(\xi, \eta)
\]
the equations
give
\[
\begin{gathered}
0=\frac{\partial F}{\partial \xi}=\left(\eta \frac{\partial f}{\partial x}+\eta_{1} \frac{\partial f}{\partial y}\right) \xi^{-t}, \\
0=\frac{\partial F}{\partial \eta}=\left(\frac{\partial f}{\partial x}-\frac{p}{q} \frac{\partial f}{\partial y}\right) \xi^{1-t} \\
\cdots \frac{\partial f}{\partial x}=0, \\
\frac{\partial f}{\partial y}=0 .
\end{gathered}
\]

We imagine now the polygon constructed for the new curves and each of the \(t+2\) new singular points obtained. We proceed first to enquire what the values of the \(\sigma\) 's will be at these new points. And, defining provisionally the word 'multiplicity,' applied to our original singularity, as the number of unit points within and upon the origin-polygon, save those upon the axes of coordinates, we shew that this is equal to
\[
\frac{1}{2} l(l-1)+\text { the sum of the multiplicities arising from the } t+2 \text { new points. }
\]

The reapplication of this theorem to the new singularities obtained, and so on continually, enables us to give a geometrical meaning to the number which we call the multiplicity.

Consider then the effect of \(x=\xi \eta, y=\xi \eta_{1}\), where \(\eta_{1}\) is regarded as a linear function of \(\eta(=a+b \eta)\), upon the branches at the original singularity for which \(\sigma<1\). The lowest terms in the new equation will be of the same dimensions as if we put \(x=\xi \eta, y=\xi\). From a term \(x^{f} y^{g}\) there arises a term \(\xi^{f+g} \eta^{f} \eta_{1}^{g}\), so that the whole equation divides by \(\xi^{l}\), and this term becomes effectively \(\xi^{f+g-l} \eta^{f}\). For instance corresponding to the point \(P_{0}\) in the diagram of the original curve, for which \(f=0\), we obtain in the new curve the term \(\xi^{g-l}\), which gives on the representative chart a point lying on the axis of \(x\). And corresponding to the points \((f, g),\left(f^{\prime}, g^{\prime}\right)\) in the old diagram, wherein \(f<f^{\prime}\), and \(g>g^{\prime}\), we obtain in the new diagram the points \((f+g-l, f)\) and \(\left(f^{\prime}+g^{\prime}-l\right.\), \(f^{\prime}\) ), wherein \(f^{\prime}+g^{\prime}-l<f+g-l\) and \(f^{\prime}>f\). And the \(\sigma^{\prime}\) of the corresponding side in the new figure reckoned away from the axis of \(\xi\) is
\[
\sigma^{\prime}=\frac{f^{\prime}-f}{(f+g)-\left(f^{\prime}+g^{\prime}\right)}=\frac{m}{\mu-m}
\]
where \(\frac{m}{\mu}=\frac{f^{\prime}-f}{g-g^{\prime}}\) is the \(\sigma\) of the original figure.

If then in the new diagram all the points are marked corresponding to the points \(P_{0}, P_{1}, \ldots P_{r-1}\) (where \(\sigma_{1}, \sigma_{2}, \ldots \sigma_{r-1}\) are each \(<1, \sigma_{r}=1, \sigma_{r+1}, \sigma_{r+2}, \ldots\) are all \(>1\) ),
the point corresponding to \(P_{r-1}\) for which the sum of the coordinates \(=l\), that is to say in the notation above \(f+g=l\), will be on the axis of \(\eta\). We shall not mark in this diagram the points corresponding to \(P_{r}, P_{r+1}, \ldots\) We desire only to obtain the number of points within and upon the polygon \(Q_{0} \ldots Q_{r-1}\) which corresponds to the part \(P_{0} \ldots P_{r-1}\) of the old. Call this number \(A\) and notice that the greatest common measure, say \(n_{t}\), of the quantities \(f^{\prime}-f, g-g^{\prime}-\left(f^{\prime}-f\right)\), is equal to the G.c.m. of \(f-f^{\prime}\) and \(g^{\prime}-g\). \(A\) is formed from the quantities \(n_{t}, m_{t}, \mu_{t}-m_{t}\) in the same way as was our original number from the quantities \(n_{t}, m_{t}, \mu_{t}\)-and in the new polygon \(t\) varies from 1 to \(r-1\). Considering next the points of the transformed curve corresponding to the \(n\), branches for which \(\sigma=1\) on the original curve, the effect of our hypothesis, that in the corresponding \(u_{r}\) expansions of the form \(y=A x+\ldots\) all the coefficients \(A \ldots\) are different, namely that the \(n_{r}\) branches have separated tangents, is that on the transformed curve we hare \(n_{r}\) simple points lying on the axis \(\xi=0\), and the multiplicity of these is zero. With reference finally to the branches for which \(\sigma>1\) we imagine \(\eta\) expressed as a linear function of \(\eta_{1}\), and regard \(\xi, \eta_{1}\) as our new coordinates. So that so far as regards the lorrest terms of the new equation, our substitution is equivalent to \(x=\xi, y=\xi \eta_{1}\). The effect of this upon a term \(x^{f} y^{g}\) is to transform it to \(\xi^{f+g} \eta_{1}{ }^{g}\), which after division of the equation by \(\xi^{l}\) becomes \(\xi^{\rho+g-l} \eta_{1}{ }^{g}\). So that for instance to the term \(x^{x_{r}} y^{y_{r}}\) where \(x_{r}+y_{r}=l\) corresponds the term \(\xi^{n} \eta_{1} \eta_{r}\). And to the terms \(x^{f} y^{g}, x^{f^{\prime}} y^{g^{\prime}}\) correspond in the representative diagram of the new curve, the points \((f+g-l, g),\left(f^{\prime}+g^{\prime}-l, g^{\prime}\right)\), giving
\[
\sigma^{\prime}=\frac{f^{\prime}+g^{\prime}-(f+g)}{g-g^{\prime}}=\frac{f^{\prime}-f-\left(g-g^{\prime}\right)}{g-g^{\prime}}=\frac{m-\mu}{\mu}
\]
where \({ }_{\mu}^{m}=\sigma=\frac{f^{\prime}-f}{g-g^{\prime}}\). We have to determine the multiplicity \(B\) given by the new polygon which is formed from the quantities \(n_{t}, m_{t}-\mu_{t}, \mu_{t}\), as was our number from the original polygon with the quantities \(n_{r}, m_{r}, \mu_{r}, t\) having here the values
\[
r+1, \ldots \ldots, k+1
\]

It may be noticed that the total number of sides other than the axes in the two polygons corresponding to the summations \(A\) and \(B\) is either equal to, or less by one than the number of sides other than the axes in the original polygon. With these explanations, and putting
\[
C=\frac{1}{2} \Sigma n m(\Sigma n \mu-1)+\frac{1}{2} \sum_{s>r} n_{r} n_{8}\left(m_{r} \mu_{8}-m_{8} \mu_{r}\right)-\frac{1}{2} \Sigma n(\mu-1)
\]
which, as is easily seen, is another way of writing the number previously obtained of the unit points within our original polygon and upon the sides other than upon the axes, and writing this in the abbreviated form
\[
\frac{1}{2} \Sigma a \Sigma b-\frac{1}{2} \Sigma\left(a-\frac{1}{2} \Sigma b+\frac{1}{2} \sum_{s>r}\left(a_{r} b_{s}-a_{b} b_{r}\right)+\frac{1}{2} \Sigma n\right.
\]
where
the theorem is
\[
\begin{aligned}
a_{r} & =n_{r} m_{r}, \\
b_{r} & =n_{r} \mu_{r},
\end{aligned}
\]
\[
C=\frac{1}{2} l(l-1)+A+B .
\]

In the same way, making the assumption that in the multiple point at \(\xi=0=\eta\), the brauches which do not touch either \(\xi=0\) or \(\eta=0\) have all simple contact with their tangents, we can write
\[
A=\frac{1}{2} m(m-1)+A^{\prime}+B^{\prime},
\]
and similarly at \(\xi=0=\eta_{1}\)
\[
B=\frac{1}{2} m^{\prime}\left(m^{\prime}-1\right)+A^{\prime \prime}+B^{\prime \prime}
\]
and therefore
\[
C=\frac{1}{2} l(l-1)+\frac{1}{2} m(m-1)+\frac{1}{2} m^{\prime}\left(m^{\prime}-1\right)+A^{\prime}+B^{\prime}+A^{\prime \prime}+B^{\prime \prime}
\]
and so on continually-and it is perfectly obvious geometrically that the polygons corresponding to \(A^{\prime} B^{\prime} A^{\prime \prime} B^{\prime \prime}\) diminish indefinitely as their number increases, and eventually correspond to only simple points, in which case the corresponding multiplicities are zero. We thus resolve our compound singularity into a coincidence of simple singularities so far as the "multiplicity" is concerned, and are thus able to shew that this multiplicity is really to be interpreted as the contribution to \(\delta+\kappa\) which is due to the singularity. It is immediately obvious that the \(\kappa\) of the singularity \(=\Sigma_{1} n(m-1)+\Sigma_{2} n(\mu-1)\) is the sum of the values of the \(\kappa\) due to the simple singularities into which it is so resolved. Thus we again prove Cayley's rules.

The proof of the equation stated is as follows-the work is quite similar to that of Cayley in the addition to Mr Rowe's memoir. Putting \(a_{r}=n_{r} m_{r}, b_{r}=n_{r} \mu_{r}\), denoting the number of points on the side for which \(\sigma=1\) by \(\nu+1\), and the corresponding values of \(a_{r}, b_{r}\) by \(a_{\lambda}, b_{\lambda}\) (each of these being in fact \(=\nu\) ), putting also \(\sum_{\Sigma_{1}}\) to denote a summation extending from \(r=p\) to \(r=\lambda-1\), and \(\stackrel{\mu}{\sum_{2}}\) to denote a summation extending from \(r=p\) to \(r=k+1\), it being understood that when the \(p\) is absent the summation \(\Sigma_{1}\) begins with \(r=1\) and the summation \(\Sigma_{2}\) begins with \(r=\lambda+1\), we have
\[
\begin{aligned}
& \Sigma\left(t=\Sigma_{1} a+\Sigma_{i v}\left(t+\nu=\Sigma_{1}\left(t+\Sigma_{2}(a-b)+\Sigma_{2} b+\nu\right.\right.\right. \\
& \Sigma b=\Sigma_{1} b+\Sigma \Sigma_{2} b+\nu=\Sigma_{1}(b-a)+\Sigma_{2} b+\Sigma_{1}(u+v \\
& \Sigma_{n}=\Sigma_{1} n+\Sigma_{n} n+\nu \\
& 2 C=\Sigma a \leq b-\Sigma a-\Sigma b+\Sigma n+\sum_{s>r}\left(a_{r} b_{s}-a_{s} b_{r}\right) \\
& 2 A=\Sigma_{1} a \Sigma_{1}(b-a)-\Sigma_{2} a-\Sigma_{1}(b-a)+\Sigma_{1} n+\sum_{s>r}\left(a_{r} b_{s}-u_{6} b_{r}\right) \\
& 2 B=\Sigma_{2}(a-b) \Sigma_{2} b-\Sigma_{2}(a-b)-\Sigma_{2} b+\Sigma_{2} n+\Sigma_{s \geq r}\left(a_{r} b_{s}-a_{8} b_{r}\right) .
\end{aligned}
\]

For the values of \(\sigma\) corresponding in these two cases are
\[
\frac{m}{\mu-m}, \frac{m-\mu}{\mu}
\]
the former being reckoned in a particular way.
\[
\text { (i) }=v^{2}+\nu\left(\Sigma_{1} a+\Sigma_{1} b+\Sigma_{2} a+\Sigma_{1} b-1\right)+\left(\Sigma_{1} a\right)^{2}+\left(\Sigma_{2} b\right)^{2}+\Sigma_{1} a \Sigma_{1} b+\Sigma_{1} b \Sigma_{2} a-\Sigma_{1} a-\Sigma_{2} b \text {, }
\] while

Adding this to the expression above we obtain
\[
\nu^{2}+2 \nu\left(\Sigma_{1} a+\Sigma_{2} b\right)-\nu+\left(\Sigma_{1} a\right)^{2}+\left(\Sigma_{2} b\right)^{2}+2 \Sigma_{1} a \Sigma_{2} b-\Sigma_{1} a-\Sigma_{2} b .
\]
and
\[
l=\Sigma_{1} a+\Sigma_{2} b+\nu
\]
\(\therefore\) this is
\[
l^{2}-l ;
\]
\[
\therefore C={ }_{2}^{1} l(l-1)+A+B .
\]

It would, I imagine, be easy to give a similar interpretation of Noether's work for the case in which the \(\nu\) roots of the equation corresponding to the line for which \(\sigma=1\) are not all different-for instance, to investigate the branches that correspond to a repeated factor \(y-k x\) we must put \(y-k x=\xi \eta_{2}\) and \(x=\xi \eta\) where \(\eta_{2}\) is a linear function of \(\eta\).

As an example of this method we proceed to determine the \(\delta+\kappa\) of the singularity at the origin for the curve
\[
y^{13}+y^{11}(y, x)^{5}+y^{7}(y, x)^{10}+y^{4}(y, x)^{34}+y^{2}(y, x)^{17}+y^{2}(y, x)^{18}+y(y, x)^{20}+(y, x)^{222}=0 .
\]

If the polygon be drawn, the angular points nearest the origin are
\[
(0,15),(5,11),(10,7),(14,4),(17,2),(22,0)
\]
of which the first three are upon one straight line. The number of points between the sides given by these points and the axes, with those upon the sides that are not upon the axes, is 130-so that
\[
\delta+\kappa=130 .
\]
\[
\begin{aligned}
& =\Sigma_{s>r} a_{r} b_{s}+\nu\left(\mathbf{\Sigma}_{1} a+\Sigma_{s} b\right)+\Sigma_{1} a \Sigma_{2} b+\Sigma_{s>r} a_{r} b_{s} ; \\
& \text { (ii) } \therefore \Sigma_{s>r}\left(a_{r} b_{s}-b_{r} a_{s}\right)-\sum_{s>r}\left(a_{r} b_{s}-b_{r} a_{s}\right)-\sum_{s>r}\left(a_{r} b_{s}-b_{r} a_{s}\right) \\
& =\nu\left(\Sigma_{1} a+\Sigma_{2} b-\Sigma_{1} b-\Sigma_{2} a\right)+\Sigma_{1} a \Sigma_{2} b-\Sigma_{1} b \Sigma_{2} a .
\end{aligned}
\]
\[
\begin{aligned}
& \text { And } \quad \Sigma_{a \leq} \mathbf{\Sigma}-\mathbf{\Sigma} a-\mathbf{\Sigma} b+\mathbf{\Sigma} n-\left[\Sigma_{1} a \Sigma_{1}(b-a)-\Sigma_{1} a-\Sigma_{1}(b-a)+\Sigma_{1} n\right] \\
& -\left[\Sigma_{2}(a-b) \Sigma_{2} b-\Sigma_{2}(a-b)-\Sigma_{2} b+\Sigma_{2} n\right] \\
& =b^{2}+v^{\prime}\left(\Sigma_{1} a+\Sigma_{1} b+\Sigma_{2} a+\Sigma_{2} b\right)+\Sigma_{2} a \Sigma_{1} b+\Sigma_{0} a \Sigma_{2} b+\Sigma_{1} a \Sigma_{2} b+\Sigma_{1} b \Sigma_{2} a-\Sigma^{2} a-\Sigma^{2} b \\
& +\nu-\Sigma_{1} a \Sigma_{1} b+\left(\Sigma_{1} a\right)^{2}+\Sigma_{1} b-\Sigma_{2} a \Sigma_{2} b+\left(\Sigma_{2} b\right)^{2}+\Sigma_{2} a
\end{aligned}
\]
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Also
\[
\begin{gathered}
\sigma_{1}=\frac{5}{4}, n_{1}=2 ; \sigma_{2}=\frac{4}{3}, n_{2}=1 ; \sigma_{3}=\frac{3}{2}, n_{3}=1 ; \sigma_{4}=\frac{5}{2}, n_{4}=1 ; \\
\kappa=\Sigma \operatorname{Ln}(\mu-1)=10 .
\end{gathered}
\]

We proceed to prove that this is in accordance with the results given by Noether's method.
I. All the \(\sigma\) 's being greater than unity, we put as explained
\[
\begin{aligned}
& x=x_{1} \\
& y=x_{1} y_{1}
\end{aligned}
\]
and obtain after division by \(x_{1}^{15}\)
\[
\begin{aligned}
& y_{1}^{15}+x_{1} y_{1}^{11}(y, 1)^{5}+x_{1}^{2} y_{1}^{7}\left(y_{1}, 1\right)^{10}+x_{1}^{3} y_{1}^{4}\left(y_{1}, 1\right)^{14} \\
&+x_{1}^{4} y_{1}^{2}\left(y_{1}, 1\right)^{17}+x_{1}^{5} y_{1}^{2}\left(y_{1}, 1\right)^{38}+x_{1}^{6} y_{1}\left(y_{1}, 1\right)^{20}+x_{1}^{7}\left(y_{1}, 1\right)^{22}=0, \\
& \text { rein } \quad \sigma_{1}=\frac{1}{4}, \sigma_{2}=\frac{1}{3}, \sigma_{*}=\frac{1}{2}, \sigma_{4}=\frac{3}{2} .
\end{aligned}
\]
wherein
II. Putting now \(x_{1}=\xi \eta, y_{1}=\xi(E+\eta)\), we shall have three branches at \(\xi=\eta=0\), and one branch at \(\xi=0=E+\eta\). At this latter point \(\sigma\) will be \(\frac{1}{2}\), viz. \(E+\eta \propto \xi^{\frac{1}{2}}\), that is, we have an ordinary contact with \(\xi=0\), and the "multiplicity" as defined will be 0 . Considering then only \(\xi=0=\eta\) and putting \(v\) for \(E+\eta\), we obtain, after division by \(\xi^{*}\),
\[
\begin{aligned}
\xi^{9} v^{15}+\xi^{8} v^{11} \eta(1, \xi v)^{5}+\xi^{3} \eta^{2} v^{7}(1, \xi v)^{10}+\xi \eta^{3} v^{1}(1, & \xi v)^{14}+\eta^{4} v^{2}(1, \xi v)^{17} \\
& +\xi \eta^{5} v^{2}(1, \xi v)^{18}+\xi \eta^{6} v(1, \xi v)^{20}+\xi \eta^{7}(1, \xi v)^{222}=0
\end{aligned}
\]
and the values of \(\sigma\) are \(\sigma_{1}=3, \sigma_{2}=2, \sigma_{3}=1\) (reckoned from the axis of \(\xi\) ).
III. Putting now \(\xi=\xi_{1} \eta_{1}, \quad \eta=\xi_{1} \eta_{1}{ }^{\prime}\),
we shall have a simple point corresponding to \(\xi=0=E+\eta\) and \(E+\eta \propto \xi^{\frac{1}{2}}\),
two branches at \(\xi_{1}=0=\eta_{1}^{\prime}\)
one branch at \(\xi_{1}=0=\eta_{1}{ }^{\prime}-k \eta\) corresponding to the terms
\[
\eta^{3} v^{2}\left[\xi v^{2}(1, \xi v)^{14}+\eta(1, \xi v)^{17}\right] .
\]

I assume that this is a simple tangent to \(\eta_{1}{ }^{\prime}-k \eta\) and put in consequence, simply
\[
\xi=\xi_{1}\left(E_{1}+\eta_{1}\right), \quad \eta=\xi_{1} \eta_{1}
\]

Then at these two branches at \(\xi_{1}=0=\eta_{1}\) (reckoning \(\sigma\) from the axis of \(\xi_{1}\), as in II.)
\[
\sigma_{1}=2, \quad \sigma_{2}=1
\]
and putting \(v_{1}\) for \(E_{1}+\eta_{1}\) we obtain, after division by \(\eta_{1}{ }^{4}\),
\(\xi_{1}^{5} v_{1}^{9} v^{15}+\xi_{1}^{3} \eta_{1} v_{1}^{6} v^{11}(1, \quad)^{5}+\xi_{1} \eta_{1}^{2} v_{1}^{3}(\quad)^{10}+\eta_{1}^{3} v_{1}(\quad)^{18}\)
\[
+\eta_{1}^{4}(\quad)^{17}+\xi_{1}^{2} \eta_{1}^{5}(\quad)^{18}+\xi_{1}^{3} \eta_{1}^{6}(\quad)^{20}+\xi_{1}^{4} \eta_{1}^{7}(\quad)^{32}=0
\]
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IV. Putting now
\[
\xi_{1}=\xi_{2}\left(E_{2}^{\prime}+\eta_{3}\right), \quad \eta_{1}=\xi_{2} \eta_{2}
\]
we obtain after division by \(\xi_{2}^{3}\) a curve having a double point at \(\xi_{2}=0=\eta_{2}\).
V. And thence putting \(\xi_{2}=\xi_{s}\left(E_{3}+\eta_{3}\right), \eta_{2}=\xi_{3} \eta_{3}\) we obtain after division by \(\xi_{3}{ }^{2}\) two simple points on \(\xi_{s}=0\).

Reckoning now the \(\delta+\kappa\) as indicated in the general theory given, by the indices of the factors that have divided out, we obtain
\[
\begin{aligned}
\delta+\kappa & =\frac{1}{2}[15(15-1)+6.5+4.3+3.2+2.1] \\
& =130, \text { as before. }
\end{aligned}
\]

The transformations are
\[
\begin{array}{llll}
x=x_{1}, & x_{1}=\xi \eta \\
y=x_{1} y_{1}, & y_{1}=\xi(E+\eta), & \xi=\xi_{1}\left(\eta_{1}+E_{1}\right), & \xi_{1}=\xi_{2}\left(E_{2}+\eta_{2}\right),
\end{array}, \xi_{2}=\xi_{3}\left(E_{3}+\eta_{3}\right), \quad \eta_{1}=\xi_{2} \eta_{2}, \quad \eta_{2}=\xi_{3} \eta_{3} .
\]

\section*{Pait VI.}

On a particular monomial transformation.
We give now an identity which is useful in a particular kind of transformation-It will be seen that it leads to a resolution of the same kind as Noether's.

Let
\[
K_{1}+\frac{1}{\bar{K}_{2}}+\stackrel{1}{K_{3}}+\ldots+\frac{1}{\bar{K}^{\prime \prime}}+\frac{1}{\bar{K}^{\prime}}+\frac{1}{\bar{K}}+\ldots+\underset{K_{2 m}^{-}}{-}+\underline{K_{2 m+1}}
\]
be any continued fraction, and let the convergents corresponding to the elements \(K^{\prime \prime}, K^{\prime}, K\) be
\[
\begin{aligned}
& p_{q^{\prime \prime}}^{\prime \prime} \\
& q^{\prime} \\
& q^{\prime}
\end{aligned}, \frac{p}{q} .
\]

Then if \(A, B\) be any quantities
\[
\begin{aligned}
(q A+p B-1)\left(q^{\prime} A+p^{\prime} B-1\right)-\left(q^{\prime} A+p^{\prime} B-1\right)\left(q^{\prime \prime} A+p^{\prime \prime} B-1\right) & =\left(q^{\prime} A+p^{\prime} B-1\right)\left(K q^{\prime} A+K p^{\prime} b\right) \\
& =K\left[\left(q^{\prime} A+p^{\prime} B\right)^{2}-\left(q^{\prime} A+p^{\prime} B\right)\right]
\end{aligned}
\]
or, if \(k=q A+p B\), etc.
\[
\begin{equation*}
(k-1)\left(k^{\prime}-1\right)-\left(k^{\prime}-1\right)\left(k^{\prime \prime}-1\right)=K\left(k^{\prime 2}-k^{\prime}\right)=K k^{\prime}\left(k^{\prime}-1\right) \tag{I}
\end{equation*}
\]

Take now \(A, B\), so that
\[
A=P^{\prime} \mathrm{a}+P \mathrm{~b}, B=Q \mathrm{~b}-Q^{\prime} \mathrm{a}
\]
where \(\frac{P^{\prime}}{Q^{\prime}}, \frac{P}{Q}\) are the two actual last convergents of our continued fraction, so that
\[
\mathrm{a}=Q A+P B, \quad \mathrm{~b}=Q A+P^{\prime} B
\]
so that a is the last, b is the last but one of the quantities \(k^{\prime \prime}, k^{\prime}, k \ldots\) and notice that if our fraction begin with
\[
K_{1}+\frac{1}{K_{2}}+\frac{1}{K_{3}},
\]
so that
\[
k_{1}=A+K_{1} B, \quad k_{2}=K_{2} A+\left(K_{1} K_{2}+1\right) B
\]
and we put
\[
k_{0}=B,
\]
then
\[
\begin{aligned}
\left(k_{2}-1\right)\left(k_{1}-1\right)-\left(k_{1}-1\right)(B-1) & =\left(k_{1}-1\right) K_{2}\left(A+K_{1} B\right) \\
& =K_{2} k_{1}\left(k_{1}-1\right)
\end{aligned}
\]
and
\[
\begin{aligned}
\left(k_{1}-1\right)(B-1)-(B-1)(A-1) & =(B-1) K_{1} B \\
& =K_{1} B(B-1) \\
& =K_{1} k_{0}\left(k_{0}-1\right) .
\end{aligned}
\]

Therefore adding all the equations of the form (I.) and using these initial forms of that equation we have
\[
(\mathrm{a}-1)(\mathrm{b}-1)-(A-1)(B-1)=K_{1} k_{0}\left(k_{0}-1\right)+K_{2} k_{1}\left(k_{1}-1\right)+\ldots+K_{\mathrm{om+1}} k_{\mathrm{m} m}\left(k_{2 m}-1\right)
\]
where in fact
\[
\mathrm{b}=k_{m} .
\]

If now
\[
\begin{aligned}
& \mathrm{a}=\Sigma a_{r}=\Sigma n_{r} m_{r}, \\
& \mathrm{~b}=\Sigma \boldsymbol{b}_{r}=\Sigma n_{r} \mu_{r}
\end{aligned}
\]
and we put
\[
a_{r}=Q a_{r}^{\prime}+P b_{r}^{\prime}, \quad b_{r}=Q^{\prime} a_{r}^{\prime}+P^{\prime} b_{r}^{\prime}
\]
leading to
\[
a_{r}{ }^{\prime}=P a_{r}^{\prime}-P b_{r}, \quad b_{r}^{\prime}=Q b_{r}-Q a_{r}^{\prime}
\]
and
\[
A=\Sigma a_{r}^{\prime}, \quad B=\Sigma b_{r}^{\prime}
\]
and
\[
\sum_{s>r}\left(a_{r} b_{8}-a_{s} b_{r}\right)=\sum_{s>r^{\prime}}\left(a_{r}^{\prime} b_{8}^{\prime}-a_{8}^{\prime} b_{r}^{\prime}\right)
\]
we obtain the identity in question (wherein \(n_{r}=n_{r}{ }_{r}\), since clearly any divisor common to \(a_{r}, b_{r}\) is common to \(a_{r}{ }^{\prime}, b_{i}{ }^{\prime}\); and conversely)
\[
\begin{aligned}
& \mathbf{\Sigma} n m\left(\sum_{n \mu}-1\right)+\sum_{s>r} n_{r} n_{s}\left(m_{r} \mu_{s}-m_{s} \mu_{r}\right)-\Sigma_{n}(\mu-1) \\
& -\left[\Sigma n^{\prime} m^{\prime}\left(\Sigma n^{\prime} \mu^{\prime}-1\right)+\sum_{s>r} n_{r}^{\prime} n_{s}^{\prime}\left(m_{r}^{\prime} \mu_{s}^{\prime}-m_{s}{ }^{\prime} \mu_{r}{ }^{\prime}\right)-\Sigma \Sigma_{n}\left(\mu^{\prime}-1\right)\right] \\
& =K_{1} k_{0}\left(k_{0}-1\right)+K_{2} k_{1}\left(k_{1}-1\right)+\ldots \ldots+K_{2 m+1} k_{m n}\left(k_{2 m}-1\right)
\end{aligned}
\]
where, as may be recalled,
\[
\begin{aligned}
& \frac{P}{\bar{Q}}=K_{1}+\frac{1}{\overline{K_{2}}}+\ldots \ldots+\frac{1}{K_{2 m+1}} \\
& \frac{P^{\prime}}{Q^{\prime}}=K_{1}+\frac{1}{K_{2}}+\ldots \ldots+\frac{1}{K_{2 m}} \\
& \frac{p_{r}}{q_{r}}=K_{1}+\frac{1}{K_{2}}+\ldots \ldots+\frac{1}{K_{r}}
\end{aligned}
\]
\[
\begin{aligned}
k_{0}=\Sigma b^{\prime}, \quad k_{r} & =q_{r} \Sigma a^{\prime}+p_{r} \Sigma b^{\prime} \quad, k_{m}=\Sigma b \\
& =q_{r}\left(P^{\prime} \leq a-P \Sigma b\right)+p_{r}\left(-Q^{\prime} \Xi a+Q \searrow b\right) \\
& =\left(q_{r} P^{\prime}-p_{r}\left(Q^{\prime}\right) \leq a-\left(q_{r} P-p_{r} Q\right) \leq b .\right.
\end{aligned}
\]

If now we make the substitution
\[
x=\xi^{r^{*}} \eta^{Q}, \quad y=\xi^{P} \eta^{Q}
\]
equivalent to
\[
\begin{gathered}
\xi=x^{+Q} y-Q \\
P^{\prime} Q-P Q^{\prime}=1
\end{gathered}
\]
this being the result of a combination of such substitutions as
\[
x=\xi \eta, \quad y=\eta, \quad x=\xi, \quad y=\eta \xi,
\]
the terms \(x^{f} y^{g}, x^{f} y^{g^{g}}\) of our original equation become
and corresponding to
\[
m=f^{\prime}-f, \quad \mu=g-g^{\prime}, \quad \sigma=\frac{m}{\mu}
\]
we have
\[
\begin{aligned}
& m^{\prime}=f^{\prime} P^{\prime}+g^{\prime} P-\left(f P^{\prime}+g P\right)=m P^{\prime}-\mu P, \\
& \mu^{\prime}=f Q^{\prime}+g Q-\left(f^{\prime} Q^{\prime}+g^{\prime} Q\right)=\mu Q-m Q^{\prime}, \\
& m=Q m^{\prime}+P \mu^{\prime}, \quad \mu=Q^{\prime} m^{\prime}+P^{\prime} m^{\prime},
\end{aligned}
\]
which are in accordance with the equations of the previous page,
and
\[
\begin{array}{r}
\sigma^{\prime}=\frac{m^{\prime}}{\mu^{\prime}}=\frac{\sigma P^{\prime}-P}{Q-\sigma Q^{\prime}}, \text { is positive if } \frac{Q}{Q^{\prime}}>\sigma>\frac{P}{P^{\prime}} \\
\text { and is negative if } \frac{Q}{Q^{\prime}}>\sigma>\frac{P}{P^{\prime}},
\end{array}
\]
while
\[
\sigma_{2}^{\prime}-\sigma_{1}^{\prime}=\frac{\sigma_{2}-\sigma_{1}}{\left(Q-\sigma_{1} Q^{\prime}\right)\left(Q-\sigma_{2} Q^{\prime}\right)},
\]
so that, if \(\sigma_{1}<\sigma_{2}\), then \(\sigma_{1}{ }^{\prime}<\sigma_{2}^{\prime}\) if \(\sigma_{1}, \sigma_{2}\) are (both greater or) both less than \(\frac{Q}{Q^{\prime}}\).
Also
\[
\begin{aligned}
& \frac{P}{P^{\prime}}=K_{s m+1}+\frac{1}{K_{2 m}}+\ldots \ldots+\frac{1}{K_{2}}+\frac{1}{\bar{K}_{1}} \\
& Q \\
& Q_{Q^{\prime}}^{\prime}=K_{s m+1}+\frac{1}{\overline{K_{2 m}}}+\ldots \ldots+\overline{K_{2}} .
\end{aligned}
\]

Noticing now that \(\xi=x^{Q} y^{-Q}\) give when \(y \propto x^{\sigma}, \xi \propto x^{Q-\sigma q}\)
\[
\eta=x^{-P} y^{P^{P}} \quad \eta \propto x^{\sigma P^{P}-P}
\]
we see that the points of our branch \(y \approx x^{\sigma}\) that are near the origin will not be projected to infinity provided
\[
\frac{Q}{Q^{\prime}} \nless \sigma \nless \frac{P}{P^{\prime}}
\]

If now for instance there be only one \(\sigma\left(=\frac{n m}{n \mu}\right)\) for the singularity at the oriyin and we put \(\frac{m}{\mu}\) into a continued fraction
\[
\begin{aligned}
& =K_{2 m+1}+\frac{1}{K_{2 m}}+\ldots \ldots+\frac{1}{K_{1}} \\
& =\frac{P}{P^{\prime}}
\end{aligned}
\]
then the transformed value \(m^{\prime}\) is equal to 0 , and corresponding to the \(n \mu\) branches
\[
\begin{gathered}
y=A_{1} x^{\sigma}, \quad y=A_{1} \omega x^{\sigma}, \ldots \ldots y y=A_{1} \omega^{n-1} x^{\sigma} \\
y=A_{2} x^{\sigma}, \quad y=A_{2} \omega x^{\sigma}, \ldots \ldots y y=A_{2} \omega^{n-1} x^{\sigma} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots A_{n} \omega^{n-1} x^{\sigma} \\
y=A_{n} x^{\sigma}, \quad y=A_{n} \omega x^{\sigma}, \ldots \ldots y y= \\
\omega=e^{\frac{2 n i}{\mu}},
\end{gathered}
\]
where
we have points where
\[
\begin{array}{ll}
\eta=A_{1}+\ldots, & \eta=A_{1} \omega+\ldots, \quad \ldots \ldots \\
\eta=A_{\Downarrow}+\ldots, & \eta=A_{2} \omega+\ldots
\end{array}
\]
that is, \(n \mu\) branches cutting the axis \(\xi=0\) at, in general, different points. (When these points are not different the transformation can be reapplied.) And the transformed value of our expression
\[
\Sigma_{n m n \mu}+\ldots \ldots
\]
is 0 , and the original singularity consists of
\[
\begin{gathered}
K_{1} k_{0} \text {-ple points } \\
K_{2} k_{1} \text {-ple points } \\
\text { etc. }
\end{gathered}
\]

For instance Noether's example (Math. Annal. IX. p. 174)
\[
\begin{gathered}
y^{4}+y^{2}(x, y)^{3}+(x, y)^{6}+\ldots \ldots \\
\sigma=\frac{3}{2}=1+\frac{1}{1}+\frac{1}{1}=\frac{P}{P^{\prime}}, \\
\frac{Q}{\bar{Q}}=1+\frac{1}{1}=\frac{2}{1}, \\
\frac{P}{Q}=\frac{3}{2}=1+\frac{1}{1}+\frac{1}{1}, \\
\frac{p_{1}}{q_{1}}=\frac{1}{1}, \frac{p_{2}}{q_{2}}=\frac{2}{1}, \frac{p_{3}}{q_{3}}=\frac{3}{2} .
\end{gathered}
\]

\[
\begin{array}{rlrl}
\Sigma a^{\prime}=P^{\prime} \Sigma a-P \leq b, & \leq b^{\prime} & =-Q^{\prime} \Sigma a+Q \leq b \\
& =6 P^{\prime}-4 P & & =-6 Q^{\prime}+4 Q \\
& =0 & & =8-6 \\
& =2 ; \\
& \therefore k_{0}=2, \quad k_{1}=2, \quad k_{0}=4,
\end{array}
\]
namely, our singularity is resolvable into two double points and one quadruple point(which gives \(S\) as the contribution to \(\delta+\kappa\); as is obvious from the figure).

Corollary. An Application of the preceding transformation.
If
\[
\sigma_{1}<\sigma_{2}<\ldots \ldots<\sigma_{k+1}
\]
be the values of \(\sigma\) for a multiple point at the origin, and we make the transformation
\[
x=\xi^{P^{\prime}} \eta^{Q}, \quad y=\xi^{P} \eta^{Q}
\]
taking care only to choose
\[
\frac{P}{P^{\prime}}>\sigma_{k+1}
\]
and therefore
\[
\frac{Q}{Q^{\prime}}>\sigma_{k+1}
\]
the branch \(y \propto x^{\sigma}\), leading to \(\xi \propto x^{Q-\sigma Q}, \eta \propto x^{p^{\gamma}-P}\) becomes always represented by a point at infinity on the axis of \(\eta\), for all the values \(\sigma=\sigma_{1}, \sigma_{2}, \ldots \sigma_{k+1}\). Namely on the new curve the singularity corresponding to the singularity at the origin on the old curve is entirely at \(\xi=0, \eta=\infty\). If the old curve be
\[
f(x, y)=f\left(\xi^{P^{\prime}} \eta^{Q^{\prime}}, \xi^{P} \eta^{Q}\right)=\xi^{\lambda} \eta^{\mu} F(\xi, \eta) \text { say, }
\]
where \(F(\xi, \eta)\) is the new curve, the conditions for a singularity on the new curve, viz.
give
\[
\begin{gathered}
0=\frac{\partial F^{\prime}}{\partial \xi}=\xi^{-\lambda} \eta^{-\mu}\left[P \frac{\partial f}{\partial x} \xi^{P^{\prime}-1} \eta^{Q^{\prime}}+P \frac{\partial f}{\partial y} \xi^{P-1} \eta^{Q}\right] \\
0=\frac{\partial F}{\partial \eta}=\xi^{-\lambda} \eta^{-\mu}\left[Q^{\frac{\partial f}{\partial x}} \xi^{P^{\prime}} \eta^{Q-1}+Q \frac{\partial f}{\partial y} \xi^{P} \eta^{Q-1}\right] \\
\left(P^{\prime} Q-P Q^{\prime}\right) \frac{\partial f}{\partial x} \xi^{P^{\prime}} \eta^{Q^{\prime}} \cdot \xi^{-\lambda} \eta^{-\mu}=0 \\
\left(P^{\prime} Q-P Q^{\prime}\right) \frac{\partial f}{\partial y} \xi^{P^{\prime} \eta^{Q} \cdot \xi^{-\lambda} \eta^{-\mu}=0,}
\end{gathered}
\]
and can only be satisfied, unless \(\frac{\partial f}{\partial x}=0\) and \(\frac{\partial f}{\partial y}=0\), and excluding infinite values of \(\xi\) and \(\eta\) for the present, by \(\xi=0\) or \(\eta=0\) or both, namely at points arising from \(x=0=y\)-at which both \(\frac{\partial f}{\partial x}\) and \(\frac{\partial f}{\partial y}\) are by hypothesis zero. So that the new curve has no finite singularity that does not arise from a singularity on the old curve. The infinite values of \(\xi\) and \(\eta\). that are possible, can, since
\[
a=\xi^{p^{\prime}} \eta^{\ell}, \quad y=\xi^{P} \eta^{Q}
\]
only have arisen from points \(x=\infty, y=\infty\). Now suppose that after the transformation
above has been applied to the singularity of the old curve at the origin, we transform the axes of \(\xi, \eta\) by writing \(\xi=\xi_{1}+A, \eta=\eta_{1}+B\), to a point \((A, B)\) which is a singular point of the curve \(F(\xi, \eta)\). By a similar transformation to that just applied, viz. writing
\[
\begin{array}{ll}
\xi_{1}=X^{3 M^{\prime}} Y^{N^{\prime}} & \eta_{1}=X^{3 I} Y^{V} \\
X=\xi_{1}^{N} \eta_{1}{ }^{-W} & Y=\xi_{1}^{-M} \eta^{3}
\end{array}
\]
we can transform this singularity to be at \(X=0, Y=\infty\). The singularity of
\[
F(\xi, \eta)=0
\]
which is at
\[
\xi=0, \quad \eta=\infty,
\]
that is, also, at \(\xi_{1}=0, \eta_{1}=\infty\), changes to \(X=0, Y=\infty\)-viz. our new curve in \(X\) and \(\boldsymbol{Y}\) has the singularities corresponding to the two already considered, both at \(X=0, Y=\infty\). Let this process of changing axes and subsequent transformation be continned.-Hence* we at length obtain a curve whose only singular points are on the line infnity-there being a very complex singularity at the infinite end of the axis of zero abscissae and, beside, possible singularities at other points of the line infinity which have persisted throughout. For instance, Raffy's example previously discussed, .
\[
x^{5}-5 x^{3}\left(y^{2}+y+1\right)+5 x\left(y^{2}+y+1\right)^{2}-2 y\left(y^{2}+y+1\right)^{2}=0
\]
becomes by
\[
x=\xi \eta, \quad y=\omega+\xi^{3} \eta^{4}
\]
\[
1-\tilde{j} \xi \eta^{2}\left(\xi^{3} \eta^{4}+c\right)+5 \xi^{2} \eta^{3}\left(\xi^{3} \eta^{4}+c\right)^{2}-2 \xi \eta^{3}\left(\omega+\xi^{3} \eta^{3}\right)\left(c+\xi^{3} \eta^{4}\right)^{2}=0
\]
where
\[
c=\omega-\omega^{2} .
\]

All the singularity of this curve is on the line infinity of the \(\xi, \eta\) plane.
Note. We may put further \(\quad \eta=\frac{1}{x}, \quad \xi=\frac{y}{x} ;\)
and hence obtain
\[
\begin{equation*}
x^{25}-5 x^{15} y\left(y^{3}+c x^{7}\right)+5 x^{5} y^{2}\left(y^{3}+c x^{7}\right)^{2}-2 y\left(\omega x^{7}+y^{3}\right)\left(c x^{7}+y^{3}\right)^{2}=0 \tag{i}
\end{equation*}
\]
which we may treat by the rules of Part III. Putting
\[
\xi=x^{\frac{1}{3}}, \quad y=v \xi^{7}
\]
we obtain
\[
v\left(c+v^{3}\right)^{2}\left[2\left(\omega+v^{3}\right)-\bar{\jmath} v \xi\right]+5 v \xi^{3}\left(c+v^{3}\right)-\xi^{5}=0
\]
and here, for the branch \(v=\sqrt[3]{-c}+\ldots\), we are to count \(t=5\) (see page 419, note) while \(N=2\); the correction is therefore 2 ; the diagram for the curve (i) above gives 102 as the number \(\delta+\kappa\) for the singularity at the origin, with 4 interior points. Hence, admitting the correction, we see that, for the origin, \(\delta+\kappa=104\) and the deficiency is 2, as previously obtained. The value 104
 for \(\delta+\kappa\) can be verified by expansions. The curve (i) gives six expansions of the form
\[
y=-9 c^{\frac{3}{4}} x^{\frac{7}{3}} \pm \frac{1}{\sqrt{2}} \omega c^{-\frac{7}{8}} x^{\frac{3}{3}+\frac{5}{8}} \ldots \ldots
\]

\footnotetext{
* If, in such a curve, \(y\) be an integral function of \(x\), all integral functions are expressible integrally.
}
where
\[
9^{3}=1,
\]
beside three expansions of \(y\) in powers of \(x^{\frac{3}{3}}\) with different initial coefficients, each series begiming with the term \(x^{\ddagger}\), and one series for \(y\) in integral powers of \(x\), beginning with x. Hence by Cayley's rules the total number of intersections is
\[
\begin{aligned}
\delta+{\underset{2}{3}}^{\kappa}=7 & +7+3\left(\begin{array}{l}
7 \\
3
\end{array}+\frac{5}{6}\right)+3\left(\frac{7}{3}+\frac{7}{3}\right) \\
& +7 \\
& +18\left(\frac{7}{3}\right) \\
& +9\left(\frac{7}{3}\right) \\
& =10 \pm+\frac{5}{2}+1
\end{aligned}
\]

The first six expansions give \(\kappa=\overline{5}\), and the second three expansions give \(\kappa=2\).
\[
\begin{aligned}
& \therefore \frac{1}{2} 2^{2} \kappa=\frac{7}{2} ; \\
& \therefore \delta+\kappa=104 .
\end{aligned}
\]

The figure for the curve (i) is


Notwithstanding the crucial nature of this example and that at the end of Part V. as tests of the method of this paper, the change of the origin of coordinates used in this Corollary may quite well render the coefficients in the resulting equation so mutually dependent that the method of counting the deficiency by the number of interior points of the curve polygon becomes inoperative. For instance the deficiency of
\[
(y-a)(y-b)+c x y^{2}+d x^{2} y^{3}+f x y+g x^{2} y^{2}+h x^{3} y^{3}+k x^{4} y^{4}=0
\]
is quite properly given by the diagram as 1 . But by putting \(y-a=\eta\) we obtain a curve having eighteen terms, among the coefficients of which there are nine quadratic relations; and the polygon of this latter contains seven unit points.

Lie p. 127. Cf. Noether, Crelle, 97, p. 221. Also a paper by Hensel, Crelle, 109 -which I had not seen when this paper was written. His results are not universally true. But they enable us to write down the integral
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[^0]:    * The method of proof is the same as for an isotropic beam. Cf. Quarterly Journal, Vol. xxil., 1887, p. 89, et seq.

[^1]:    - Quarterly Journal of I'ure and Applied Mathematics, Vol. xxir., 1889, p. 11.

[^2]:    - i.e. Isotropy in which loisson's ratio is $1 / 4$, or in Thomson and Tait's notation $m={ }^{n} n$.

[^3]:    * Here and in what follows surface values are distinguished by the sutix s.

[^4]:    - See the Society's 'ransactions, Vol. xw, pp. 292-294.

[^5]:    - See Buchbeim, A Memoir on Biquaternions. Amer. Math. Jour. t. 7 (1885), pp. 293-326.

[^6]:    * The foregoing demonstration of the fundamental formulx $\cos \delta \cos \theta=M_{1}, \sin \delta \sin \theta=M$, is in effect that given by Heath in his Memoir "On the Dynamics of a

[^7]:    - I am indebted to the great kinduess of Professor Cayley for several suggestions tending to help tho intelligibility of this essay.

